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Abstract 

Tele-immersion is a rapidly growing technology which allows geographically 

separated users to collaborate in a shared virtual environment. Video systems 

in those tele-immersion applications, however, usually suffer from a limited 

field-of-view. To capture wide field-of-view video, specially designed video 

systems are required. 

In this thesis, we present the techniques for the real-time construction of 

live panoramic video from multiple live video streams obtained by normal 

CCD video cameras. A system framework for tele-immersive applications is 

designed. In our approach, we first obtain sample video frames from the video 

cameras. Using techniques of generating image mosaic, the video frames are 

combined together to form a large field of view image. We obtain a list 

of triangles with texture coordinates. In the running time, the live video 

streams are used as texture map which are rendered into a live panoramic 

video stream. The generated video is then projected onto an immersive 

display. 

Our system framework can allow many potential tele-immersive applica-

tions. For example, almost all current video conferencing applications are 
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limited to a small field of view video. Using our system framework, instead 

of seeing only a talking head, the users can get the feeling of immersing into a 

virtual conference room. Virtual control room, immersive remote navigation, 

virtual laboratory, tele-medicine are some possible directions which can gain 

benefit from our system framework. 

ii 



内容摘要 

遠距離沉浸（Tele-immersion)是一門快速發展中的新技術，它使分佈於世界各 

地的使用者能夠在一個共享的虛擬環境中互相合作，但這些遠距離沉浸應用中 

的視像系統卻有很大的視野限制’唯有用上特別設計的視像系統，才可以掘取 

擴闊視野的視像。 

本論文中’我們提出一種即時全境視像的實時構造技術，而那些即時視像訊號 

是由普通的電荷偶合器（CCD)式攝取機中掘取的°我們設計了一個遠距離沉浸 

的系統架構。我們首先由攝像機掘取單格視像，再用上圖像接合技術’以製成 

一幅擴闊視野的圖像。由此，我們可以得到一串有材質貼圖紋理座標的三角 

形。在執行時，即時的全景視像便可由那些即時視像訊號的材質貼圖（Texture 

Map)緣製出來，再投射上一個沉浸的顯示器（Immersive Display)，用者便有置 

身虛擬的環境當中的感覺。 

多種遠距離沉浸應用可以建構在我們的系統架構，舉例來說，現有的視像會 

議應用多是限制於狹窄視野的視像。若是用上我們的系統架構，視像會議將 

變成虛會議室°除此之外，一些實際上的應用，包括虛擬控中心、搖距漫遊、 

虛擬實驗室、遙距醫療等也可以由我們的研究成果上有所得益° 
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Chapter 1 

In t roduc t ion 

Advance in today's computer technologies open up new challenging direction 

in many areas such as computer graphics and virtual reality. In particu-

lar, tele-immersion is one of the emergent areas where extensive research is 

now working on. Tele-immersion enables users at geographically distributed 

sites to collaborate in a simulated, shared virtual environment in a real-time 

fashion. And the ultimate goal of tele-immersion would be the generation 

of a virtual environment which provides users the full sensory perception as 

actually present in the real world and allows users to interact with either the 

virtual environment and/or the other users. Under this concept, its great 

potentials are still not yet fully released. In fact, tele-immersion is still in its 

infancy and that ultimate goal may not be possible in near future. It does, 

however, allow large room to explore. 

Currently, the major areas of tele-immersion applications are: 

• Collaborative Working 

Tele-conferencing allows the carrying of meetings around the world. 

Also, multiple participants can work in a shared virtual environment 

to do CAD design or prototyping. 

• Simulation and Training 
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Pilot trainee can use flight simulators to enhance their learning. This 

can reduce the danger of premature flight training and can save money. 

Military school can train soldiers inside a virtual battle field. 

• Entertainment 

People can play video games together, interacting with each other in a 

common virtual world. 

• Tele-education and Tele-medicine 

Students may remotely participate in virtual classrooms and patients 

can receive medical diagnosis from doctors. 

• Remote Controlling 

Space exploration, manufacturing, surveillance, etc. can use tele-immersion 

system to control remotely the machines as actually present at that lo-

cation. 

(a) Flight Simulator (b) Tele-Medicine 

Figure 1.1: Tele-Immersive Applications 

Tele-immersion technologies do not limit in the above applications and it 

allows more varieties of applications. It is a cross disciplinary research field 

that incorporates many of the techniques and algorithms from areas such 

as computer graphics, vision, user interface, video coding, and networking. 

There are significant research and practical challenges of building such tele-

immersive application. 
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In this research, we develop a framework for live video based tele-immersion 

applications. It uses an integrated approach coming from three main fields. 

In the context of computer vision, it is about the data acquisition and re-

construction. In the context of computer graphics, it is about the realistic 

and interactive display of data. And in the context of networking, it is about 

the real-time, low latency, low cost and high reliability of data transmission 

across the network. 

The highlights of the system framework are: 

1. Mosaicing live-video stream. 

2. Real-time video streaming using off-the-shelf components. 

3. Displaying of panoramic video using immersive technology. 

1.1 Applications 

Under our proposed framework, a variety of tele-immersion applications can 

be developed. The most straightforward application is extending the cur-

rent video-conferencing model. Most video-conferencing applications in the 

market allow only a face-to-face video conferencing through the flat display 

panel. But using our framework, a person can "immerse" into the conference 

room distant away. Other examples might be to participate or consult in a 

surgery from a remote location (tele-medicine), or to remotely participate in 

a virtual classroom. 

Another group of applications is virtual control room. In many situa-

tions, such as controlling industrial machines, cruisers, tanks, submarines or 

airplanes, it is necessary to have a complete understanding of the surround-

ings. However, the observable field of view from inside the control chamber is 
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often limited due to the fact that structures often blocking part of the view. 

Using other technologies like radar or infra-red detection, more information 

of the surroundings can be obtained. In many cases, a complete view of the 

surroundings is still the most important source of information and cannot be 

substituted. 

As an example application, construction machines like lifter crane can 

employ our system. Inside a crane operator cabin, the visibility of looking 

out is very limited (Figure 1.2b). 

' V " 1 ？ : � | i i P J I 
\ •、：、 ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ ^ 

(a) A lifter crane (b) Looking out from inside 

Figure 1.2: Lifter Crane 

The operator needs to have a full understanding of the environment when 

controlling the movement of the crane. If some part of the environment is 

invisible, it is dangerous as the crane may hit any buildings and machines 

nearby. To reduce the danger, providing the operator with enough envi-

ronment information is useful. By mounting cameras outside the operator 

cabin, full information of the surroundings can be provided to the operator. 

And using our system, which can surely help the operators to understand 

the information. In the future, no operator might be required to work on 

the crane. The operator might be situated in a virtual environment as of the 

crane and could control the crane remotely. 
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(a) The lifter crane with our (b) Controlling the (c) Seeing as if 
system installed machine remotely present inside the 

lifter crane 

Figure 1.3: Virtual lifter crane 

Besides, our framework can be used in real-time remote navigation sys-

tem. For example, by mounting a cluster of cameras onto a robot, it allows 

any remote users viewing the surroundings as seen from the view point of the 

robot. This kind of system is especially suitable in situation where a site is 

u 11 safe for human to enter, such as the area with fire/iuiclear disaster (I'igure 

1.1), in ocean or out in the space, etc. 

mmimnn^i^^miin i i i i i im • ^^^^ ̂  -

m s i ^ 
(a) Kolmt l)i()iu"T is sriit to ('lirr- ( h) Sojoiirnrr. t he rov(T. siirv(>v�(l 
iu)l)yl to hrlp im�Y(�iit iiip; fnl nrc t he surfarr of Mars. 
nuclear arri(l(�"ts. 

I-igiirr 1. 1: Robots 

As an imaginary (^xainplc, ronsidcT t he Mars rxplorat ion of rnncd in Jiil v 

1!”)7. Siij)|)ost^ SojonriKT. t he rovrr. wa^ inountr'd with t hr (�iptim‘ 



devices of our tele-immersion system as show in Figure 1.5a. The capture 

devices capture the surroundings and then the signals are sent back to the 

Earth. People sitting remotely in front of a immersive display on the Earth 

can navigate on the red planet as really there. In future Mars exploration, our 

system can be employed which can not only provide an interesting navigation 

experience but also help understanding the surroundings. 

(a) Imaginary Sojourner with our (b) Navigating Mars on Vision-
system installed Station 

Figure 1.5: Modified Sojourner 

1.2 Motivation and Goal 

The demand for tele-immersive applications is increasing. However, current 

tele-immersive technologies are still not mature enough to serve the increasing 

need. This motivates us to develop a system framework for various classes of 

tele-immersive applications. Thus, the goal of this project is to design and 

develop a framework for tele-immersive applications. As stated before, the 

framework highlights on the following aspects: 

1. Mosaicing live-video streams. 

2. Real-time video streaming using off-the-shelf components. 
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3. Displaying of panoramic video using immersive technology. 

1.3 Thesis Outline 

In Chapter 2, a survey on current development and technologies of the re-

lated areas will be given. This includes image mosaicing, video streaming, 

immersive display and etc. 

In Chapter 3, we introduce the framework of our tele-immersive system. 

It provides an overview of how and why it is suitable for a tele-immersive 

system. 

Our system involves a number of aspects which are described in detail in 

Chapter 4 to 6. Chapter 4 describes the mosaic techniques in combining the 

multiple video streams into a single panoramic video. Chapter 5 explicates 

how immersive display is used in our system to enhance the user perception 

in utilizing the system. And in Chapter 6, the considerations in achieve video 

streaming across the network will be given. 

After discussing the detail of our framework and each of the components, 

experimental results and comparisons are given in Chapter 7. 

Finally, Chapter 8 summarizes this project and discuss the improvements 

and possible future works. 
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Chapter 2 

Background and Rela ted Work 

Our research involves a number of different technologies, ranging from video 

capturing, networking, to immersive display. We will first give a glance of 

related systems. And then in each of the subsequent sections, a specific 

related area is reviewed. 

2.1 Panoramic Image Navigation 

Panoramic image navigation systems, such as QuickTime VR[1] and IPIX[2], 

allow users to navigate around a virtual visual environment. Unlike ordi-

nary photographs, they allow interaction like panning, zooming and tilting 

around a node. And unlike virtual 3D world, they usually use images as 

input and so provide higher realism. To achieve realistic virtual environment 

walk-through, one can first capture panoramic images at different nodes. 

The nodes are then linked together. For each node, the user can click their 

mouse/cursor on a doorway, for example, and be instantly transported to the 

next node, which could then to the next node, and so on. These systems, 

however, have a major limitation - the virtual environment is static and has 

to be prepared offline. 
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Some other systems allow the playback of dynamic contents. These in-

clude the Omnimax and the IMAX dome theater, which can provide audience 

with panoramic video. It is closer to tele-immersion usages, but they suf-

fer from the problem that the content has to be prepared offline and using 

sophisticated video capturing devices. Very few systems can capture video 

panoramic live video and allow the playback in real-time. 

All the systems mentioned require the input of panoramic image or panoramic 

video stream. To capture live panoramic video streams, most of them require 

the use of specially designed camera or camera cluster. Using fish-eye lenses, 

it is possible to capture video as wide as 180° field of view. It is expensive 

and also the captured images are highly distorted. Nayar[3, 4] has developed 

a poly camera, which is built from a cluster of cameras, which combines the 

multiple video streams from the cameras to form a 180° panoramic video 

in real-time. Joshua[5] has developed a compact panoramic stereo camera 

which uses parabolic mirrors and it is capable to produce 360° panoramic 

depth maps at interactive frame rate. The video panoramas project[6] in 

Stanford University can creates real-time 360° video from a ring of carefully 

aligned cameras. As the configuration of the camera clusters is known in 

advance, it is relatively easier to combine different cameras view together. 

For randomly placed cameras, there is still no solution for doing mosaicing 

on the video streams in real-time. 

2.2 Image Mosaicing 

Instead of taking video streams as input, there are quite a number of work 

that compose images to form panoramic mosaic. The construction of mosaic 
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images is an active area of research in recent years. This image-based render-

ing problem combines two complementary fields: computer vision and com-

puter graphics [7]. In computer graphics world, mosaics are usually used as 

environment maps which are static background of synthetic scenes. Mount-

ing such environment maps on a cylindrical or spherical surface [1, 8, 9] and 

allowing the users to pan, rotate or zoom on the surface, users can feel the 

sense of immersion into the virtual scene. Image mosaicing can be considered 

as two subproblems. Image registration is to find how the images are aligned 

and image composing is to combine seamlessly based on the alignment. 

2.2.1 Image Registration 

Image registration is the core of image mosaicing which it match two or more 

images. It is a central issue for a variety of problem in image processing[10 

such as object recognition, motion tracking, matching stereo images for depth 

reconstruction, etc. There are many solutions or at least partial solutions to 

the general image mosaicing problem. Most of them can be roughly classified 

as one of the three approaches: phase correlation, transformation recovery 

and video sweeping. 

• Phase Correlation 

Phase correlation is a straightforward approach to image mosaicing 

based on the image properties in frequency domain. First proposed by 

Kuglin and Hines[ll] in 1975, the algorithm uses 2D Fourier transform 

and computes the displacement between two images from the phase of 

their cross power spectrum. This algorithm is scene-independent and 

accurate to within one pixel for image differing by a pure 2 dimensional 

translation. Instead of finding the displacement, other methods[12, 13 

find the rotation and scale for image registration. These algorithms, 
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however, are quite sensitive to noise and also require the overlap extent 

to occupy a significant portion of the images (e.g. at least 50%). 

• Transformation Recovery 

Transformation recovery is a more intuitive approach to image mosaic-

ing. This approach makes use of the fact that two spatially neighbor-

ing images are related to each other by a homography transformation. 

Having recovered the homography transformation, the images can be 

aligned together. 

To recover the homography transformation, feature based [14, 15] meth-

ods rely on the detection of image features, with which the camera 

motion can be computed. In the absence of distinctive features, au-

tomatic feature extraction methods usually failed. The other way to 

recover the homography transformation is to iteratively adjust the cam-

era motion parameters. Szeliski [16, 17] proposes the use of Levenberg-

Marquardt minimization to find the transformation matrix. Together 

with Shum[18, 9], they parameterize the 2D mosaicing problem by us-

ing rotations and focal lengths of the camera that is moving around a 

fixed point. Similar work is done by Sawhney and Kumar[19]. 

• Video Sweeping 

Video sweeping approach[20, 17, 21] creates panoramic mosaics by com-

bining the scene information from the frames in a video sequence. The 

motion of the camera is recovered and thus the information of the video 

frames can be properly combined together. Peleg and Herman[20] used 

a manifold projection which simulates the sweeping of the scene with 

a plane using an one dimensional sensor array. Their method works 

fine for a single video strip only but usually fail for the case of multi-

ple video strips. Sawhney, Hsu and Kumar[21] improved that by using 
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topology inference and local-to-global alignment. 

2.2.2 Image Composition 

After geometric corrections, the images are aligned in the registration pro-

cess. These aligned images require further processing to eliminate remaining 

artifact. Alignment of images may be imperfect due to registration errors, 

incompatible model assumptions, dynamic scenes, etc. Moreover, images are 

usually exposed unevenly due to the changing of lighting conditions and au-

tomatic gain controls of cameras. These undesirable effects can be alleviate 

by the composition process. 

The main problem in image composition is to present the pixels in over-

lapping area between two images. Finding the best border[15, 22] in the 

overlapping area to separate the images can eliminate remaining artifacts 

and help to avoid double exposure. Another way to seamless composition 

is to combine the overlapping area using a smooth blending function called 

feathering. Burt[23] proposed a multi-resolution approach for merging im-

ages. Each source image is decomposed into a set of band-pass filtered images. 

For each band, the component images are merged separately together using a 

specific weighted average function within a transition zone. This method can 

produce the composition of images. However, it is computational intensive 

which limit it from using in real-time applications. The uneven exposure 

problem can be reduced by using histogram equalization[22 . 
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2.3 Immersive Display 

Immersive displays come in two forms. The first is the head mount dis-

play (HMD) (Figure 2.1a). The second is a very large screen, typically pro-

jected onto a wall and referred to as a spatially immersive display (Figure 

2.1b,c,d). Before 1992, head mount display (HMD) is the only immersive 

display technology available. However, HMDs have a number of deficiencies 

- t h e y separate the users from their familiar environment, rather low resolu-

tion, cumbersome, heavy and uncomfortable to wear. So in 1991, DeFanti 

and Sandin starts researching on spatially immersive display and they de-

veloped the CAVE Automatic Virtual Environment (CAVE)[24, 25] in 1992. 

CAVE (Figure 2.1b) is a projection-based virtual reality environment which 

uses 3D computer graphics and position tracking to immerse users inside a 

3D space. 

(a) head mount display (b) CAVE 

(c) ImmersaDesk (d) PowerWall 

Figure 2.1: Various immersive displays 

Since then, the focus becomes the building of display system from mul-

tiple screens and projectors. The problem becomes finding the relationships 
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between the screens and projectors so that the system can be used as if it is 

a simple display system. It promises very high-resolution displays with large 

areas of coverage using low-cost components. Such large field of view display 

is usually configured accurately so that the projectors are physically aligned 

to match nearby projectors[24, 25, 26, 27, 28, 29]. With randomly placed 

multiple projectors, Raskar[30] solves the problem of aligning the projected 

images so that they appear as a seamless one. 

2.4 Video Streaming 

Conventional playback of media files across the network requires that the 

entire media clip being downloaded in prior. This can take minutes or even 

hours of time for long video clips. For live video captures, however, it is 

impossible to record to a video clip first and then deliver the whole clip 

later. Streaming enables content to be delivered on demand to the client 

as a continuous flow of data with little waiting time before playback begins. 

The length of the video clip can be unlimited. This is the case of our live 

video streams. The idea of streaming video over the network has received a 

lot of attention recently. Products such as RealNetworks' streaming system^ 

,Microsoft's Windows Media Technologies^ and Apple's QuickTime,3 are 

widely in use. In a heterogeneous network, bandwidth, latency and other 

network parameters varies. It is necessary to control the Quality of Services 

(QoS), which enables smooth playback of video data across the network. 

When designing video streaming applications[31, 32, 33], two major issues 

are involved: video compression techniques and transport protocols. 

ihttp://www. realnetworks.com/ 
^http://www.microsoft.com/windows/windowsmedia/ 
^http: / / www. apple .com/quicktime/ 
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2.4.1 Video Coding 

Networks nowaday are usually bandwidth-constrained, video data must be 

compressed before transfer to reduce their data rates. Consider an example, 

suppose the pictures in a sequence are digitized as discrete grids or array 

with 320 pixels per raster line and 240 lines per picture, 24 bits per pixel. 

If the moving pictures are sent uncompressed at 24 pictures per second, the 

raw data rate for the sequence is about 44 Mbit/s. Transmitting 4 such video 

streams will result in 176 Mbit/s which will overwhelm even the very fast 

155 Mbit/s ATM network. We need to compress the video stream in a way 

that multiple video source can be transmitted across the network at the same 

time. 

The compression algorithm, together with its corresponding decompres-

sion algorithm, are called codec. To do the compression, the compression 

algorithm is applied that analyze the data and decide which bits of data can 

be removed or merged in order to minimize visible artifact. This, however, 

inevitably results in some loss of quality. The level of quality and fidelity 

after compression and decompression depends primarily on how much band-

width is available. And in a given bandwidth, the quality of the content is 

largely determined by how good the codec is in dealing with a particular 

video dataset. In nowaday technology, the most widely used codec standard 

for video streaming are H.261, H.263, Motion JPEG (MJPEG), MPEG-1, 

MPEG-2 and MPEG-4. QuickTime, RealMedia and ASF are also widely 

used, but they are using proprietary codec which are not considered here. 

They have their own strength and weakness that suit some particular situa-

tions. 

• H.261/H.263 
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H.261 is also known as P*64 where P is an integer number meant to rep-

resent multiples of 64 Kbit/s. H.261 was targeted at teleconferencing 

applications and is intended for carrying video over ISDN - in particu-

lar for face-to-face video-phone applications and for video conferencing. 

The actual encoding algorithm is similar to that of MPEG. H.261 needs 

substantially less CPU power for real-time encoding than MPEG. The 

algorithm includes a mechanism which optimizes bandwidth usage by 

trading picture quality against motion, so that a quickly changing pic-

ture will have a lower quality than a relatively static picture. H.261 is 

thus not a constant quality codec, but it is a constant bit rate codec 

with variable video quality. 

H.263 is a draft ITU-T standard designed for low bit rate communi-

cation. The encoding algorithm of H.263 is similar to that used by 

H.261 with some improvements and changes to improve performance 

and error recovery. 

• MPEG 

MPEG are developing standards for the bandwidth efficient transmis-

sion of video and audio. The MPEG-1 codec targets a bandwidth 

of l-1.5Mbit/s offering VHS quality video at GIF (352 x 288) reso-

lution and 30 frames per second. MPEG-1 requires expensive hard-

ware for real-time encoding. While decoding can be done in software, 

most implementations consume a large fraction of a high-end proces-

sor. MPEG-1 does not offer resolution scalability and the video quality 

is highly susceptible to packet losses, due to the dependencies present 

in the P (predicted) and B (bi-directional predicted) frames. The B-

frames also introduce latency in the encode process, since encoding the 

N-th frame needs access to (N+k)th frame, making it less suitable for 
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video conferencing. 

MPEG-2 extends MPEG-1 by including support for higher resolution 

video and increased audio capabilities. The targeted bit rate for MPEG-

2 is 4-15 Mbit/s, providing broadcast quality full screen video. It pro-

vides three types of scalability: signal-to-noise ratio (SNR), spatial and 

temporal, and data partitioning. Compared with MPEG-1, it requires 

even more expensive hardware to encode and decode. It is also suscep-

tible to the presence of losses as for MPEG-1. 

The intention of MPEG-4 is to provide a compression scheme suit-

able for video conferencing at a data rate less than 64 Kbit/s. The 

MPEG-4 framework currently being developed focuses on a language 

called MSDL (MPEG-4 Syntactic Description Language). MSDL al-

lows applications to construct new codecs by composing more primitive 

components over the Internet. 

• MJPEG 

There is really no standard as ”Motion JPEG" or "MJPEG" for video. 

Various developers have applied JPEG to individual frames of a video 

sequence and have called the result "MJPEG". JPEG is designed for 

compressing either full color or gray scale image for natural, real-world 

scenes. It works well on photographs, and natural scenes; not so well on 

documents, cartoons or line drawings. It is based on a lossy compres-

sion algorithm which use DCT-based encoding. Since it does not ex-

ploit the intra-frame coherence, less computation is required and there 

is little latency as compared to MPEG or H.261/H.263. 
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2.4.2 Transport Protocol 

The task of transport protocol is to provide reliable, cost-effective data trans-

port from the source machine to the destination machine, independent of the 

physical network in use. The Internet has two main protocols, a connection-

oriented transmission control protocol(TCP) and a connectionless user data-

gram protocol (UDP). Other protocols base on TCP and UDP are developed 

for special purposes. 

• Transmission Control Protocol (TCP) - TCP is a connection-oriented 

protocol, which means a connection must establish with each other 

before exchanging data. It provides a reliable end-to-end byte stream 

service. 

• User Datagram protocol (UDP) - UDP is a simple, datagram-oriented 

protocol. Unlike TCP, there is no guarantee that the datagrams can 

reliably reach the destination. 

• Real-Time Transport Protocol (RTP) - RTP[34] is a protocol for the 

transport of real-time data, including audio and video. It can be used 

for media-on-demand as well as interactive services such as Internet 

telephony. 

• Real- Time Streaming Protocol (RTSP) - RTSP[35] is a communications 

protocol for control and delivery of real-time media. It defines the 

connection between streaming media client and server software, and 

provides a standard way for clients and servers from multiple vendors 

to stream multimedia content. 
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Chapter 3 

System Design 

In this chapter, we will first discuss the system architecture and the functions 

of each modules. The last section will describe about the system design issues. 

3.1 System Architecture 

Our system consists of four main modules as depicted in Figure 3.1. The 

video capture module captures the real world scenery and convert into digital 

video signals. The video streaming module allows the captured video to 

transmit across the network. The stitching module combines the different 

video frames of an instance to form a single panoramic frame. And finally, the 

display module presents the panoramic video to the viewers. The following 

sections illustrate each of the four modules. 

3.1.1 Video Capture Module 

The task of the video capture module is to obtain live video streams. In order 

to obtain live video streams, capturing devices, such as digital camcorders 

or charge coupled devices (CCD), should be used. Most of these capturing 

devices have a very limited field of view, typically around 60 degree diago-

nally. To capture a wide field, there are two main solutions. The first one is 
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Figure 3.1: System Architecture 

to use capturing devices with wide field of view. These devices usually em-

ploy lenses with very short focal length. Not counting for the more expensive 

price, those lenses inevitably introduce great distortion to the captured image 

(Figure 3.2). The other solution is to use multiple ordinary cameras, with 

each of them captures different part of the surroundings. The multiple video 

streams captured are then combined together to form a single panoramic 

video. 

J Q 
Figure 3.2: Fisheye lens and its image 

In our current system, the multiple camera approach is adopted. Using 
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eight CCD cameras, eight PAL video signals which span roughly a hemi-

sphere of the surrounding are captured. Two quad video mergers are used 

to combine the analog signals from the eight cameras into two video signals, 

each divided into a quadrants showing one of the cameras (Figure 3.3) These 

two analog video signals are digitized using video capture boards on two in-

dependent computers. The digitized video streams are then passed to the 

streaming module running on both computer. 

Video 

H j j l ^ ^ Video 

Figure 3.3: Camera Group 

Combining the four analog video signals into one by the quad video merg-

ers will unavoidably downsamples the quality of the captured signals. How-

ever, there are two main reasons for using them: 

1. Each analog video stream requires one video capture board to digitize 

the video. Unless with very sophisticated capture board design, a single 

computer can have handle one video stream at a time. So for the 

case of 8 input video streams, eight capture boards on eight separate 

computers are required. It is impractical and infeasible to fulfill this 

hardware requirement. 
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2. Even the hardware requirement is not a concern, managing eight com-

puters is difficult. The eight computers should be connected together 

which complicates the network configuration. And it introduces more 

complex problems like synchronizations. 

/ _ J - 〔 丄 Ethernet 丄 ) \ 

/ ^ ^ \ 

Top View SideView 

(a) Arrarigenient of cameras in a room (b) A pair of cameras 

Figure 3.4: Camera Arrangcincnt 

The arrangement of the cameras is important. They are positioned in 

such a way that they are all pointing to (liHWent directions with part of the 

capturing ar(�a overlapped. These overlapping areas are iinj)ortant for later 

l)roc(\ssing. I'^igure 3.1a shows the (,UIT(、IU canirra arrang(MiKMit of our sys-

t(Mns. Th (�ca pi 11 ring moclulr arr dividrd into 1 wo rapt uring groups. I^arli 

group lias four ramrras，a quad vi(lro m(Tg(T aiul a romj川t(T. Kvrry two 

canuMas ar(�iixrcl tog(�th(T as should in tlir Kigiirr 3.11). This arrangciiu'iit 

rail lu�lp minimizing t he distance^ l)rtw(�(�n t he optical r(�iitfTs of t IK* ranicras. 

1 he two groups an� loca ted in flifFrrcnt location of a room looking (川tsifl". 
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With this arrangement, it is possible to cover approximately 160 degree hor-

izontally and 120 degree vertically. To enlarge the coverage, more capturing 

groups can be added. 

3.1.2 Video Streaming Module 

The task of the video streaming module is to transmit the captured video data 

from the capturing groups to the stitching module. The capturing groups are 

located in the remote site where we want to observe. The stitching module, 

on the other hand, is located at the place where the viewer is. It can be 

very close to the remote site, or or it can be located hundreds miles away. 

They are connected through a network. This requires the real-time network 

streaming. 

The delivery model for our streaming module follows the simple peer-to-

peer design. This consists of the following steps: 

1. When the streaming starts, messages are sent to the capturing groups 

to start the capturing sessions. 

2. Video frames captured are encoded by a video compressor. 

3. The encoded data is sent across the network to the receiver. 

•1. The receiver gets the encoded data and decompresses it using the cor-

responding video decompressor. 

5. The recovered video frames are passed to the stitching and reiKlcring 

module. 

W hen dealing with the streaming across t he network, three main issues 

a raise. They are the choice of video compression and decompression cngiiK? 
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(codec), how the data is transmitted through the network and how to manage 

the network loss, latency and jitter. Our system is designed in a scalable 

fashion that the codec and the transmission protocol can be changed and 

extended easily to satisfy different situations and requirements. 

3.1.3 Stitching and Rendering Module 

Stitching Module, being the core of the whole system, combines the captured 

video streams together to form a panoramic video. As video is basically a 

sequence of images, stitching video streams can be reduced to the problem of 

stitching video frames of same instance together to form a panoramic video 

frame. This problem is similar to the image mosaics which we repeat the 

mosaicing process for every video instance. For the video frame sequence, 

the difference between consecutive frames will not be very much. And if the 

cameras are fixed in their relative positions, then the image mosaic process 

of an instance will be the same as that in the next instance. So, the image 

mosaicing parameters of one instance can be applied on the other instance. In 

our framework, the stitching process is carried out once. Using the stitching 

result, rendering of the panoramic image is done on every video instance. 

3.1.4 Display Module 

The task of the display module is to present the composed panoramic video 

frames to the viewer. Commonly, we use CRT monitors or LCD monitors as 

the main display units. However, they have the problem very limited field of 

view. Using such display devices cannot obtain the benefit of the panoramic 

video. So, instead of using the traditional device, immersive display is em-

ployed in our system. 

A variety of immersive displays have been introduced in recent years 
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24, 25, 26, 27, 28, 29], initially in academic institutions and eventually 

as commercial products. The typical immersive display includes multiple 

projects situated for front or rear projection onto a large screen. Screen ge-

ometry can be flat, curved, or of any irregular shape, while the materials have 

included solid single-piece walls, flexible screens and tiled panels. Currently 

our system is using the VisionStation from Elumens[26] (Figure 3.5). It is 

a pseudo- hemispherical display that allow user to be immersed in the 3D 

digital content. This display is most suitable for displaying our panoramic 

video. 

I H 
Figure 3.5: VisionStation 

3.2 Design Issues 

In designing the system architecture, a number of considerations have been 

taken into account for performance, scalability, and reliability. 

3.2.1 Modular Design 

The framework is designed with a number of modules. The modules commu-

nicate with each others with simple data interfaces. Updating a module can 

include new functionality to the system. For example, video capture module 

can be replaced by a module that read video data from disk storages, or the 
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display module can be changed to a conventional monitor for displaying the 

live generated panoramic video. 

3.2.2 Scalability 

Besides the scalability of the modular design, scalability is allowed within 

each module. 

The more the number of cameras, the larger the field of view of the 

generated panoramic images. To obtain a complete spherical panorama, one 

has to use enough cameras. Our approach does not limit the number of 

camera used. Instead of using more cameras, the cameras may be changed 

to those with larger field of view which will also result in the generation of 

larger field of view panoramic images. 

Since the network configuration varies very much in different networks. 

In designing the streaming module, instead of fixed using a specific video 

coding scheme and the transport protocol, containers of video coding scheme 

and a container of network transport protocol are designed. The video coding 

container supports a variety of video codecs, such as MPEG, MJPEG, H.261, 

Indeo and etc. The transport protocol containers supports UDP/IP, TCP/ IP 

and RTP. With different network properties, one most suitable combination 

can be employed in order to achieve the highest performance. 

3.2.3 Workload distribution 

In designing a real-time application, the time critical characteristic has to 

be considered. For our live video application framework, the amount of 

time between each video frame is very short of about 30 milliseconds. The 

amount of processing can be done is very small. Therefore, in our design, 

we put all processing steps that are computation intensive in an offline step. 
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Precomputation is done to minimize the amount of work to be done in each 

video frame cycle. In the running time, two main tasks are carried out which 

cannot be done in advance in the preprocessing phase. One of them is real-

time compression of the live captured video stream in the capture unit. Using 

sophisticated compression codec, it is possible to compress in real-time. The 

receiver has to do the decompression of the video data received and then do 

the real-time rendering of the wide field of view panoramic video. 
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Chapter 4 

Panoramic Video Mosaic 

In this chapter, we will discuss how the separated live video streams can be 

stitched together in real-time to produce a live panoramic video. 

4.1 Video Mosaic to Image Mosaic 

Image mosaicing is the task of combining a collection of images with small 

fields of view to obtain a larger field of view image. Video Mosaic, as a term 

used by other researchers[20, 17, 21], usually means the construction of a 

large field of view image from a single video stream. Instead of using this 

definition, we give the term another meaning: video mosaic is the task of 

combining a collection of video stream with small fields of view to obtain a 

larger field of view video. Instead of tackling the problem of producing the 

video panorama in the first place, we shall first ask a simple question: Is 

it possible to reduce the video mosaic problem to the easier image mosaic 

problem? If the answer is positive, then many of the existing image mosaic 

techniques can be employed to the video mosaic problem. 
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4.1.1 Assumptions 

In our panoramic video mosaic approach, we have made the following as-

sumptions: 

1. The optical centers of all cameras are at the same location. 

2. The cameras' relative positions and orientations are fixed. 

3. There are sufficient region of overlapping between the adjacent camera 

views for registration and alignment. 

4. The input video streams are synchronized. 

With these assumptions, our system uses simpler concepts and algorithms 

to achieve our goal. Therefore, it is vital to justify the validity of the assump-

tions. 

Normal cameras cannot be placed at the same location as they physically 

occupy certain amount of space. So, the camera optical centers cannot be 

exactly the same point. Thus, the first assumption is normally invalid unless 

using some special cameras[3, 36, 4] such as those shown in Figure 4.1. 

(a) Dodeca 1000 Immersive Video (b) wide-field-of-view cam-
Camera by Immersive Media era cluster by Majumder and 
Company Meenakshisundaram [36 

Figure 4.1: Specially designed camera cluster 
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Although we do not use those special cameras, that assumption can still 

be justified under some restriction. As our system targets at viewing outdoor 

environment, most of the objects in the scene would at a far distance away. 

If the parallax of any point between any two cameras is less than half a pixel, 

then it is in effect the same case as the common optical center. To satisfy 

the assumption, all objects has to satisfy the following equation: 

D > ^ (4.1) 

where De is the maximum distance among the optical centers of those cam-

eras and Ae is the maximum angle subtended between 2 pixels in the image 

planes. Please refer to Appendix A for details. 

Normally, relative positions and orientations of the cameras do not change 

unless explicitly interposed. To avoid any potential turbulence such as per-

turbation due wind, the cameras can be mount firmly on a stable base. 

Moreover, as the camera is manually placed in the setup place, it is always 

possible to arrange the cameras in such a way that there are some overlapping 

part between adjacent cameras. Thus the second and the third assumptions 

are guaranteed. 

For the last assumption, the input video are assumed to be synchronized. 

This synchronization can be enforced by the streaming protocol as will be 

mentioned in Chapter 6. 

4.1.2 Processing Pipeline 

When generating image mosaic, the input is a set of overlapping images. 

The case of generating video mosaic is similar, the input is a set of over-

lapping video streams. As video streams are basically consist of sequences 

of image frames, we can apply the image mosaic techniques to each video 
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frames. Combining all the output panoramic images in sequence, we can 

get the panoramic video mosaics. This, however, does not work well as it 

has done extensive redundant work. Most of the image mosaic algorithms 

may require a feature detection step, either done automatically or manually. 

Variation of the detected features in different time instances of the same 

input video streams may produce different mosaics. Those mosaics, when 

viewed individually, will not produce any visual artifacts. But when they are 

played in sequence, the video will be jerky. Moreover, computation require-

ment of doing image mosaic is not small. Using high-end machines may still 

require tens of seconds. Doing image mosaic frame by frame is too compu-

tational expensive. This maybe possible for offline video production, but it 

is impractical for real-time, live video applications. 

Instead of running the image mosaic algorithm many times, we want to 

run the algorithm once and apply the result on all the following frames. In 

this way, the image mosaicing steps can be done in the offline phase. During 

the run time, the mosaicing result is used for the all frames and this saves the 

expensive computation. Base on this idea, the processing pipeline is designed 

as shown in Figure 4.2. The algorithm can be divided in two phases. In the 

first offline phase, all the necessary pre-computations are done here. In the 

online phase, minimal work is carried out to create and display the panoramic 

video stream. 

In the online phase, very little time (of the order of 10 milliseconds) is 

available for doing computation. Therefore, in the offline phase, it has to do 

all the steps that can be pre-computed so as to reduce the workload in the 

real-time online processing phase. The offline phase includes the following 

steps: 

1. Calibration of cameras 
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of the drawing of texture mapped triangles, this rendering can be done in 

real-time. 

4.2 Camera Calibration 

Before doing our video mosaic, the first task is to acquire live video streams 

from the surroundings. This task can be achieved by using some video cam-

eras such as charge coupled devices (CCD). There are many types of video 

cameras, ranging from analog to digital, variable focal length and exposure. 

Though there are many different types, they can be modeled with a camera 

model. The ideal pin-hole camera model, with the introduction of distor-

tion correction, can model physical cameras reasonably well as a perspective 

projection. 

4.2.1 Perspective Projection 

The pinhole camera model shown in Figure 4.3 is adopted in our system. 

Using this camera model, a camera can be considered as a simple perspective 

projection. The center of projection (COP) is the camera's optical center and 

f is the focal length. 

Figure 4.4 shows the process of image formation by the perspective pro-

jection where a point x^ = (x, y, z) is viewed by a camera at the position 

Xp = (Xp, yp, Zp). The rotation from the global coordinate system E^ to 

the camera coordinate system is specified by a 3 x 3 rotation matrix R. 

Transforming the coordinate system, the point X5 becomes Xc = (iTc，yc， ĉ) 

in camera space: 

X, - R ( x - x , ) (4.2) 

Then, the perspective projection scales the x- and y-coordinates by depth 
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Figure 4.4: Illustration of Perspective Projection 
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to yield the normalized imaged coordinates Xn( �n，Vn ) • 

â n 二 yn = — (4.3) 
Zc ^c 

The normalized image coordinates are converted to pixel coordinate po-

sition based on the focal lengths f ( f u , fv) and the coordinates c(c…Cy) of the 

principal point: 

工 i — fu^n + Cu 

Vi = fvVn + C” （4.4) 

Note that in the above equation, we have made the assumption that pixels 

are rectangular. This assumption is valid for most cameras in the market and 

it is valid for the camera used in our system. In case of non rectangular pixels, 

one may introduce the skew factor into the model easily[37]. For simplicity, 

we ignore the skew factor. 

The image center and the principal point do not coincide in general, 

but they have been offset by a few pixels. It is convenient to represent the 

entire transformation sequence as a chain of matrix transformation, using 

the geometry in the projective space: 

/ \ 
/ \ ^ Xi / \ 

R — Rxp V 
m 二 K M (4.5) \0 1 ；. 

… u 
where K is a 3 x 3 matrix representing the intrinsic parameters of the camera: 

fu 0 Cii 

K 二 0 / “ （4.6) 

V 0 0 w 
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and M is a 3 X 4 matrix for reducing the dimensionality of the matrices from 

3D to 2D: 

“ 0 0 0 � 

M = 0 1 0 0 (4.7) 

^ 0 0 1 0 y 

The sign ”二” used here means the equality is true up to a non-zero scaling 

factor. This is because all points which is in front of the cameras and are 

collinear with the line XpXc will be mapped onto the same point Xi (Figure 

4.4). 

4.2.2 Distortion 

Real cameras usually deviate from the camera model describe before. Distor-

tions in lenses can be decomposed into three components: shift of the optical 

center, radial distortion and de-centering distortion. They exhibit barrel dis-

tortion, pincushion distortion or any other irregular distortion (Figure 4.5). 

This distortion is more significant when the field of view of the camera is 

large. Although it may not be apparent when viewing a single image, the 

distortion may cause noticeable mismatch when stitching images together. 

No Barrel Pincushion 
Distortion Distortion Distortion 

Figure 4.5: Different types of lens distortion 

Radial distortion usually dominates the overall distortion function as re-

ported in different literatures[38, 39, 37]. This radial distortion can be mod-

eled by the Equation 4.8 which relates the normalized distorted X.d(xd, yd) 
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and distortion-free X(x, y) image coordinates. 

Xd = (1 + kor' + k y + X + d x (4.8) 

where — 二 : + Ĵ ^ to are the distortion coefficients and d x accounts 

for the tangential distortion: 

2k2xy + + 2x2) 
d x 二 

k2{r^-i-2k3xy 

The inverse problem of computing the normalized image coordinate (x, y) 

from the pixel coordinate (xd.yd) is important as our input is the distorted 

image. However, this inverse mapping is not as simple as the direct pixel 

mapping because there exists no analytic equation for the inverse. To cal-

culate the inverse, an iterative numerical approximation method is used. 

It is known that the distorted point will not deviate very much from the 

distortion-free pixel location. We choose the {xd^ yd) as the initial guess and 

we can get (x, y) in a few iterations. 

4.2.3 Calibration Procedure 

To determine the internal geometric and optical characteristics of the cam-

eras, we employ the camera calibration toolbox of Open Source Computer 

Vision Library (OpenCV). This toolbox is based on a number of calibration 

methods such as Zhang[38], Heikkila [40], Sturm and Maybank[37]. The pro-

ceduce requires the camera to capture a planar pattern shown at N different 

orientations as shown in Figure 4.6. 

In the first step, a linear parameter estimation by the direction linear 

transformation (DLT) is applied to find the closed-form solution of the cal-

ibration problem. In this step, lens distortion cannot be incorporated and 
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therefore, distortion effects are not generally corrected. So, in the second 

step, a non-linear estimation is applied by minimizing the residual between 

the distortion model and the N observations. The objective function is ex-

pressed as a sum of squared residuals: 

N N 

F = Y 1 (仏—叫)2 + ^ ( 只 — 巧 ( 4 . 9 ) 
i=l i=l 

where (Ui,Vi) is the observed image point and (ui, Vi) is the correct image 

point determined in the first step. 

Perspective projection is generally not a shape preserving transformation. 

So, in the third step, a correction for asymmetric projection is applied. And 

in the final step, it solves the image correction problem. Image correction 

is performed by using an implicit model that interpolates the correct image 

points based on the physical parameters derived in previous steps. After the 

whole intrinsic parameters calibration procedure, the effective focal lengths, 

fu and fy and the principal point (c^, Cy) are obtained. 

一.oiiiiii •"• 

圓圓 
Figure 4.6: Calibration Board 
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coordinates (没，</>). The transformation equation is as follow: 

0 = tan"^ f - ) (4.12) 
\z/ 

= t an - i f ( 4 . 1 3 ) 

A y y 
/ . 

i | l i i | i l i | | | | l _ _ , z 雙m i l i l l i ::: 

(a) cylindrical coordinates system (b) spherical coordinates system 

Figure 4.7: Common reference coordinate system 

After the input images are transformed into either the cylindrical or spher-

ical coordinates, constructing the panorama becomes a pure translation is 

the new coordinate system. This translation (t̂；, ty) can be recovered by a 

minimization process with the error function E(tx”ty): 

E(t工,ty) = + - (4.14) 
i 

where Ij(x, y) represents the intensity of the point (a:, y) in image j. When the 

translation between two images is found, they are ready to be fused together. 

To reduce discontinuities in intensity and color between the images being 

combined, a composite function can be applied to the pixels according to the 

distance between the edge of the images. Combining more than two images is 

similar. We first find a reference image, for each other images, it is combined 

with that reference image in turn using the above two-image method. With 
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this method, it is possible to stitch reasonably well with synthetic images. 

However, it has several limitations. This method can only handle the simple 

case of camera panning. There are also singular points where the method 

fails. The other limitation is that it requires the focal length to be known 

in advance. While this method is suitable for creating panorama, it needs a 

good initial estimation for the relationship between input images. 

4.3.2 Homography 

Instead of transforming to cylindrical or spherical coordinates systems, we 

use projective transformation as our basis for image mosaicing. As mentioned 

before, camera can be considered as a perspective projection which is a 4 x 3 

matrix. We have the assumption that camera optical centers are overlapping, 

so depth effect do not occur across two images. The perspective projection 

equation (4.5) simplifies to: 

X' - K R x (4.15) 

where x' = (x', y', 1) and x 二（a::, y, z) Inverting the equation yields: 

x c ^ R - i K - ( 4 . 1 6 ) 

The equation means that a pixel position in one image is converted into 

a 3D line in the camera space. Thus, the pixel position in the other image 

can be obtained by using equation 4.15 again, projecting that 3D lines onto 

the second image: 

X2 - K 2 R 2 R � 1 K � 1 x i (4.17) 

The 2D projective transformation, or homography, that maps pixel (xi, yi) 
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of image 1 to pixel (^2, ^2) of image 2 is: 

/ \ mo mi 1712 

H - ms m4 ms ^ K 2 R 2 R r ' K - ^ (4.18) 

� m e mr ms y 

This 3 x 3 homography matrix M has nine unknowns but of eight degree 

of freedom. This is due to the fact that there is a scale factor defined in 

the projective equality. This unknown scale factor can be determined by 

adding one constraint. Typically, this is done be setting either det{ll) — 1 

or ms — 1. In our case, we have chosen the later one. 

4.3.3 Homography Computation 

Instead of using matrix representation, the homography can be rewritten to 

the following form (mg is set to 1): 

/ mox + miy + m2 — 

ruQX + mry + 1 
y' 二 爪 狄 + 胃 + 爪 5 (4.19) 

mex + mry + 1 

Rearranging the terms, the equation becomes: 

mox + rriiy + m2 — niQXx' — mryx' = x' 

msx + m4y + ms — ruexy' - mryy丨=y' (4.20) 

The eight unknown parameters can be solved without any 3D informa-

tion using only correspondences of image points. These correspondences can 

be obtained by feature based methods, or entered by user manually. For 

each corresponding point pairs, two equations can be setup. A minimum of 

four pairs have to be identified. In practice, more pairs (around eight) are 

identified to minimize the corresponding error. With n points, a system of 
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2n equations can be formed: 

/ \ 
/ \ / "^。、 / / \ 

xi yi \ 0 0 0 -xix[ -yix[ x-̂  
mi 

0 0 0 a� ! 1 -xiy[ -yiy[ y[ 
1712 

X2 y2 ^ 0 0 0 — — y 2 工丨2 ？2 
爪 3 

0 0 0 2/2 1 —X2y'2 —y2y'2 = y'2 (4.21) 
7724 . . • • • • • • . . . . . . • • • 
爪 5 

Xn Vn I 0 0 0 -XnX'^ 1 乂 ^'n 
me 

\ 0 0 0 Xn Vn I -XnVn -VuVn J \ ^n / 
\叫 

Solving the system of equations for rui, the homography can be con-

structed. When the number of points is larger than four, the system is 

over-determined and we wish to find a solution which introduces the least 

error. In our implementation, we employ the singular value decomposition 

(SVD) method as our equation solver to find the least-square solution. SVD 

is based on the following theorem of linear algebra: Any M x N matrix A 

whose number of rows M is greater than or equal to its number of columns 

N, can be written as the product of an M x Â  column-orthogonal matrix U, 

an iV X A/" diagonal matrix W with positive or zero elements, and the trans-

pose of an iV X iV orthogonal matrix V. This is illustrated by the following 

equation: 

/ \ / \ 
/ \ / \ 

m 

A = U . . . (4.22) 

\ _ J \ / 
\ / \ / 
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In case where the system is singular or numerically very close to sin-

gular, this method is superior than techniques like Gaussian elimination or 

LU decomposition. Using the SVD methods, m,- can be determined by the 

following equation: 

/ , \ 

( \ ( \ ( \ ( \ . 
m o � 丨 、丨 、丨 V\ 

\ = V diag{llwi) IJT \ (4.23) 

/ \ / \ ) 工、 
\ y ' n ) 

Using the homography matrix obtained by this method, images can usu-

ally be registered together reasonably well, provided that the selected points 

are correct. However, this method depends heavily on the selected points. 

With some errors in the correspondence, the homography found will not reg-

ister the images correctly. So, a fine adjustment step has to be carried out 

to correct the homography matrix in case there are any mis-registration. 

4.3.4 Error Minimization 

Instead of using selected points to find the homography matrix, the fine 

adjustment step use all the two input images. This step minimizes the sum 

of the squared intensity errors 

E ^ Y . (工〜 y , ) -八工，= Y A (4-24) 
P V 

over all the corresponding pair of pixels p which are inside both image / (x , y) 

and l'[x\ y'\ With this minimization, the previous approximated homogra-

phy can be further improved. 
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To perform the minimization, we use the standard non-linear least squares 

minimization - the Levenberg-Marquardt method[18, 9]. This method is a 

combination of the steepest gradient decent and the Newton's methods for 

minimization. It constructs good search directions and distances to move 

based on the target function near the initially guessed minimum, and then 

progressively moving towards the dominant local minimum. 

The optimization process requires the determination of the derivatives of 

each error term eg with respect to H. The derivative is expressed as an 

eight component vector consisting of derivatives with respect to each of the 

rrii i n H : 

^ d 丄 K + dn 
drrii dx, drrii dy' drrii 

Or explicitly: 
dcp X dl' dcp y dl' 
drrio Dp dx' drrii Dp dx' 
dep 一 1 dl' dcp X dV 
dm2 Dp dx' drus Dp dy' 

de^ _ dep _ 1 d r 
07714 Dp dy' dm^ Dp dy' 

X 二 一 ~ 二 _ 口 ^ + A 
dme Dp \dx' dy'J dm? Dp \dx' dy'J . 

where Dp = mex + mjy + 1. 

The overall gradient term g = (go,gi, ...gr) is computed by accumulating 

over all the error terms: 
认 . 二 — ( 4 . 2 7 ) p 

The Levenberg-Marquardt method requires the calculation of a second 

derivative matrix (Hessian matrix) Q. However, there is no way of directly 

evaluating the Hessian matrix. We can only evaluate the function to be 

minimized and its gradient. Therefore, we build an approximation of the 
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Hessian matrix Q with the components as follow: 

乐广 (4.28) 

P J 

The homography vector H is then updated by 

A H = 一 (Q +AI)""ig (4.29) 

where I is the identity matrix, and A is a stabilization parameter set initially 

to a high value, and gradually reduced to zero as the optimization converges. 

We use the homography matrix determined by SVD as the initial guess 

for the minimization process, the recipe is as follows: 

1. Compute E{H). 

2. Pick a modest value for A, say A = 0.001 

3. Solve the equation 4.29 and evaluate + AH) . 

4. If E^R + A H ) > E(H) , A is increased by a factor of t, say 力=10 and 

go back to step 3. 

5. If E(H. + A H ) < E(H) , A is decreased by a factor of t, and the ho-

mography is updated : H 卜 H + A H and go back to step 3. 

6. Iteration stops until the error function evaluates to a value below a 

threshold or a fixed number of steps has been iterated. 

4.3.5 Stitching Multiple Images 

The discussion in previous sect ions considers only the case of fusing two input 

images. For N input images, the same method as fusing two images is used. 

In the first round, adjacent image pairs are combined together, resulting in 
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y images. Recursively, the adjacent image pairs from that newly formed y 

images are combined to form 令 images. This is done repeatedly until one 

single large field of view image is formed. This hierarchical approach is shown 

in Figure 4.8. 

Final Panoramic 
Image 3rd level 

I ^ ^ I 

2nd level 

1 St level 

M M M M 8 1 . 
8 Input 
Images 

Figure 4.8: Stitching Hierarchy 

In each round, two adjacent images is combined together. To find the 

adjacent image pairs, we use the information from the camera arrangement. 

As mentioned in Chapter 3, each camera group has four cameras and each 

two of them are fixed together. In the first round, the image pairs from those 

cameras which are fixed together are stitched first. Then the two fused image 

from the same camera group are stitched. In the final step, the fused images 

from different camera group are stitched together to form a large field of view 

image. 

4.3.6 Seamless Composition 

After registering all the input images, the images are composed into a com-

plete mosaic. However, there are inevitably errors in the registration process 
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resulting from incompatible model assumptions, dynamic scenes, etc. Fur-

thermore, in most cases image that need to be combined are not exposed 

evenly due to the varying lighting conditions in different directions and the 

build-in automatic gain control in the cameras. So, this undesirable effects 

should be alleviated in this compositing process. 

Typical method to do the blending is to assign weighted blending func-

tions to the source images. There are more sophisticated blending methods 

such as blending with multiresolution spline[23]. However, they are too com-

plex to be executed in real-time. Instead, a weighting function that decreases 

near the boundary of a source image is used in our system. Besides the 

simplicity, this simple weighting function has the advantage that it can be 

executed very fast with the graphics hardware acceleration using the alpha 

blending. 

I 經 � Z 1 . 

Figure 4.9: A mosaic formed by seamlessly combining 7 images 
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4.4 Image Mosaic to Video Mosaic 

All the discussion presented so far does not take into account the temporal 

element of video, assuming that techniques for generating image mosaic can 

be directly applied to the generation of video mosaic. However, there are 

problems which are unique to the video mosaic. 

4.4.1 Varying Intensity 

In almost all video cameras, they have a built-in automatic gain control 

(AGC). This AGC adjusts the captured image depending on the lighting 

condition. If the scene is dark, AGC will try to brighten the scene and 

if the scene is bright, AGC will try to darken the scene. This can ensure 

that the captured image will be in suitable lighting condition. AGC does 

not change continuously, in contrast, it changes rather abruptly. When the 

lighting condition of the surrounding falls below a lower limit or raise above 

an upper limit, it will move in a great step towards a normal intensity level. 

In the case of one camera, intensity of the whole image changes. For our 

n-cameras system, each of the n cameras has its own lower and upper limit. 

So, when the lighting condition changes, some may change the intensity level 

inconsistently, resulting in mismatch of the color intensity across images when 

they are combined together. 

Using cameras with fixed exposure can solve the problem caused by the 

AGC. But using this kind of cameras has other limitations. They are usually 

old-fashioned, obsolete and of poor quality (both image resolution and color). 

In addition, they have a very limited intensity range which cannot operate in 

dim environment. Therefore, using camera with AGC still is a better choice 

unless high-end controllable exposure camera is available. 

There is little thing that can be done on the problem of varying intensity 
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as how the AGC works and its parameters are usually unknown. To deal with 

that, one heuristic approach is to periodically adjust the intensity globally 

among different video streams. This can help improving the video quality by 

a certain extent. 

4.4.2 Video Frame Management 

As our video streams are obtained through the network, there are many 

network related problems that may affect the obtained video frames. One 

important aspect is synchronization. Our stitching method has made the 

assumption that the input video streams are synchronized. If the input 

images used in the calibration step are not of the same time instance, the 

computed relationship between the images may not be valid for applying on 

the subsequent video frames in the running time. 

At time to j At time t i 
Y W 、 T w o ( ) 

Objects P A 

I 
I I I 

Image plane \ \ \\ // / / Image plane Image plane \ \ \\ 丨/ / X Image plane 
of CO \ \ U / / of CO of CO of CO 

Co=Ci Co=Ci 

(a) Co captures at to (b) Ci captures at ti 

(c) image captured by Co at to (d) image captured by 0\ at ti 

Figure 4.10: Video capture without synchronization 
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This concept is illustrated in Figure 4.10 a,b. Camera Cq captures the 

scene as / � a t the time to and camera Ci captures the scene as h at the 

time ti . In that period of ti — to, the sphere moves down while the square 

moves up. It is obvious that using captured image /• (Figure 4.10c) and Ii 

(Figure 4.10d). to compute the homography will not yield valid result. In 

the other way, using a correct homography may fail to merge two images 

taken at different time. 

Another problem associated with the network is the loss of video frame. 

With missing video frames, rather than discarding the other video frames of 

that particular instance, we use the previous frame as the replacement. This 

will be the same problem as the 皿synchronized video frames before. But 

this situation is expected to appear only occasionally. On the other hand, 

this can improve the smoothness of the video produced. 

This network related problems will be addressed in detail in Chapter 6. 
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sense contribution 
s i g h t 7 0 % 
hearing 20% 
smell 5% 
touch 4% 
taste 1% 

Table 5.1: Contribution of Human Senses 

the head is about 270°. The vertical field of vision is typically over 120"". 

While the total field is not necessary for a user to feel immersed in a virtual 

environment, it is believed that at least 110° is necessary for the horizontal 

field of vision. 

5.2 Creating Virtual Scene 

To create the virtual scene for the immersion, the actual steps vary greatly 

depending on the projector type, screen geometry and the users position. In 

general, all methods use the same principle. It relocates the sweet spot to 

the desired viewing point. 

Sweet spot represents an ideal viewing position where a correct image can 

be perceived when viewing from that point. By default, this would be the 

area around the projector. However, this position is normally not available 

to a viewer due to the presence of physical objects such as the projector or 

other structures. Once the viewer moves away from the sweet spot, he/she 

will perceive a distortion of the image. To overcome this problem, the sweet 

spot should be relocated to the viewer position. This would ensure that the 

viewer perceives the virtual environment that is distortion-free. 

To relocate the sweet spot, it is necessary to know the position Pp and 

Rp orientation of the projector, the position of the viewer Pg (sweet spot), 

and the geometry of the display surface. The virtual camera is positioned 
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at the desired viewer location (sweet spot). Rays are cast from this virtual 

camera to the display surface. For a point u on the camera image plane, it 

will project onto the point P^. The projector will see that P^ as v on the 

projector image plane. Therefore, a relationship can be established between 

u and V. This process is shown in Figure 5.1. 

^^isplay^ ^^^^ ^ 
Surface • Pg 

Figure 5.1: Relocation of Sweet Spot 

5.3 VisionStation 

VisionStation (Figure 3.5) is a single projector, Using a patented TruTheta 

lens (fisheye like lens) that can provides 180 degree field of view, a single 

projector can fill the hemispherical screen with images. The primary reason 

to use VisionStation as the display is that it is simple to use, easy to configure, 

have a known shape and well documented system parameters (such as lens 

properties). It has numerous advantages over other display systems. The first 

advantage is the wide field of view. VisionStation has a large hemispherical 

projection screen which engulfs the viewer, allowing about 18CP horizontal 

field of view and 135° in vertical direction. It can present a larger portion of 

a visual environment than conventional flat-screen displays. 
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Most other dome-based systems [42, 43, 30，44, 45] rely on multiple pro-

jectors and seamed together output from multiple computers, making them 

complicated to configure and expensive. For the VisionStation, the physical 

hardware consists of one projector and one hemispherical projection screen 

which is operated by a single computer. It is therefore easier to configure and 

more portable. Because of its single projector and single projection screen, it 

does not require computer enhanced edge blending technologies which surely 

simplify the work to use it as a displaying device. 

5.3.1 F-Theta Lens 

Ordinary projector lens has the property that image height is proportional 

to the tangent of the angle, i.e. a perspective projection. This is suitable 

for normal planar display. And it has also the restriction of limited field of 

view. For a spherical display like VisionStation, however, ordinary lens does 

not suit well. 

VisionStation employs a patented optical system[46], using a special lens 

system called TruTheta lens (Figure 5.2). This lens enables high-quality 

projection on a hemispherical screen as the common f-theta lenses but it 

allows much wider projection angle, that is 180 degree. Also, it can create 

images that are consistently bright, even and in focus. It distributes pixels 

equally throughout the hemispherical surface, eliminating any distortion. 

In contrast to normal lens which provides perspective projection, f-theta 

lens has a property that an array of image pixels is projected into a hemi-

spherical projection having constant angular separation among adjacent im-

age pixels. This can be described by the following equation: 

I = kO (5.1) 

where I is the length from the image center, A: is a proportionality constant 
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(a) A picture of F-Theta lens (b) Ray diagram 

Figure 5.2: F-Theta lens 

and 0 is the deviation angle from the lens principle axis. This type of lenses 

are used mainly in scanning system like engraving and labeling system, photo-

typesetting system, etc. 

5.3.2 VisionStation Geometry 

In order to project properly using the VisionStation, it is necessary to under-

stand its geometry. Figure 5.3 depicts the coordinate systems we use on the 

VisionStation. We use a normalized 3D coordinate system where the origin 

(0，0, 0) coincides with the center of the hypothetical sphere of VisionStation 

projection screen. 

• The x-axis goes to the right, where x = 1 touches the right edge of the 

hypothetical hemispherical screen (looking into the screen). 

• The y-axis goes up, where y 二 1 touches the top edge of the Vision-

Station screen above the center point. 

• The z-axis goes away from the screen. All points on the screen would 

then have a negative z value. 
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masm ^^ ^ ^ 
(a) Model of VisionStation (b) Geometry of VisionStation 

Figure 5.3: VisionStation 

It should be noted that the projection screen is not a complete hemi-

sphere. The lower part of the screen is cut because that area is usually 

blocked by the projector. So it is not meaningful to create that lower. It is 

a truncated dome shaped that all y smaller than —0.5 will not be projected. 

5.3.3 Sweet Spot Relocation and Projection 

To display images properly on the VisionStation, basically it has to go 

through three main steps. In the first step, a ray is cast from the eye posi-

tion Pe to the projection screen according to the viewing direction a i and a2. 

The ray hits the screen at the point Pg. The next step is to find the viewing 

angle from the projector position Pp. A ray is back-cast to the projector and 

then the viewing angle is determined. In the final step, the normalized image 

coordinates (a;̂ , yi) of that viewing direction is found. 

1. From eye to screen 

When a ray is cast via the direction (ai , a?) from Pe — (xe, ye,知),the 

ray will hit on the projection screen at Pg 二 {xs^ Us-, Zs) where 

X Q X Q 
tan ai 二 

ê _ ^s 
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Figure 5.4: Projection on VisionStation 

tan = — — (5.2) 

之e _ -2-s 

Since the projection screen is of spherical shape, any points on the 

screen would satisfy the relationship: 

工,+ yl + 之？ = 1 (5.3) 

Thus, combining Equations 5.2 and 5.3, we may get a quadratic equa-

tion: 

Az^ + Bz + C = (5.4) 

where 

A = tan a i + tan 0̂ 2 + 1 

B = 2ze — 2 tan aiXe — 2 tan a2ye 

C = xl + yl + 

Z s 一 ^ -̂ e 

The quadratic equation 5.4 has two solutions. If the solutions are 

complex, then the ray does not hit on the screen. This case does not 
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normally appear as the eye position is inside the unit sphere inside the 

VisionStation. If the solutions are real, the smaller solution Zgi will be 

the one in front of the eye and the larger solution z^i will be behind 

the eye (Figure 5.5). So, the smaller one is the correct solution. With 

Zs, Xs and ys can be computed using Equation 5.2. 

/ \ 、：本、\ 
Pe 

^ — — ^ 

(a) No solution for zs. Normally not ,, , „ , , rv • x . ^ ‘ 、. . / . _ , 丄 (b) 2 solutions for zs. P s is not on the happen as the eye position is outside the 、' , . . . , . 
“ .‘ . ‘ X X / - 〜 ‘ • screen and is discarded, unit sphere of VisionStation 

Figure 5.5: Solutions of Zs 

2. From projection screen to projector 

Having found the screen point P5, we need to find how the projector will 

see that particular point. The horizontal and vertical viewing angles 

Opi and Qp2 from the projector Pp = (xp, yp, Zp) can be found by the 

following equations: 

, - 1 [ ^ S ~ 
Opi = tan — 1 

\ — J 
, -1 ( IJs — Up \ / - - \ 

Op2 = tan (o.o) 
- — ~ / 

3. From projector to image 

Depending on the projector, the method of generating images is differ-

ent. In normal projector, it preserves a perspective projection. But for 
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the VisionStation, it uses the special F-theta lens which gives a linear 

relationship between deviation angle and length from image center. 

It is required to change the coordinate system to that shown in Figure 

5.6 where the origin is taken as the position of the projector: 

� = t a n - ( 
\ t a n api J 

_ ( / \ 
62 = tan-1 Y tan^ a^i + tan^ ap2 (5.6) 

/ 袋 ' r f e ^ 
/ A f r j ^ r - J -1 � 广x i 

o (=Pp) X -1 

(a) api,ap2 and 81,82 in (b) Image coordinate 
projector space system 

Figure 5.6: Coordinates System of Projector 

For each pair of (pi and 02, it corresponds to a point (xi, yi) on the 

image which are to be projected. For our image coordinate system, the 

ranges are —1 < xi < 1, and — 1 < yi < 1. It is obvious that when 

^1 = 0 and $2 = f , (cci,yi) should be (1,0). So according to Equation 

5.1, 

\2J 
or 

- (5.7) 
TT 
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And thus, the image coordinate (x^, yi) is 

2^2 . 
Xi — COS Ui 

7T 

yi = - sin Oi (5.8) 
TT 

For a full hemispherical screen, all the {xi^ yi) inside the circle C used 

by the projector to project onto the screen. For VisionStation, the lower 

part is truncated and will not be seen by the users. All image points with 

Xi < —0.5 will therefore not be used. In generating the images, all points 

with Xi < —0.5 will be clipped. 

After these three steps, the correct projection is found for the particular 

eye position and projector position. This is shown at Figure 5.7. Each 

vertical and horizontal line is separated by 10 degree And the black lines 

show where a ! or being zero. 

Because of the special projection system of VisionStation, the projection 

is not a perspective transformation as in common projector, nor is it a pro-

jective transformation. So, common user operations like panning, rotation, 

or zooming cannot be represented by the simple matrix operations as that 

used in OpenGL. To achieve those operations, it is necessary to recompute 

using the described three steps again. This lead to a performance problem 

when doing such operations. 

5.3.4 Sweet Spot Relocation in Vector Representation 

Similarly, the sweet spot relocation problem can be solved by using vector 

representation. Vector mathematics may allow the calculation be done on 

standard graphics boards. In the first step, a ray is cast from the eye position 

Pe to the projection screen with the unit viewing direction Vg. The equation 
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(a) The ideal case where eye and projector are at the origin. 
Pe=(0，0,0)，Pp=(0，0，0). No sweet spot relocation required. 
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� ' • � • : ’' ’ i ； \ ^ d O Pp=(0,-0.15,-0.3) 
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(b) Typical setting for normal use Pe=(0,0.4,0), Pp=(0’-0.15,-0.3) 

Figure 5.7: Projection for VisionStation 
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of the ray is therefore: 

P = Pe + tVe (5.9) 

where 力 is a scalar number. 

The ray hits the projection screen at the point Pg, thus: 

P , = Pe + tVe (5.10) 

Since any point on the screen is the same as on a unit sphere, therefore 

|Ps| = 1 

| P e + t V e | = l 

(Pe + tVe) • (Pe + tV , ) = 1 

|Ve |2p + 2 P e . V e ; f + | P e | 2 - l = 0 (5.11) 

t can be found by solving Equation 5.11. We discard the value of t which 

does not give point Pg on the projector screen (zg > 0). 

The equation of the ray from the projector to a unit viewing direction 

Vp is as follow: 

P = Pp + 5Vp (5.12) 

where 5 is a scalar number. 

Since we want to find a ray that hit the point Ps, Equation 5.12 becomes: 

Ps = Pp + «sVp (5.13) 

Combining with Equation 5.10, we get: 

Ps 二 Pp + <sVp = Pe + A^e 
5Vp 二 Pe - Pp + tVe 

二 Pe _ Pp 十力Ve (5.14) 
P 丨 P e — P p + n^el � ) 
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The last step is to change to the coordinate system of the projector as in the 

previous section. 

� = t ‘ i 總 

02 二 cos-1 f V p • - Z ) (5.15) 
\ / 

Using Equation 5.8, the image coordinates can be found. 
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Chapter 6 

Video St reaming 

Recall that our goal is to transmit multiple live video streams across the 

network. A number of issues has to be considered when choosing a streaming 

model which satisfy the quality of service (QoS) requirements. QoS may be 

described in a variety ways, but we can characterize three different service 

requirements for tele-immersive data: 

• bandwidth - it represents a raw throughput requirement, and it is typ-

ically specified in terms of constant and peak bit rates. Video data 

has well defined bandwidth requirements and recent network protocols 

such as IPv6 and ATM provide support for constant bit rate services. 

• reliability - reliability represents the extent to which the data type 

is robust in bearing packet loss. Given a fundamentally unreliable 

delivery protocol such as IP, reliable delivery always add extra cost. 

• latency and jitter - latency represents the delay associated with trans-

mitting data from one site to another while jitter represents the varia-

tion in latency. These are significant problems over unreliable network 

(such as IPv4), which drop packets during period of high traffic rate. 
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6.1 Video Compression 

As mentioned in Chapter 2, the common video compression standards are 

the H.261/H.263, MPEGl , MPEG2, MPEG4 and Motion JPEG. In our sys-

tem, it is not our goal to develop a new video compression technique but to 

adopt off-the-shelf components to accomplish the work. Depending on differ-

ent network condition, different video compression techniques may suit well. 

For example, for pre-recorded video, it is better to use MPEG encoding to 

achieve the highest compression ratio. While in real-time applications, the 

fast compression and decompression requirements favor the use of Motion 

JPEG. For tele-conferencing applications which only a talking head appears 

in the video, using H.261/H.263 may be a good choice. 

In order to favor different application requirements, our framework is 

independent of the video coding format. Rather than incorporating a partic-

ular video compression and decompression scheme into the framework, the 

streaming module provides a container with which different video codec can 

be inserted in. 

6.2 Transport Protocol 

There are quite a number of well defined protocols available in our current 

networking technologies, namely TCP, UDP, RTP, RTSP, etc. Similar to 

the video compression techniques, these protocols are suitable in different 

situations. For example, TCP may be suitable for video streaming across an 

unreliable network. UDP is suitable for local LAN communications where 

the loss and latency are relatively minimal. RTP and RTSP may be em-

ployed for applications which require more multimedia control (e.g. priority 

management). 
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Similar to the independence of video codec, our system also provides 

an interface to the transport protocol. Different transport protocols can be 

employed in our framework to suit different application requirement. 

6.3 Latency and Jitter Control 

In video stream, latency expresses how much time it takes for data to get 

from one designated point to another. The sources for such latency include: 

• Propagation - packets when transmitted over the physical medium re-

quires time. 

• Intermediate nodes - intermediate nodes such as router or gateway takes 

time to examine and possibly change the header of a packet 

• Other processing time - encoding and decoding of data may introduce 

extra delay. 

For live video streaming, the latency should be kept as short as possible. 

However, as the video is displayed in remote site and the viewer does not 

have contact with the real remote environment, viewer will not know about 

the time difference unless the application is “ remote control". 

When transmitting video over the network, besides the problem of la-

tency, it suffers from the non-constant delay and packet loss. This results 

in a jerky appearance which affects the visual quality[47]. In the absence of 

jitter and packet loss, video frames can be played once received, resulting in 

a smooth playback as depicted in Figure 6.1a. However, in the presence of 

jitter, arrival time of frames vary as shown in Figure 6.1b. User would see 

the frozen image of the frame 2 until frame 3 arrived. Frame 3 would be dis-

played only in a very short in order to preserve the timing for the subsequent 
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frame 4. 

In the presence of packet loss, some frames will not even arrive at the 

receiver as shown in Figure 6.1c. Frame 3 losses during transfer, receiver. 

Viewer would see a frozen image as frame 2 will be displayed for a much 

longer time. When frame 4 arrives, it will be displayed and viewer would see 

a jerky transition. As found by Mark[47], even low jitter will severely affect 

the perceptual quality^ . Therefore, it is necessary to avoid jittering and to 

maintain a short latency at the same time. 

Sender ti t2 b t4 time • Sender ti t2 ts t4 time ^ 

WW 
Receiver t'l t_2 t_3 t_4 Receiver t_i t'a t_2 t_4 

(a) constant latency (b) varying latency 
Sender ti t2 ts t4 time ‘ 

\ \ \ \ 

f i \ h \ f3\ U \ 

\ \ 〜 \ 

Receiver t_i t_2 t_4 

(c) varying latency, packet loss 

Figure 6.1: Jittering 

In order to reduce the effect of jitter and latency when streaming the 

video, a simple jitter control scheme[48] is employed. In that scheme, the 

source machine gives timestamp to each of the media frames. Upon receiving 

the data in the target machine, knowing the timestamp and the maximum 

delay, buffers them until the time it has to be transferred to the stitching 

modules and the display module. 

^The term perceptual quality means a quantitative measure of video quality from the 
user perspective. 
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This control scheme has made three assumptions [48, 49]: 

1. The maximum delay of the network is bounded. 

2. There are enough buffer space on receiver side. 

3. The clocks of sender side and receiver side are synchronized. 

These assumptions can be satisfied by current technologies. In doing network 

transmission, each packet can be tagged the time-to-live so that delay of a 

packet can be bounded. Current memory size is in the order of hundreds of 

megabytes which is more than enough for the buffer space usage. The as-

sumption of a universal time source for clock synchronization is reasonable. 

The Network Time Protocol (NTP)[50] has been widely tested on the Inter-

net and is capable of distributing time accurately to the millisecond. It is 

currently trying the possibility of distributing time as accurate as microsec-

ond. Since video data has a period in the order of tens of millisecond. NTP 

is enough for having a synchronized clock for our distributed system. 

This scheme compensates for jitter at the expense of latency. Transmitted 

frames are buffered in memory by the receiver, allowing each frame to be 

displayed with a constant latency, in order to achieve a steadier stream. 

However, the added latency from buffering can be disturbing for interactive 

applications as in our system. So, a buffer size is chosen to give the best 

visual quality while keep the latency minimal. 

To deal with packet loss in the case of using UDP or RTF as the transport 

protocol, a simple approach is used. Rather than doing a re-transmission, 

the loss packet is ignored. Previous frame is used as a replacement for the 

mosaic composition. As the time difference between consecutive frames is 

small, little difference between the images is expected. The amount of visual 

artifact will not be significant. If loss packets are retransmitted, the amount 
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of delay will be very great. For interactive applications, obsoleted frames are 

no longer useful. Therefore, using previous frame as a replacement is better 

than retransmitting the loss frames. 

6.4 Synchronization 

Since our video capture units are distributed in different areas and they 

capture video asynchronously. It is necessary to synchronize the captured 

video streams as to provide video frames of the same instance to the stitching 

module. As mentioned in Chapter 4, without synchronization between video 

streams, the generated mosaic video will be erroneous. 

There are various synchronization mechanism[51, 52, 53] for distributed 

systems. Rather than using sophisticated approach in achieving the synchro-

nization, a simple approach is used. As mentioned before, the video frames 

from each streams are timestamped. Rather than using the logical timestamp 

(as in RTP), the real world time is used[54, 55]. At the receiver side, frames 

from the multiple streams are then ordered according to the timestamp. This 

simple approach assumes that the clocks of all the remote capture units are 

synchronized. This can be achieved by NTP as mentioned before. 
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Chapter 7 

Implementa t ion and Resul t s 

We have implemented several computer programs to verify the feasibility of 

our framework. This chapter will show some results of these experiments. 

7.1 Video Capture 

We starts with the video capture module which provides the input data. In 

our current setup, eight CCD cameras^ which provide PAL signals are fed 

into two independent quad mergers^ . The outputs of the quad mergers are 

digitized by video capture boards^ using BrookTree Bt878 chipset. Figure 

7.1 shows one of our camera group which consists of four cameras, a quad 

merger and a computer. 

Our video capture program (Figure 7.2) is developed on ordinary PCs 

with Windows 98. There are currently two main video capture software ar-

chitectures supported. DirectShow is a relatively new one which is founded 

on a series of layers which allow hardware abstraction. With this architec-

tures, components called filters are connected together to form a filter graph. 

Data is transformed as it is passing through the filters. When the data goes 

^S-688C Security CCD Camera, Super Electronics Limited 
2VP-6400 Real-Time DSP Color Quad, Taiwan Denpo Company Limited 
^MachTV, MachSpeed Limited and Video Wonder Pro II, KYE Systems Corporation 
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Figure 7.1: Video capture module 

to the final rendering filter, the transformed data is displayed. Using Direct-

Show, it allows easy integration of other technologies like DirectX or other 

using the Microsoft COM model. 

The other video capture application development architecture is the Video 

for Window (VfW) which is a set of well-established technologies. VfW was 

first release in 1992 and was optimized for capturing movies to disk. Though 

it is to be replaced by DirectShow, we still use it as our video capture for the 

following reasons: 

1. The programming interface of VfW is stable while DirectShow is still 

preliminary and is under revision. 

2. It allows the video capture module to be developed separately while 

DirectShow requires the complete filter graph be developed. 

3. VfW architecture is more intuitive which other operating systems pro-

vide a similar interface. 

Using our video capture program, it can attain a capture rate of as high 

as 120 frame per seconds. A video capture module for Linux has also been 

developed using the Video-4-Linux and BTTV interface. 
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Figure 7.2: User interface of the video capture program 

7.2 Video Streaming 

In the implementation of the streaming module, it is developed as a container 

of different video codecs. Also, it allows different system parameters to be 

changed to suit a particular network configuration. 

7.2.1 Video Encoding 

The streaming module is developed as a container of video codecs. Currently, 

our streaming module supports a variety of video codecs. In the first testing 
/ 

phase, we implemented a MPEGl video codec using the Dali multimedia 

software library[56] and a Motion-JPEG video codec using the Intel JPEG 

Library. These two video codecs are developed without extended optimiza-

tion and are expected not to work very well. 

Table 7.1 shows the performance of using different video codecs. The 

video codecs are tested by compressing a video stream of frame size 512 

pixels times 512 pixels under a machine of Pentium II 400MHz. It is obvious 

that all codecs except Motion JPEG can compress at an interactive frame 
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Codec Avg. FPS — Compression Ratio 
Our implementation ^ 7.143 62.85 

MPEG DivX4 ；-) b 0.915 54.89 
MPEG-4 V2/V3C 8.479/8.572 113.10/112.93 
Our implementation" 11.473 16.72 

MJPEG Lead MJpeg^ 17.922 19.43 
PICVideo MJpeg^ 24.256 16.63 
Cinepak 

Misc. In(ieo®R5.06 1.250 34.04 
Indeo®Interactive 0.866 45.40 

Table 7.1: Comparison of video codec 

"Dali VM, http:/ /www.cs.cornell .edu/dali 
^OpenDivX Project, h t tp: / /www.projectmayo.com 
^Microsoft Corporation MPEG-4 Video Codec 
^Intel J P E G Library Version 1.5, ht tp: / /developer . intel .com/software/products /perf l ib/ i j 1 
^Lead Technologies Incorporation, ht tp: / /www.leadtools .com 
•^Pegasus Imaging Corporation, h t tp : / /www.jpg.com 

rate of around 12 fps. Users who watch the video at such frame rate, will not 

feel the discontinuity of the motions and the interaction of the scene. This 

performance is normally acceptable in most applications. For Motion-JPEG, 

it can achieve a real-time compression and decompression of around 24 fps. 

This real-time performance provides viewers additional fidelity of the virtual 

scene. 

Although Motion-JPEG can achieve a high frame rate, it is only suitable 

for high network bandwidth environment. The compression ratios do not get 

as high as other compression schemes. So, in network with low bandwidth, 

other codecs are preferred. 

MPEG and H.261/H.263 all use inter-frame compression method which 

reduce the redundant informations between consecutive frames. As extra 

redundancy is removed, compressed data size will be smaller, and hence 

higher compression ratio. This inter-frame compression, however, requires 

74 

http://www.cs.cornell.edu/dali
http://www.projectmayo.com
http://developer.intel.com/software/products/perflib/ij
http://www.leadtools.com
http://www.jpg.com


extra computation to find the redundant information. With higher compu-

tation requirement, the rates of encoding and decoding are lower as expected. 

Motion-JPEG uses an elementary approach that employs the still frame com-

pression technique on a frame-by-frame basis. The compression that can be 

achieved by such approach is limited. No temporal redundancies are removed 

that save the precious computation power for the fast compression. As a re-

sult, higher rate of compression can be obtained. In our comparison, all 

the computation is done in software which may vary greatly by the imple-

mentation. The PICVideo MJPEG is heavily optimized by using the MMX 

technology and by assembly programming; Dalz's MPEGl is not optimized 

at all; others are more or less optimized. 

Instead of using software for the encoding, hardware codec may be em-

ployed to enhance the performance. Many MPEG compression cards can 

achieve more than 30 frame per seconds with very high quality. It is desir-

able to replace the software encoding with the hardware encoding technology. 

7.2.2 Streaming Protocol 

Our system is running on a 100 MBits Ethernet network. All the host ma-

chines are directly connected to the network with no intermediate nodes in 

between. Table 7.2 shows the properties of the network. The figures are 

obtained by sending 10,000 ICMP messages. The transmission delay is as-

sumed to be half of round trip time (RTT). Thus, it has a maximum value 

of 48 ms. 

RTT^ax 96ms 
RTT^ntn 9 ms 
RTTai；^ 10ms 

Lossg^g 0.233% 

Table 7.2: Network properties 
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This network is quite reliable with a low rate of packet loss. It is therefore 

not necessary to use TCP/ IP as the transport protocol as this may intro-

duce extra processing. Rather, using the UDP/IP protocol can handle this 

situation well. Using both TCP or UDP can give similar video streaming 

quality. 

7.3 Implementation Results 

Our system has been tested for both indoor scene and outdoor scene. Both 

the results are satisfactory. 

7.3.1 Indoor Scene 

Figure 7.3 shows the video capture module for capturing indoor scene. Since 

the objects in the indoor environment are close to the camera, the cameras 

should be placed as close together as possible to avoid the parallax. 

Figure 7.3: camera arrangement for indoor scene 

Figure 7.4 shows an initial image capture for the preprocessing stage. 

Point pairs are manually entered to the image correspondence. 

Using the steps as mentioned in Chapter 4, the input images are stitched 

together to form a large field of view image as shown in Figure 7.5. 
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Figure 7.4: Correspondence is identified 

Figure 7.5: Input Images are stitched together 
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This image is then warped according to the projector characteristics. This 

is shown in Figure 7.6. 

i r p l i 
Figure 7.6: Stitched image is warped 

This warped image is projected onto VisionStation as depicted in Figure 7.7. 

7.3.2 Outdoor Scene 

In outdoor environment, objects are expected to be far away. The cameras 

can be separated for larger distance without significant error due to parallax. 

The cameras are arranged as depicted in Figure 3.4 in Chapter 3. The two 

camera groups are separated by approximately 3 meters. With this large 

displacement between the cameras, the video streams can still be combined 

with little visual artifact. 

7.4 Evaluation 

As shown in the figures in previous section, the generated panoramic images 

are not sharp enough. In some case, ghosting effect can be seen. The problem 
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Figure 7.7: Warped image is projected onto VisionStation 
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Figure 7.8: Outdoor image sources 
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is mainly due to three reasons: 

1. When capturing the live video streams through the video quad merg-

ers, each single video stream has a resolution of 256 x 256. This low 

resolution prevents the composing of high resolution panoramic video 

streams. 

2. In transmitting the video across the network, the process of compres-

sion and decompression greatly decreases the image quality. 

3. There are always some error in the stitching process. The result cannot 

be perfectly apply on all the subsequent videos frames for rendering. 

For the varying intensity, the indoor scene does not produce noticeable 

intensity inconsistence. This is because in an indoor environment, the light-

ing condition is relatively stable. Different directions have similar lighting 

intensity which allow the generation of seamless panoramic images. For out-

door scene, the lighting conditions vary greatly in different part of the scene. 

For a camera looking at a bright object such as the sun (Figure 7.11), the 

captured image will be very dark except the bright object. Blending this 

image with other will always result in noticeable intensity difference. 

a 

-

mm 
Figure 7.11: Capturing at the dawn 
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The captured images look fine at first, but eventually the capture becomes 

jittery after the system has been running for a while. This problem is not 

related to the streaming policy but because of the video capture module. As 

the system is running, heat build up on the video capture board which wear 

down the performance of the video capturing process. 
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Chapter 8 

Conclusion 

This chapter will give a summary of this project and conclude the thesis with 

possible improvement and future research aspect. 

8.1 Summary 

The goal of this work is to develop a tele-immersion system which allows 

viewers who situated in the office/control room to freely see the surroundings 

as if he/she is located in remote area. To develop such a system, we have 

divided it into a number of modules. They include the video capture module, 

video streaming module and the video mosaic module. Each module has quite 

a different set of challenges. 

In summary, we have achieved our goal of developing a framework for 

tele-immersion systems. Eight live video streams are captured by the CCD 

camera clusters. The captured streams are streamed across the network to 

the destination computer where they are combined to become a single wide 

field of view video stream. This live generated vido stream is projected onto 

an immersive display, the VisionStation, which provides users the first person 

tele-immersive experience. Our implementation demonstrates the feasibility 

and practicability of this system framework in applying real world problems. 
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8.2 Future Directions 

The current implementation of the system have some rooms for further im-

provement. 

Currently, our system only uses eight cameras which cover only about 

half of the viewing sphere. If more cameras can be included in the system, 

more viewing directions will be allowed. The viewer can freely pan around 

which can improve the immersiveness and also the usability of the system. 

We have implemented the whole system for testing purpose only. The 

ultimate goal is to build a ready-to-use system, from acquiring video to pro-

ducing the panoramic video. In addition, we can improve our implementation 

in various aspects like a more user-friendly interface. 

Another deficiency of the system is on color management. Each cam-

era has its own automatic gain control which adjust the brightness of the 

pictures. Cameras facing different directions may have quite different gain 

value. Video frames of different cameras, when combined together, may have 

very noticeable seam between. Our system tries to minimize this artifact 

using a weighed blending function. This, however, can only reduce the arti-

fact by a little bit. Possible solutions, such as recovering the high dynamic 

range radiance maps or using programmable exposure cameras, may require 

further investigation. 

We have an assumption that all the objects in the scene is far away 

and the optical center of the cameras coincide. These make our stitching 

algorithm simpler. These assumptions, however, may not be valid in all the 

situations. In that case, more involved models and algorithms, such as real-

time recovery of three dimensional geometry from pictures may be necessary. 

However, that problem is still open and requires more intensive research. 

We are using the VisionStation for displaying. In future, we may extend 
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the displaying device to a normal room using a casual placement of projectors 

and projector screens as introduced by Raskar[30, 45 . 

For a tele-immersive application, only visual information may not be 

enough. It is possible to include a surround sound system which will greatly 

enhance the applications. We hope that real applications will be in used in 

the near future. 
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Appendix A 

Para l lax 

Parallax is the difference in apparent direction of an object as seen from two 

different points not on a straight line with the object. The first assumption 

of our system is that the optical centers of all cameras are at the same point. 

If a 3D point has parallax less than half of the minimum angle subtended by 

a pixel, then when that point is projected onto the cameras image planes, the 

pixel coordinates will deviate less than half a pixel as if the optical center of 

all the cameras are at the same point. Using this constraint, the minimum 

distance of a point from the camera clusters can be found so as to satisfy the 

assumption. 

Figure A.l shows the case of two ideal cameras. Let Ag be the minimum 

angle subtended between two pixels and D^ be the distance between the 

optical centers of the cameras Ci and C2. 

The following inequality can be established: 

A < ^ ( A . l ) 

Since 
A DJ2 

the inequality A.l can be rewritten as 

De/2 A, 
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Scene Point 

Figure A.l: Parallax of two cameras 

As Ae is usually very small, tan ^ is approximately equal to Therefore, 

De/2 A 
< T 

o n 

D > (A.2) 

e (A.3) 

For the case of n cameras, the conditions are similar. Instead, DQ is 

replaced by the maximum distance between the optical center of any of the 

two cameras. 

To find the minimum distance Dmin =费， i t is necessary to obtain the 

values of the two unknowns. De can be obtained by direct measurement. For 

Ae, as focal lengths of the camera are found in the calibration step, the field 

of view is obvious and so is the value of Ag. 

In our current setup, De is approximately 3 meters and Ae is about 

0.00356 radian. Thus, the minimum distance Dmin is about 1.684 kilometers. 

As the cameras are pointing at the outdoor scene, the distance of the objects 

are far more than dmin• Therefore, the assumption is valid in our case. 
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