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Abstract 

A l t h o u g h the concept of appl icat ion layer overlay rou t i ng has received much 

a t ten t ion lately, there has been l i t t l e focus on the "co-existence" and " inter-

act ion" of overlays on top of the same physical network. I n th is thesis, we 

present some fundamenta l insights of these overlay interact ions. F i rs t , we 

show tha t when each overlay performs the overlay op t ima l rou t i ng so as to 

op t im ize i ts own performance, there exists an equ i l ib r ium po in t for the overal l 

r ou t i ng strategy ( in other words, ind iv idua l rou t ing op t im iza t ion w i l l not lead 

t o r ou t i ng ins tab i l i t y ) . However, the equ i l ib r ium po in t may be inefficient. We 

discover some impl icat ions due to the interact ions: (a) the equ i l i b r ium po in t 

may not be Pareto opt ima l , (b) some fairness anomalies of resource a l locat ion 

may occur. We fur ther show the "performance gap" to the global o p t i m a l 

r ou t i ng pol icy, wh ich is of ten used by an ISP to contro l the under ly ing t raf f ic . 

Th i s is wo r thy of a t ten t ion since overlay may not be aware of the existence 

of other overlays and they w i l l continue to operate at th is sub-opt ima l po in t . 

Th i rd l y , we explore two d is t r ibu ted pr ic ing schemes to resolve the above is-

sues. We show tha t by incorpora t ing a proper pr ic ing scheme, we can lead the 

selfish behavior of overlays to an efficient equ i l ib r ium. Extensive f luid-based 

as wel l as packet-based simulat ions are carr ied out t o suppor t our theoret ica l 

claims. We believe th is work provides a fundamenta l unders tand ing of overlay 

interact ions, and st imulates fur ther research on th is issue. 
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摘要 

尽管近年来应用层的over lay路由的概念已经得到了很多关注，然而对于多个 

overlay网络存在于同一个物理层网路的研究却很少。在这篇论文中，我们尝试 

对于多个overlay网络之间的相互影响做基本的研究分析。首先，我们展示当每 

个overlay网络采用最优化路由来提高自己网络的性能时，整个网络的路由策略 

将会收敛到一个平衡点，也就是，独立的路由优化并不会导致全局网路的不稳定。 

尽管如此，这个路由博弈的纳什平衡点不一定是最优的。我们同时发现了关于 

overlay间影响作用的一些负面效应。第一，路由平衡点不是帕雷托最优的；第 

二，网络资源分配的公平性无法得到保证，甚至导致出现一些矛盾的情况。其次， 

我们探讨在这个路由博弈中性能的损失，比较于因特网络运行商经常采取的一种 

全局最优的路由策略。我们的研究发现具有重要意义，因为在路由博弈的纳什平 

衡中，每个overlay网络无法得知其他overlay网络的存在，并且将持续在一个低 

效的平衡点运行。在下一步中，我们采用两种不同的分布式记价系统来解决以上 

提到的问题。我们证实当网络中采取适当的记价时，每个overlay自私的行为可 

以被引导至一个有效的平衡点。我们分别用基于流和基于包的网络仿真来验证我 

们的发现。我们相信此项工作对相关课题的研究迈出启发性的一步，并对未来的 

相关研究起指导性作用。 
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Chapter 1 

Introduction 

1.1 B ackgr ound 

T h e foremost design phi losophy of the Internet is to bu i l d a h igh ly scalable, 

s imple and, hence, evolvable network. To achieve scalabil i ty, hierarchical rou t -

ing is adopted and rou t ing policies are left to network operators, e.g., In ternet 

Service Providers (ISPs). Usually, non-load-dependent rou t i ng (i.e., l i nk costs 

are kept constant) is used to keep things simple. W h e n traf f ic demand changes, 

congestion cont ro l at the source regulates the traf f ic load to provide a "best 

ef for t " service rather t han tr ies to find an al ternate pa th wh ich has a higher 

available network bandw id th or bet ter performance. A l t h o u g h such design 

choices m igh t not achieve the op t ima l performance, they are considered (and 

wel l deservedly so) as the con t r ibu t ing factors to the scalabi l i ty and robustness, 

hence the success of In ternet [1 . 

Th i s f o rm of simple bu t sub-opt imal network design leaves the door open for 

more inte l l igent t raf f ic rou t i ng at the appl icat ion layer. For the past few years, 

there have been tremendous interests on the rou t i ng and deployment of overlay 

or peer-to-peer networks [2,3]. The overlay archi tecture provides a possib i l i ty 

for the end users/hosts to deliver thei r i n fo rmat ion th rough peers or overlay 

nodes to the u l t ima te dest inat ion. Therefore, such system design possesses 

a degree of f reedom in choosing the logical level overlay routes, wh ich allows 

1 



Chapter 1 Introduction 2 

appl icat ions to contro l the performance of their routes and fu l ly explore the 

avai labi l i ty of the Internet resources. Whi le the success of overlay networks 

a t t r ibutes to their flexibility and efficiency tha t t rad i t iona l IP-level rou t ing 

cannot achieve, i t is also essential due to its s impl ic i ty since there is no need 

to mod i fy the exist ing IP infrastructures. In some recent work, the concept 

of overlay network is proposed as a promising approach to enhance qual i ty-of-

service (QoS) in today's Internet [4’ 5 . 

As one can witness the growing t rend of sett ing up P2P and overlay net-

works, some examples include content delivery networks l ike Akamai [6], re-

sil ient overlay networks like R O N [2], end system mult icast l ike [5], cooperative 

file storage system like Chord [7] and appl icat ion layer P2P file d is t r ibu t ion 

like B i tTor ren t [8]. In part icular, application-layer rou t ing schemes are shown 

to effectively address the problems of t rad i t iona l IP rout ing. For example, re-

sults f rom [2] demonstrate tha t most of the t ime, one can find a better route to 

ensure QoS guarantee service. Also, measurements f rom [9,10] indicate tha t in 

the current Internet , a large percentage of flows are able to find a better route 

by relaying packets w i t h the assistance of overlay nodes, and thereby improve 

their performance. Prom a theoretical point of view, appl icat ion rou t ing is a 

fo rm of optimization in which the overlay tries to maximize i ts desired objec-

t ive, such as reducing the delay and/or cost, subjected to the avai labi l i ty of 

network resources. 

1.2 Challenges 

Overlay network is not a new concept. The Internet can be viewed as an 

overlay network, bu i l t largely on top of telephone and other (e.g. frame-relay, 

A T M and others) networks. The Internet 's underlay provides specific band-

widths, therefore emulates physical wires. When bu i ld ing overlays on top of 

the Internet , however, the logical l inks between nodes are based on Internet 's 
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best-effort service. Consequently, the performance of an Internet overlay w i l l 

depend on how i t co-exists w i t h (a) the existing Internet traff ic, and (b) the 

traff ic of other Internet overlays sharing the same physical l inks. 

For t rad i t iona l overlay rout ing, the strategy is to select the best pa th for a 

given flow so tha t the performance, say end-to-end delay, can be minimized. 

Note tha t th is fo rm of overlay rout ing does not split the flow among al l available 

paths, bu t rather selects a pa th which has the m in imum delay. Because the 

existence of th is flow w i l l increase the congestion level of the traversed l inks, 

the average delay of this flow is generally not minimized. Furthermore, i t 

is po inted out in [11] tha t there is a global performance degradat ion due to 

th is fo rm of rout ing. In [12], authors present an archi tectural f ramework of 

shared rou t ing underlay so as to offer a query service for al l overlays above 

the physical network. For instance, an overlay can determine the congestion 

level or delay of a physical l ink. In [13-15], authors show tha t when overlays 

have the ab i l i ty to assign traff ic among its available paths, i t can min imize the 

average delay. These results suggest the feasibil i ty of implement ing an op t ima l 

rou t ing scheme on an overlay network. 

A l t hough the concept and deployment of appl icat ion layer overlay networks 

have received much at tent ion recently, there has been l i t t le focus on (a) the 

“CO-existence” and “interaction” of mul t ip le overlays, (b) the “contror of th is 

in teract ion so as to ensure overall network performance and /o r fairness. I n 

th is work, we consider scenarios in which mul t ip le overlays are constructed on 

top of a physical network. These overlays may share some physical l inks or 

nodes, bu t they may not realize the existence of other overlays. Each overlay 

is “selfish” by nature in tha t i t performs overlay rou t ing so as to opt imize i ts 

own performance w i thou t considering the impact on other overlays. There-

fore, there is an inevitable interact ion between these overlays due to their 

ind iv idua l op t im iza t ion actions. However, some impor tan t questions need to 

be addressed: 
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• W h a t is the form of interaction? 

• I n which ways can the interact ion affect the network stabi l i ty, perfor-

mance as well as fairness in the resource allocation? 

• When resource compet i t ion is unregulated, what is the price of anarchy? 

1.3 Our Contribution 

I n th is work, we seek to understand the fundamental properties of Internet 

overlay interactions systematically. We analyze the behaviors of overlay net-

works under a game-theoretic framework. We demonstrate the existence of a 

Nash equ i l ib r ium in a rout ing game in which al l overlay part ic ipated. Impl ica-

t i on of the equ i l ib r ium shows that the interact ion has some intr insic propert ies 

as well as some undesirable effects (i.e., degradation of overall network per-

formance, fairness anomaly in resource al location, which we w i l l present in 

Chapter 7). To control these effects, a pr ic ing scheme is proposed to reduce 

or el iminate these effects. Note that the pr ic ing scheme can be used by the 

ISPs, not only to increase their revenue, but also as a means to per form traff ic 

engineering so as to achieve the global opt imal i ty , or improve fairness. 

I n summary, the cont r ibut ion of our work is as follows: 

• We present and formalize the “overlay optimal routing” pol icy in an op-

t im iza t ion framework. We show how each overlay can solve th is rou t ing 

op t im iza t ion problem distr ibut ively. 

• We model the interact ion of overlays as a non-cooperative game and show 

tha t there exists a Nash equi l ibr ium (i.e., imp ly ing tha t there w i l l be no 

rou t ing instab i l i ty ) under a general network sett ing. 

• We show tha t an overlay can choose to achieve three different levels of 



Chapter 1 Introduction 5 

opt ima l i t y : user (selfish) opt imal i ty , overlay op t ima l i t y and global opt i -

ma l i t y (each requir ing different levels of knowledge about the network). 

We show tha t by adopt ing different rout ing strategies, the system can 

achieve a spectrum of performance balanced between efficiency and fair-

ness. 

• We report a number of anomalies due to interactions between overlays. 

First ly, the equi l ib r ium point is not Pareto (or social) opt imal , which can 

cause a "tragedy of the commons"，meaning tha t the performance of all 

overlays can be seriously degraded. Secondly, an interest ing and more 

impor tan t discovery is tha t the interact ion may lead to some fairness 

anomalies in resource allocation. Tha t is, at the equ i l ib r ium point , i t is 

possible for some overlays to obta in a higher percentage of the common 

resource (e.g., l ink bandwid th) as compared to other overlays, and cause 

these overlays to experience a significant performance degradation. 

• To overcome the above two issues, we propose two pr ic ing mechanisms to 

al leviate the problem. We show tha t by incorporat ing a proper pr ic ing 

scheme, we can either improve the overall performance, or b r ing in the 

fairness in resource al location, and at the same t ime, increase the ISP's 

revenue. 

• We i l lustrate v ia fluid-based and packet-based simulat ions to support our 

theoret ical f indings. 

1.4 Structure of the thesis 

The balance of the thesis is as follows. I n Chapter 2, we present a br ief in t ro-

duc t ion of overlay networks and different overlay rou t ing policies. I n Chapter 

3, we formalize the overlay op t ima l rout ing pol icy and its mathemat ica l op-

t im iza t ion model. Simple examples are provided to i l lustrate the model. We 
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then study the interact ion between co-existing overlays as a non-cooperative 

Nash rou t ing game and show the existence of a Nash equi l ib r ium in Chapter 

4. I n Chapter 5，we compare the performance and fairness indices for different 

overlay rou t ing policies. In here the performance gap and the price of anarchy 

are fur ther demonstrated. F lu id as well as ns-2 simulations are performed to 

show the properties of the equi l ibr ium point in Chapter 6. I n Chapter 7, we 

i l lustrate when mul t ip le overlays use this form of appl icat ion rout ing, inter-

act ion occurs and there exist some potent ia l problems on performance and 

fairness. In Chapter 8，we present two pr ic ing schemes to resolve the above 

ment ioned anomalies. Related work is given in Chapter 9 and f inal ly Chapter 

10 concludes. 



Chapter 2 

Background Study 

Over the past few years, we have seen an emerging t rend i n set t ing up various 

types of peer-to-peer or so called “overlay networks,,. There are numerous 

examples of such overlay networks inc luding content del ivery networks imple-

mented by companies l ike Akama i [6], resil ient rou t ing overlay networks l ike 

R O N [2], end system mul t icast l ike [5], appl icat ion layer P2P file d is t r ibu-

t i o n l ike B i tTo r ren t [8], and research testbed networks such as Planet Lab [16. 

These overlay networks provide an oppor tun i t y to enhance the ex is t ing func-

t ional i t ies suppor ted by the Internet infrastructures. The appearance of over-

lay networks b lurs the boundary between what we t h i n k of as the " In te rne t " , 

and the appl icat ions tha t sit on top of i t . Overlay networks also b lu r the 

boundar ies between the concept of "network edges" (what we t h i n k of as the 

customers such as computers and end hosts), and "network cores" (what we 

t h i n k of as the servers and routers). As such, the technological and pol icy 

imp l i ca t ion reflected by the overlay networks has a p ro found impact on the 

evo lu t ion of the In ternet architecture, d is rup t ing the t rad i t i ona l "end-to-end" 

design pr inc ip le [1,17 . 

Since overlay networks are becoming one of the most p rominent areas in 

research and indus t ry development, we need a clearer unders tand ing of wha t 

const i tutes an overlay, the mot i va t ion for i ts imp lementa t ion and use, how 

i t works and thei r po tent ia l confl icts and interact ions t h a t may arise as they 

7 . 
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evolve. Th is chapter provides an a t tempt to define overlay networks. We then 

introduce a taxonomy of these overlays w i t h some examples. I n part icular , we 

are interested in the rout ing overlay networks such as R O N and analyze their 

rou t ing policies. 

2.1 An Introduction to Overlay Networks 

Dur ing the last few years, overlay networks have become one of the most 

prominent tools in research and Internet industry. The appearance of over-

lay networks allows system designers to perform their own rou t ing and traff ic 

managements to assist specific applications on top of the exist ing Internet in-

frastructures. The Internet itself began as an overlay network, bu i l t largely 

on top of the pub l ic -u t i l i t y regulated telephone networks, using long-distance 

telephone l inks to connect Internet routers. The evolut ion of the Internet un-

dertook a process of complementing the under ly ing infrastructures by adding 

new funct ional i t ies (packet-switch data communicat ion) to support new com-

municat ion requirements (end-to-end computer communicat ion). The success 

of the Internet owes much to the inter-operabi l i ty and connect iv i ty supported 

by ubiqui tous adopt ion of the IP protocols and adherence to the end-to-end 

design phi losophy tha t has governed the growth of the Internet. Also w i t h 

g rowth comes the new requirement of heterogeneous services (dif ferentiated 

quality-of-service needs for different applications) as well as a solut ion to sup-

por t real- t ime applications and enhanced security. Hence, overlay networks 

are born in this new epoch to meet the challenges stated above. 

2.1.1 What is an Overlay Network? 

Much alike the Internet emulates the physical wires based on the telephony un-

derlay, a modern overlay network operates similarly, using the Internet paths 

between end hosts as v i r tua l " l inks" upon which the overlay routes data and 
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bui lds up a network. As a result, an overlay can be leveraged to deploy new 

funct ional i t ies and services almost immediately, w i thou t years of upgrading 

Internet routers to be equipped w i t h devices that can per form appl icat ion-

specific packet handl ing and forwarding. I t well presents developers w i t h a 

f lexible and powerful p la t form on which to provide new services such as mul-

t icast, anycast and mobi l i ty [18,19 . 

Wh i l e overlay networks are at least as old as the Internet, they were not 

generally regarded as an area of research unt i l the late 1990s, when two types 

of overlays become popular: routing overlay networks and content delivery 

networks (storage and look up overlays). 

As a s tar t ing point , we first offer a def ini t ion of an overlay network given 

in [20] as follows: 

An Overlay is a set of servers deployed across the Internet that 

1. provides some sort of infrastructure to one (or ideally several) applica-

tions, 

2. in some way takes responsibility for the forwarding and handling of ap-

plication data in ways that differ from or are in competition with what is 

part of the basic Internet. 

3. is operated in an organized and coherent way by a third party (which may 

include collections of end-users) to provide a well-understood service that 

is infrastructure-like, but 

4- is not thought of as part of the basic Internet. 

To fu l ly understand various dimensions of th is def ini t ion, i t is helpful to look 

at an overlay network f rom mul t ip le perspectives: architecture, functionality 

and commercial policy. Some elaboration is made. We are going to show 

how the overlay's architecture is embedded into current Internet, the basic 
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funct ional i t ies supported by various types of overlay networks and how overlays 

relate to the indust ry structure. 

Architecture 

First of all, the def in i t ion of an overlay network is tha t of a “logical!, network 

“on top” of the basic Internet, u t i l iz ing the Internet infrastructures, whi le 

prov id ing “infrastructure-like” services to the upper layer applications tha t 

run on the overlay nodes. Prom a perspective of the OSI Reference Model , an 

overlay can be viewed as a middle layer tha t sits above the IP layer bu t below 

the appl icat ion layer. However, this def ini t ion is not precise. Prom another 

perspective of the evolving architecture of the Internet, we should also look 

in to how overlay networks relate to the end-to-end design phi losophy tha t is 

considered as one of the cont r ibut ing factors to the success of the Internet. 

I n general, the Internet, in its simplest form, consists of two components: 

(1) end nodes, which include computers at the edge of the network tha t play 

the role of servers, work stations, ordinary users and so on; (2) routers, which 

store-and-forward packets for end nodes. Therefore, the Internet is of ten re-

garded as a cloud of routers tha t inter-connect groups of end-users at the edge 

of the in format ion world. Under this framework, the boundary between end-

users and routers is quite clear. On one hand, applications such as games, 

media streaming, etc do not run on routers and routers know noth ing about 

the specific funct ional i t ies and QoS requirements of different applications. The 

only j ob of a router is to forward packets to the destination. On the other hand, 

al l communicat ion is performed in an end-to-end manner. End users or com-

puters behave by sending or receiving packets bu t do not "deliver in format ion" 

(or forward packets) as a router does. However, the advent of overlay networks 

d isrupt the d is t inc t ion between the two concepts. As for an overlay node, i t is 

hard to say whether i t is a router or an end-user. F i rs t , overlay nodes are dis-

t r i bu ted around the Internet i n a way tha t provides an in f rast ructure on which 
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the appl icat ion runs, f rom which perspective they are end users. Second, over-

lay nodes handle and forward appl icat ion data for their peers, per forming a 

task tha t is usually done by routers but more intelligently. To see why overlay 

networks allow a more intell igent rout ing scheme, let us fur ther look into the 

ext ra funct ional i t ies tha t overlay networks can provide and their benefits to 

end users. 

Overlay Network 

I 1 ^ ^ ^ ^ ^ 
O Physical node f E 

Overlay node j ® 
( S Router I i 

Physical link I I I j I 
Logical link I / | 6 I i \ ! 

Physical Network 

Figure 2.1: A n i l lus t ra t ion of an overlay network on top of the under ly ing 
physical network 

Figure 2.1 i l lustrates an example of an overlay network on top of an un-

der ly ing physical network. Note tha t the overlay nodes cooperate to fo rm a 

logical topology. Depending on the funct ional i ty and different types of overlay 

networks, the logical topology can be organized in a variety of ways. Figure 2.1 

shows one possibil i ty. By leveraging the rout ing funct ional i ty provided by the 

overlay networks, one overlay node can ut i l ize mul t ip le available paths w i t h 

the assistance of other overlay nodes forwarding packets for i t . Th is great ly 



Chapter 2 Background Study 12 

improves the flexibility and robustness of the rout ing performance, compared 

to the under ly ing policy-based IP-level rout ing. I t is interesting to note is tha t 

the logical l ink between two neighboring overlay nodes is a physical path, which 

is s t i l l determined by the IP-level rout ing. For example, consider the logical 

l ink BE, i t is comprised of a set of physical l inks 5 — 10 and 10 — 7. Hence, two 

different logical l inks may share some common physical l inks. The physical l ink 

1 - 2 shared by two logical l inks AC = { 1 - 2 , 2 - 6 } and AB = { 1 - 2 , 2 - 4，4 - 5 } 

is an obvious example. In this sense, an overlay network is infrastructure- l ike 

bu t s t i l l dependent on the underly ing infrastructures. 

Functionality 

A second way to understand an overlay network is to ask questions such as: 

what is the ext ra funct ional i ty provided by an overlay network tha t dist in-

guishes itself f rom the basic Internet? I n the context of our discussion here, 

we refer to the basic Internet as a suit of core protocols (IP, TCP, UDP, BGP, 

OSPF) tha t const i tute a min ima l set of protocols tha t al l networks and nodes 

must support necessarily in order to be considered part of the Internet. How-

ever, the "best effort" services provided by the basic IP protocols is not always 

enough. Many applications have specific quality-of-service requirements in 

route selection and more general communicat ion needs, i.e., mul t icast , secu-

r i ty , content d is t r ibu t ion and mobi l i ty. To provide these services, not provided 

by the underlay network, overlays appear as a solut ion tha t blurs the clean 

Internet architecture dist inct ion between packet forwarding and appl icat ion 

processing. In a later section, we are going to present a taxonomy of various 

funct ional i t ies supported by different types of overlay networks. 
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Commercial Policy 

As noted earlier, the Internet began as an overlay on top of telephone networks 

which are regulated by the government. Because of the l im i ted services tele-

phone companies can provide, public policy and industry dynamics gave rise 

to an ISP industry. These service providers leased the physical infrastructures 

f rom telephone companies and combined them w i t h packet switching technol-

ogy to support the Internet. Hence, f rom an industry perspective, the basic 

Internet infrastructures should be defined as the services tha t are provided 

by the ISPs. As one might guess, the emergence of overlay networks blurs 

the concept of an ISP. Usually, overlay services are typ ica l ly not provided by 

t rad i t iona l ISPs bu t by third parties. They purchase the basic Internet ser-

vices, such as connect iv i ty and access to the Internet, f rom the t rad i t iona l ISPs 

and resell the services combined w i t h appl icat ion specific features. Sometimes, 

th is type of overlay networks is also referred to as the “virtual ISP, [21, 22 . 

Akamai , a provider of C D N services, is an obvious example. Another type of 

th i rd -par ty overlay networks is comprised of a group of end-users as is the case 

w i t h peer-to-peer networks. Many interesting and emerging overlays (peer-

to-peer, rout ing) are first deployed by edge users in end-nodes and may not 

generally be thought of as infrastructure providers. 

2.1.2 Benefits of Overlay Networks 

There is a growing feeling among many Internet researchers tha t the Internet 

protocol ( IP) and the IP rout ing infrastructure has become ossified by v i r tue 

of i ts huge success. Changing the hundreds of mi l l ions of current ly deployed 

IP-speaking devices poses a considerable challenge. The deployment of IPv6 

is an obvious example. Overlay networks offer an al ternat ive to mod i fy ing 

Internet protocols or routers, provid ing a quick and easy deployment pa th tha t 

lacks many of the technical and pol i t ical hurdles of a router-level deployment. 
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Instead of changing the IP layer, many researchers now design protocols tha t 

r un on top of IP in an overlay. 

Another benefit of overlays is that they avoid burdening the under ly ing 

network w i t h features better performed at higher layers. For example, content 

rou t ing requires tha t the content routers "understand" the appl icat ion proto-

cols tha t r un th rough them. Augment ing core routers w i t h application-specific 

knowledge would burden them w i t h processing needed only by a small f ract ion 

of the traff ic tha t passed through them, and force them to undergo frequent 

updates. 

Final ly, an overlay can take the advantage of the large g lut of processing, 

memory, and permanent storage available in commodi ty hardware to per form 

tasks tha t would ord inar i ly be well beyond the abi l i ty of a conventional router, 

such as expensive cryptographic operations, file caching, or database lookups. 

Per forming these slow and expensive tasks in an overlay keeps them off of 

routers' cr i t ica l paths. The abi l i ty to perform these tasks enables the cre-

a t ion of powerful new facilit ies such as scalable, d is t r ibuted publish-subscribe 

systems and content d is t r ibut ion networks. 

I n summary, we offer a l ist of just i f icat ions why overlays emerge as the 

Internet itself is becoming more persuasive: 

• F i rs t , overlays may exist to support the special requirements of a part ic-

ular class of appl icat ion or user community. I f the needs of a part icular 

user communi ty differ f rom those of the general Internet, people may 

seek to address the needs through specialized capabil i t ies tha t are sep-

arate f rom but work in conjunct ion w i t h the basic Internet . Thus, the 

success of Internet as an open p la t form leads to the need to satisfy the 

heterogeneous requirements, provid ing one just i f icat ion for an overlay 

network. 
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• Second, overlays may play a role in the dynamic evolut ion of the Inter-

net technology. The very success of the Internet is due to the ubiqui tous 

adopt ion of the end-to-end architecture and IP protocols, which also 

poses a challenge when i t comes to upgrading the Internet 's own basic 

infrastructures. Coordinat ing the updates of al l routers and servers rep-

resents a massive undertaking. Therefore, overlay networks are a feasible 

solut ion. 

• Th i r d , overlay networks present a first experiment to add in new func-

t ional i t ies of current rout ing and architecture design. By incremental ly 

deploying new solutions, we may provide services to those users tha t most 

require enhancements which may not be available yet in the current Inter-

net. Examples include enhanced qual i ty of service (e.g., reduced delays 

f rom better rout ing) or secur i ty/pr ivacy (e.g., onion rou t ing to protect 

ident i ty ) . 

• Final ly, overlays may arise because of conflicts in the interests of different 

Internet entities, reflecting a tussle between and among customers, ser-

vice providers, and policy-makers. For example, rou t ing overlay networks 

seek to improve the route selection process, which may be in confl ict 

w i t h policy-based rout ing implemented by peering ISPs w i t h non-delay-

related considerations. Hence, an overlay tha t tr ies to select the "best" 

route based on global in format ion about l ink delays may violate busi-

ness agreements about traff ic rout ing between ISPs tha t are seeking to 

manage traff ic to minimize intercarrier payments. Related work can be 

found in [23-25 . 
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2.2 Taxonomy of Overlay Networks 

I n th is section, we provide a taxonomy of different types of overlay networks. 

Depending on their functionalit ies, overlay networks can be categorized in to 

three types: Content Delivery Networks (storage and lookup overlays), Rout-

ing Overlays and Security Overlays. Table 2.1 summarizes a l ist of overlay 

networks categorized by their functionali t ies and purposes. We examine the 

propert ies of these overlay networks by their organizations, technical and pol-

icy challenges. Note tha t we do not at tempt to present a detai led descript ion 

of the architecture and its technical implementat ion, bu t rather to offer the 

readers a very rough idea of their common characteristics. 

2.2.1 Routing Overlay Networks 

The first type of overlay networks we are going to examine is Rout ing Overlay 

Networks, which is our p r imary focus in this thesis. A rou t ing overlay network 

is an overlay tha t exists for the purpose of control l ing and mod i fy ing the pa th 

of da ta packets th rough the network. Different f rom content delivery overlays 

and security overlays, the in format ion exchange between two end-points in a 

rou t ing overlay remain the same as what they would have been in the absence of 

the overlay. However, the route through which the data packets are forwarded 

between the two end-points may differ. 

Rou t ing overlay networks are unique among classes of overlay networks 

tha t we discuss in this thesis in tha t they implement some funct ional i ty tha t 

is already provided by the basic Internet infrastructure. I n contrast to other 

classes of overlay networks which provide new functional i t ies, rou t ing overlay 

networks are designed to enhance or “override” the exist ing rou t ing funct ion. 

I t is this overlap, between rout ing in the underlay Internet and rou t ing as 

an overlay funct ion, tha t leads to the most interesting propert ies of rou t ing 

overlays. Furthermore, as the issue of rout ing interactions between overlays 
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Category Functionality & Purpose Example 

Peer-to-Peer File sharing k d is t r ibut ion Napster [26], Gnutel la [3], 
(p2p) (video, mp3s) B i tTor rent 

Content Del ivery Harnessing the power of Akamai , Chord [7], 
Network (CDN) large, d ist r ibuted content Pastry [27], Tapestry [28], 

caching, to reduce access C A N [29], SkipNet [30] 
delays and transport costs 

Rout ing Overlay Reduce rout ing delays, Resilient Overlay 
resilient overlay rout ing, Networks (RON) , 
enhance or replace IP-rout ing, Akamai SureRoute, 
provide new funct ional i ty Tor (onion rout ing) [31], 
or improved services Project IRIS [32] 

Security Overlay Enhance end-user security SOS (Secure Overlay 
and privacy Services) [33], V i r t u a l 

Pr ivate Networks ( V P N ) , 
onion rou t ing (Tor, I2P), 
anonymous content 
storage (Preenet [34], 
Ent ropy [35]) 
censorship resistant 
overlays (Publ ius [36], 
Infranet [37], Tangier [38]) 

Exper imenta l Facil i tate innovation, Planet Lab, 
(research) Overlay implementat ion of new 13 (Indirect Internet 

technologies, experimentat ion Infrastructure) 

Mul t i cas t Overlay Implement end systems End System Mul t icas t [5], 
w i t h mult icast related M b one [39], 6Bone, 
functionali t ies, i.e., T R I A D , I P - N L 
membership management 
and packet repl icat ion 

Others Various Purposes VoIP (Skype) [40], 
Delay Tolerant 
Networks [41] 

Table 2.1: Examples of Overlay Networks 
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themselves is brought to discussion, we are going to see some fundamental yet 

profound impl icat ions tha t require study, which constitutes the mot iva t ion of 

our work in this thesis. 

Underlay Routing in the Internet 

Before proceeding to an in t roduct ion of rout ing overlays, i t is helpful to have 

a brief discussion on the rout ing funct ion performed by the exist ing Internet, 

in order to obta in a clear understanding of why rout ing overlays emerge. 

F i rs t of all, we provide the def ini t ion of "routing"，which is one of the very 

basic funct ional i t ies supported by the Internet. Rout ing, is the determinat ion 

of a pa th between the source and the destination for data transmission, the 

basic funct ion of al l computer networks. I t is t r i v ia l i f there is only one possible 

route between the source and the destination. Any communicat ion must fol low 

th is pa th and otherwise communicat ion fails. However, for any reasonably 

large network, rou t ing is more complicated since there are mul t ip le possible 

paths between any given source-destination. In this sense, rou t ing becomes an 

optimization problem in which the network operators seek to choose an optimal 

path. As we w i l l see, even in a single network, the def in i t ion of "op t imum" is 

not obvious and involves some mixed considerations of ISPs who manage the 

network. 

Prom the ISP's perspective, rout ing becomes a set of d is t r ibuted opt imiza-

t i on problems w i t h different objectives. Since there is no universal cr i ter ia to 

determine which pa th is the best, there is no omniscient observer to choose 

a globally op t ima l path. Instead, the pa th taken by a packet is a result of 

ind iv idua l decisions made by each of the many ISPs tha t combine to fo rm the 

Internet . These rou t ing decisions are dr iven by a number of factors. Chief 

among these are the internal structures of ISPs, which include the operat ional 

cost of a packet f rom when i t arrives at the ISP to when i t leaves, and the 

business agreements between ISPs and its peers, which determine the cost to 
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deliver the packet to the next ISP. These ind iv idual considerations are co-

ordinated under a network protocol known as the Border Gateway Protocol 

(BGP) . General ly speaking, B G P allows each ISP to express expl ic i t ly i ts pol i-

cies for accepting, forwarding and receiving packets. By considering al l these 

policies B G P computes in a d is t r ibuted manner the best pa th along which the 

packet is forwarded. 

However, the obscure def ini t ion of "best" also introduces some diff icult ies. 

The not ion of "best" is not sufficient to fu l ly express the rou t ing task, since best 

is a single dimensional concept while rout ing is a mul t i -d imensional problem. 

T h a t is, rou t ing as a decision co-determined by many ISPs, reflects a variety 

of purposes sought by different ISPs. Among these objectives might be: 

1. The cost of a packet along its path. 

2. Traff ic engineering task performed by ISPs to balance the d is t r ibu t ion 

of t raf f ic along different physical l inks, such tha t the u t i l i za t ion is maxi-

mized or the congestion level is minimized. 

3. Performance, such as available bandwid th or end-to-end delay for some 

traff ic across the ISP. 

Therefore, the rou t ing decision as a result of ind iv idua l opt imizat ions w i t h 

different objectives, may not capture the single not ion of "op t ima l i t y " . 

I n summary, we draw two conclusions about the current IP rou t ing system. 

First ly , the pa th over which data packets are routed is ent irely determined by 

the ISPs, rather than the end-user or specific applications. Secondly, current 

route selection is a result of mixed opt imizat ions towards a mixed objectives of 

cost, delay and operat ional efficiency, rather than any metr ic d i rect ly related 

to appl icat ion performance. Hence, we now t u r n to the concept of rou t ing 

overlay networks. 
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Routing Policies in Routing Overlay Networks 

As previously stated, the basic funct ional i ty of a rout ing overlay network is to 

override the rou t ing funct ion already implemented by the Internet infrastruc-

ture. We i l lustrate the mechanism of overlay rout ing using a simple example 

depicted in Figure 2.2. Before proceeding to the in t roduct ion of overlay rout-

ing, we start w i t h a brief overview of the impact of ISP policies on how packets 

are routed through ISPs. 

, end point A transit ^ v 

peering ( AS 1 、 ) 
link ^ y 

end point C 

發 參 
overlay node B \ / 

~ © 

Figure 2.2: Example of overlay rout ing 

The Internet is comprised of mul t ip le autonomous systems (ASes) or ISPs 

as we referred to above. Generally speaking, each AS is control led by an 

independent commercial entity. The connect iv i ty between ASes generally cor-

responds to one of the two relationships: t ransi t and peering. For instance, i f 

there is a t rans i t relat ionship between AS 1 and AS 2，then packets destined for 

nodes in AS 1 can be routed through AS 2，and vice versa. These routes are 

publ ic ly advertised, and often these globally advertised t ransi t relationships 
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involve some financial compensation. On the other hand, i f AS 2 and AS 5 

have a peering relat ionship, then customers of AS 2 and AS 5 can reach each 

other th rough the peering l ink at no charge. However, these peering l inks are 

not publ ic ly advertised, and are generally considered confidential. As a result, 

other ASes cannot route their packets destined for AS 5 through AS 2, and 

destined for AS 2 through AS 5 as well. As only customers of AS 2 and AS 

5 can send packets through this peering l ink, this peering relat ionship is often 

agreed upon by the two parties and is reciprocal to both. 

Transi t routes are advertised by the Border Gateway Protocol (BGP) , 

which allows ISPs to exchange information. Consequently, an AS can find 

the next hop for a packet destined for a remote AS w i t h which there is no 

t rans i t or peering relationship. As we have discussed, B G P cannot guarantee 

to find an op t ima l path. As shown in Figure 2.2，a packet going f rom AS 1 to 

AS 5 needs to traverse through AS 2, AS 3 and AS 4，if i t follows the route 

advertised by BGP. 

Now suppose the end-points A and C, si tuated w i t h i n AS 1 and AS 5 respec-

t ively, par t ic ipate in an overlay rout ing network. W i t h o u t loss of generality, 

each end-point can be seen simply as a PC w i t h software instal led associated 

w i t h the overlay, or w i t h some abuse of term, might be a corporate, govern-

ment or universi ty locat ion where a server runs software associated w i t h the 

overlay on behalf of users w i t h i n the location. Suppose the overlay has a node 

B in AS 2, and, though not relevant for the example presented here, might also 

have nodes in other ASes as well. Therefore, i f the packet is first sent f rom A 

to B, then i t could be sent f rom B to C by tak ing the advantage of the peer-

ing relat ionship between B and C. This indicates tha t using appl icat ion level 

intermediate nodes could provide a transmission w i t h a more efficient path. 

However, the mot ivat ion for rout ing overlay networks is not s imply cir-

cumvent ing the f inancial relationships of ISPs. In par t icu lar , th rough some 

measurements, i f endpoint A is aware of the current performance parameters, 
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such as loss and latency, of the BGP-based route and the overlay route, i t may 

choose either of the routes depending on the achieved performance. Further, 

i t might swi tch back and forth, using each route for a per iod of t ime when i t 

is preferable. As previously stated, the BGP protocol is bu i l t f rom the ground 

up to be h ighly scalable and applies some policy constraints, however, i t does 

not necessarily result in opt imal paths. Addi t ional ly , the B G P rout ing proto-

col does not probe paths for performance so i t is unable to detect and route 

around congested links. Recent studies in [42,43] have documented these char-

acteristics. Furthermore, studies in [44] discovered tha t due to implementat ion 

issues and ambigui ty w i t h the protocol, the convergence t ime for B G P rout ing 

tables to stabil ize after a l ink or other failure is on the order of many minutes. 

I n add i t ion to the problems w i t h BGP, some rising incidence of major rou t ing 

pathologies and path outages is documented in [43]. Consequently, end-to-end 

rou t ing mechanisms neither guarantee the best path between end hosts, nor do 

they recover quickly f rom l ink failures. A l l these factors const i tute the reason 

for the rise of rou t ing overlay networks. 

Technical Implications of Routing Overlays 

Ear ly research on rout ing overlays focused on their ab i l i ty to improve appli-

cat ion performance by selecting a higher-qual i ty pa th th rough the network 

t han what is selected by the BGP protocol. Exper imenta l results reported 

by a number of researchers have demonstrated this capabi l i ty i n practice. 

W i t h overlay rout ing, end-users can potent ia l ly a t ta in lower latency, lower 

loss, higher th roughput and increased availabil i ty. In part icular , the meri ts of 

rou t ing overlays can be shown in the fol lowing aspects: 

• The route selection in an overlay network is intr insical ly tuned to the 

specific needs of different applications, rather than rely ing on the generic 

route chosen by BGP. Th is property is essential since in most of the cases, 
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the generic route is not opt imized in terms of appl icat ion performance. 

• Overlay rou t ing is able to ful ly ut i l ize the avai labi l i ty of network re-

sources, selecting non-default routes w i t h low load, hence achieving min-

ima l congestion delay. 

• Overlay rou t ing is able to respond quickly to the failures in the net-

work by choosing alternative funct ioning paths. Th is greatly improve 

the robustness of the system. 

• Overlays can "work around" the effects of ISP load management and 

traff ic engineering, but at the same t ime, ignore and violate pol icy con-

straints. 

Though the meri ts of rout ing overlays seem appealing, i t is s t i l l too early 

to widely deploy them before we obtain a clear understanding of the negative 

technical effects coming along. To be precise, these effects are due to the unco-

ord inated contro l of rout ing by many different entities act ing an opt imizat ion 

process independently. Among these effects are: 

• F i rst of all, severe performance degradation can occur i f several overlays 

simultaneously shift their traff ic f rom highly loaded pa th to a pa th w i t h 

lower load. Since these activit ies are not coordinated, one possible effect 

wou ld be to over-shit traff ic, which results in congestion in the newly 

selected path. Wha t ' s worse, this effect continues and al l overlays end 

up in route oscil lation, which severely undermines the system stabi l i ty. 

Some recent studies on this issue were documented in [45-47 . 

• A second negative effect which is even more severe results f rom the inter-

act ion between overlay rout ing and traff ic engineering performed by the 

under ly ing ISP. Studies in [48] suggest tha t sustained osci l lat ion can oc-

cur i f bo th layer respond to a d isrupt ion simultaneously, especially when 

the volume of overlay traff ic is considerable. 
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• The t h i r d impor tan t yet not well addressed effect is due to the interact ion 

between mul t ip le co-existing overlay networks, which is the topic we are 

going to discuss in the remaining of the thesis. We show tha t some serious 

anomalies regrading the performance degradation and fairness paradox 

may continue to exist in an inefficient rout ing equi l ibr ium. 

Therefore, should rout ing overlays become widely deployed, i t is essential for 

researchers to look into these problems and mit igate the negative effects w i t h 

addi t ional mechanism, such tha t we can achieve a coordinat ion of the actions 

taken by mul t ip le overlapping overlays. In a later chapter, we are going to show 

tha t our a t tempt to employ a pr ic ing mechanism is a promising approach. 

Implications of Routing Overlays on the Interests of ISPs 

Imp l i c i t w i t h i n the not ion of appl icat ion rout ing overlays is tha t control of 

the route selection is, at least to some extent, wrested away f rom the network 

operators and shif ted to the end user. This loss of control over a basic funct ion 

of network operators presents strong implicat ions for the interests of the ISPs. 

We are going to explore these impl icat ions using the same example il lus-

t ra ted in Figure 2.2. Suppose for any given dest inat ion in AS 5，AS 1 has 

chosen a B G P pa th v ia AS 2，AS 3 and AS 4. However, the end user A , who 

decides to use the overlay pa th between AS 2 and AS 5, has effectively over-

r idden the ISP's decision. I f the volume of overlay traff ic is appreciable, i.e., 

many overlay users decide to uti l ize the overlay pa th and traff ic is aggregated, 

the effect could be detr imenta l to ISPs for a number of reasons: 

• F i rst of all, overlay rout ing to a large extent shifts the traff ic demand 

among different ISPs, which has an intense impact on the economic con-

siderations of ISPs. To be concrete, AS 2 and AS 5 sign up a peering 

relat ionship for some commercial reasons, for instance, the volume of 

traf f ic f rom AS 2 to AS 5 and tha t in the reverse direct ion is somehow 
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similar. However, the existence of an overlay pa th f rom AS 2 to AS 5 

great ly increases the traff ic volume in this direction, which breaks the 

balance of traff ic flows in two directions. One immediate effect is the in-

creased cost and traff ic load on AS 2 (increased traff ic demand because 

of a free peering l ink) . AS 3 and AS 4’ whose revenue are decreased, are 

also under the negative effects of overlay rout ing. 

• Prom another perspective, AS 2 may make its choice based on some 

traff ic engineering considerations. For example, to balance load on its 

l inks, (to achieve max imum efficiency and m in imum congestion cost), 

AS 2 may appor t ion traff ic between AS 3 and AS 5 based on histor ical 

t raf f ic volumes. I n this case, the benefit to some users of the overlay w i l l 

be compensated for by a degradation of service to other users, and a loss 

of overall efficiency for the ISP. As the ISP tries to rebalance its traff ic, 

an adverse cycle is l ikely to begin. 

Prom th is example we see that this interesting problem is due to the chang-

ing relat ionship between ISPs are their customers. Rout ing overlays change 

this relat ionship by giv ing the end users an input into the rou t ing decision. 

As long as ISPs reta in complete control over rout ing decisions w i t h i n the net-

work, these interactions w i l l occur. To date, however, there is no coordinated 

way to resolve conf l ict ing objectives between various parties. I t is th is lack of 

coord inat ion tha t leads to many of the negative effects tha t overlays br ing to 

us. 

2.2.2 Content Delivery Networks (CDNs) 

The second type of overlay networks we are going to examine is Content Del iv-

ery (D is t r ibu t ion) Networks (CDNs). Content Delivery Networks are overlays 

dynamica l ly cache content and services at d is t r ibuted locations throughout the 

Internet. They are interesting overlays to examine because they represent a 
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large share of the overlay traff ic on the Internet today and in the future, and 

are associated w i t h commercial offerings f rom Akamai. 

CDNs are technologically fair ly straightforward. A C D N consists of a col-

lect ion of non-or ig in servers that a t tempt to offload work f rom or ig in servers 

by del ivering content on their behalf. The servers belonging to a C D N may be 

located at the same site as the origin server, or at different locations around 

the Internet, w i t h some or al l of the origin server's content cached or repli-

cated amongst the C D N servers. For each appl icat ion request for contents, the 

C D N at tempts to locate a C D N server close to the client to server the request, 

where the not ion of "close" may involve geographical, topological, or latency 

considerations. W i t h content d ist r ibut ion, the or igin servers have control over 

the content and can make separate arrangements w i t h servers tha t d is t r ibute 

content on their behalf. CDNs are overlays because the IP layer is responsible 

for del ivering the packet to the appropriate destination bu t the decision about 

the source of packets is made at the appl icat ion layer by the redirector, and 

not the or ig inal requestor. 

As we are going to explain below, CDNs emerged because of an unmet need 

of end-hosts for lower latency access and delivery of content, as well as a desire 

to reduce the t ransport costs of content and Internet service providers. A t 

a technical ly level CDNs consist of caches of content and services d is t r ibuted 

across the Internet. Figure 2.3 i l lustrates the architecture of a typ ica l content 

d is t r ibu t ion network. These caches contain copies of content and services re-

t r ieved either on-request or proactively f rom publishers and providers. The 

core of a C D N is the method by which requests and contents are routed and 

redirected in the overlays to accomplish the load balancing. There are two 

basic approaches to accomplish rout ing and redirect ion in d is t r ibuted CDNs: 

DNS and U R L rewr i t ing, and h t tp redirection. I n balancing the request and 

content load, CDNs opt imize different cr i ter ia inc luding technical measures 
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such as response t ime and server loads and economic measures such as band-

w i d t h costs. A detai led description of these techniques are out of scope of th is 

thesis and interested readers can refer to [49-52 . 
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Figure 2.3: A n i l lust rat ion of content delivery networks 

Wh i l e technical ly straightforward, the impact of C D N overlays raises many 

interest ing questions as CDNs evolve and grow. Unl ike rout ing overlays which 

do not alter the communicat ion pair addresses (source/destination), a C D N 

dynamica l ly changes the communicat ion pair by redirect ing communicat ions 

to different destinations. Thus, the C D N may be seen as an overlay infrastruc-

ture on top of the IP layer tha t supports mul t ip le applications. Fundamental ly, 

CDNs change the patterns of traff ic on the Internet and more contents and 

services can be accessed locally, so they have a clear technical impact. Because 

traf f ic pat terns also determine the money flows between providers, CDNs inf lu-

ence the commercial relationships on the Internet, which in tu rn , gives rise to 

pol icy impl icat ions. Wha t ' s more, the growth of CDNs also has impl icat ions 
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for capacity p lanning and where infrastructure investment is l ikely to occur. 

Hence, in the future, the evolut ion of CDNs may contr ibute to the creation of 

a two-class Internet, one tha t is high qual i ty for commercial content, and on 

tha t is lower qual i ty for non-commercial user-centric content. 

2.2.3 Security Overlay Networks 

The final class of overlay networks we examine are those we characterize as 

"security overlays". There are a variety of in format ion security tha t these over-

lays seek to offer, which include communicat ion protect ion [53], user or server 

anonymi ty [31,34], censorship resistance for online content [37,38] and denia-

b i l i t y of knowledge of traff ic [34] or content [36]. In many ways there security 

overlay networks resemble content d is t r ibut ion and rout ing overlay networks. 

However, they change the rout ing and caching behaviors of in format ion on 

the Internet. The most salient difference is that instead of opt imiz ing rou t ing 

performance or communicat ion costs, security overlays a im to enhance some 

aspect of end-user security. Some provide secret communicat ion or anonymity 

for end users, whi le others make contents robust against at tempts to remove 

i t f rom the Internet and enable users to establish legal deniabi l i ty of traff ic 

or content ownership. Though the emergence of th is type of overlays tend to 

increase the opaqueness of the Internet, they are well deserved to improve the 

user security significantly. In the following, we are going to present a very 

br ief in t roduc t ion of the mechanisms of security overlays. Note tha t we do not 

provide an exhaustive survey of this class of overlays, bu t provide a descriptive 

examinat ion of each category instead. For those readers who are interested in 

th is class of overlays, please refer to [54,55 . 

The most popular type of overlay networks tha t provide a security prop-

er ty is the V i r t u a l Private Network (VPN) . VPNs provide encrypted tunnels 

between points in the network, extending the connect iv i ty between networks 
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across mul t ip le geographic domains or between one's desktop computer in the 

office and a t ravel l ing laptop. Since the topics on VPNs have been well stud-

ied [56], we do not a t tempt to ment ion them further. The fol lowing l ist sum-

marizes some examples of recently prominent security overlays: 

• Onion Routing Overlays: This type of overlays enables anonymous com-

municat ion over the Internet. Tor [31] and I2P [57] are current examples. 

• Anonymous Content Storage and Retrieval Overlays: These overlays re-

veal the ident i ty of authors, publishers and content providers when they 

store, query or download contents f rom the Internet. Examples include 

Preenet [34] and Entropy [35] projects. 

• Censorship Resistance Overlays: This category of overlays seek to make 

i t very di f f icul t for those powerful adversaries to remove content or pol-

lute the overlay networks w i t h distract ing contents. Examples include 

Publ ius [36], Infranet [37] and Tangier [38 . 

As one common characteristic of the above introduced security overlay net-

works is to harness the d ist r ibut ive power employed by the overlay technology, 

they are no different f rom content delivery overlays or rout ing overlays f rom 

a perspective of " tunnel l ing" architecture. Furthermore, we should also look 

in to how these security overlays provide special functional i t ies to achieve user 

protect ion. To elaborate, we analyze the fol lowing three perspectives: how to 

provide anonymity, censorship resistance and deniability. 

One of the main focuses of security overlays is to provide anonymi ty for 

users, i.e., h id ing the ident i ty of part ic ipants such tha t they are unrecogniz-

able amongst the community. One mot ivat ion stems f rom the users' desire 

to conceal their real network locat ion ( IP addresses). Among other reasons 

are the users' wishes to remain anonymous when they download or upload 

contents f rom the servers. Prom a technical perspective, the anonymi ty is ac-

complished th rough the use of encrypt ion and tunnel l ing th rough the network, 
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assisted w i t h proxies tha t re-address the forwarded packets. Take the case of 

onion rou t ing for example. Figure 2.4 depicts an onion-routed overlay network, 

Tor, which enables a source to encrypt his communicat ion and tunnel traff ic 

th rough mul t ip le relaying nodes in the overly un t i l f inal ly communicat ion is 

established w i t h a end host on the Internet. In general, onion-rout ing networks 

are generic t ranspor t or network layer overlays capable of provid ing anonymity 

to any appl icat ion. On the same while, an anonymous content and retr ieval 

overlay network operates in a sl ightly different way, where interested readers 

can refer to Preenet [34 . 

The second class of funct ional i ty that security overlays provide is censor-

ship resistance, which is designed to resist the at tempts to remove, or make 

inaccessible, certain types of content on the Internet. The architecture for 

censorship resistance can be achieved in many different ways, the above stated 

anonymi ty mechanisms is one possible solution, which makes i t d i f f icul t to 

locate the actual providers or users downloading contents. Another general 

strategy to avoid censorship is to automat ical ly cache content at many differ-

ent locations on the Internet. For instance, the Chord File System [58] caches 

file contents at d is t r ibut ive locations. 

The f inal property tha t a typ ical security overlay network possesses is de-

niabi l i ty , which is the abi l i ty to disclaim connection w i t h or responsibi l i ty for 

either stored content or communications. Deniabi l i ty of stored content is often 

accomplished by al lowing nodes in a d is t r ibuted overlay to store encrypted files 

bu t not the decrypt ion keys. Each node can thus plausibly assert tha t they are 

not aware of the content of the files on their systems. Examples of th is type 

include Publ ius [36] and PAST [59] systems. This property also results in cen-

sorship resistance since ind iv idual nodes are unable to choose which contents 

they can cache. 
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Chapter 3 

Mathematical Models for 
Overlay Routing 

We begin th is section by formal ly defining the physical network and various 

co-exist ing overlays. We introduce the “overlay optimal routing” po l icy and 

formula te i t as a constrained convex opt imizat ion problem. We use an example 

to i l lus t ra te th is f o rm of appl icat ion layer rou t ing pol icy and state some of i ts 

i m p o r t a n t propert ies. 

3.1 Formulation of Routing in Overlay Net-

works 

Consider a physical network w i t h a set J of resources, wh ich denotes a set 

of physical l inks. For each l ink j G J^ let Cj represent i ts f in i te capacity 

( the un i t is bps). The number of l inks in the network is f in i te such tha t 

J\ = m . Let a route r be a non-empty subset of 3、and denote by TZ the set 

of a l l possible routes of the physical network. Since J is finite, the number of 

possible routes is also f ini te, say, [R\ = q. We use A to represent an m x q 

m a t r i x w i t h Ajr = 1 i f e r , wh ich indicates tha t l ink j lies on the route r , 

and Ajr = 0 otherwise. Thus, the ma t r i x A defines a 0—1 l ink- route indicator 

m a t r i x ( A j r , j e J,r e TZ). 

32 
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A n overlay network is a connected subgraph of the under ly ing physical 

network which consists of a set of logical nodes and logical l inks. A logical 

pa th is interpreted as a set of logical l inks, each of which may consist of one 

or more physical l inks. The logical topology of the overlay network heavily 

depends on how th is overlay is organized. W i t h proper translat ion, we can map 

every logical pa th to a set of corresponding physical l inks. Thus, the rout ing 

ma t r i x for overlay s can be simi lar ly defined as • ) ’ which is a sub-matr ix 

of A. We allow mul t ip le overlays to co-exist on top of a physical network 

and these overlays may share some of the physical resources in J. W i t h i n 

an overlay, there can be “multiple” source-sink pairs and each source-sink is 

associated w i t h a traff ic flow / , which has a constant traff ic demand of Xf 

(uni ts is bps). Though the overlay's traff ic demand may be t ime-varying, we 

focus on a stat ic underlay environment and non-t ime-varying overlay traff ic, to 

capture the essential properties and implicat ions due to overlay interactions of 

a less dynamic environment. For ease of presentation, we use the te rm flow, or 

source-sink interchangeably to denote a part icular traff ic transmission w i t h i n 

an overlay. 

Let A/" be a f in i te set (w i th |A/"| = n) representing al l overlays on top of a 

physical network. Suppose tha t for each overlay s G A/", there is a f ini te set 

J^s of source-sink pairs. For each flow / G there is a set I Z j of different 

paths (may not be disjoint) tha t can be used by flow f to deliver in format ion 

f rom its source to its sink, where Tl f is a non-empty subset of al l possible 

paths 1Z in the physical network. Hence, IZf contains al l possible paths for 

flow f f rom its source to its sink. Let H be an J^seM x Q ma t r i x and 

Hfr = 1 if r e 7Zf {f e Ts.s e Af,r e IZ) such tha t route r serves flow f 

in overlay s, and Hfr = 0 otherwise. Here H defines a 0—1 indicator ma t r i x 

H = (Hfr, f G J^s、T G IV), specifying al l possible routes tha t can be used by 

flow f in the overlay s. 

A n overlay can control the rout ing of al l flows w i t h i n i ts overlay network 
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via an appl icat ion rout ing policy. To achieve this, source nodes of an overlay 

network may choose to split and assign their traff ic onto different paths so 

tha t the weighted average delay of the whole overlay network can be min i -

mized. Note tha t this is different f rom the t rad i t ional overlay rout ing, because 

normal ly a source node in an overlay merely chooses a current ly best pa th 

f rom a set of available paths, i.e. m in imum end-to-end delay, assigning all 

i ts traff ic along th is path. Generally such flow al location is not opt imal in 

terms of the overlay's average performance. For each flow f in the overlay s, 

there is a t raf f ic demand x / ( in terms of bps) assigned to the corresponding 

source-sink pair. The overlay needs to decide, for al l i ts flows, how to assign 

traff ic to every possible path r E IZj so as to optimize its desired perfor-

mance. Therefore, each flow f in the overlay 5 has a rout ing decision vector 

一 / ) = ( 2 / i ' " ) , ; ? 4 ' ’ 乃’名 I)) 丁，where yi''^^ is the amount of traff ic along 

pa th k for flow f in overlay s, and Vk'^^ = xj where is the to ta l 

number of paths available for the flow f . For compactness of presentation, one 

can rewr i te the rou t ing decision for overlay s as a concatenation of the flow 

vectors of al l i ts source-sink pairs: ？ / ⑷ = . . . ,2/(s，^̂ iai)). 

We say tha t a flow pat tern of vector y = (y⑷ , s G A/") 二 (？/⑴，2/⑵,...’ 

supports t raff ic rate x = {xf,f € G Af)^ i f Hy = x. I n other words, 

summing the rate 仏 on al l routes r that serve flow f equals the overall t raff ic 

demand Xf. We call a flow pat tern feasible i f for y 二 ( j j r , r G 7^), y > 0 

and Ay < C , where C = [Cj,j G J). I n other words, the aggregate rate of 

t raf f ic tha t traverses l ink j is no more than the capacity Cj of l ink j . Table 3.1 

i l lustrates the nota t ion we use in defining the physical and overlay networks. 

3.2 Optimal Overlay Routing Policy 

Let d j { l j ) denote the delay funct ion for physical l ink j G 3、where Ij is the 

aggregate rate of t raf f ic tha t traverses l ink j. I n this work, we only assume tha t 
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J ： a set of l ink resources for the physical network w i t h \ J\ = m. 
Cj : the f in i te capacity of resource j G J. 
TZ : the set of al l possible routes of the physical network w i t h [R\ = q. 
Ajr： an indicator of whether l ink j E J is part of route r E IZ. A is 

an mxq l ink-route indicator matr ix . 
A f : a set of overlay networks w i t h |A/"| = n. 
Ts ： a set of flows in overlay s wherein each flow is represented by a 

source-sink pair and s e J\f. 
7if： a set of d ist inct paths that can be used by flow f wherein / G Ts-
Hfr ： an indicator to show whether the flow f in overlay s overlay s 

if e Ts) uses the route r e K, or whether r G IZf. Note tha t H 
is an YlseJ\r l-^sl x q matr ix . 

Xf : t raf f ic demand for flow f in the overlay 5, f eTs, seAf. 

y、:J、： amount of traff ic that flow / in overlay s assigns to pa th k, wherein 
i < k < \ n f l f e T s , s e J \ f 8 . n d e S As，n = Xf. 

y、s’n ： the flow vector of f in overlay 5, which is 
？/s’/) (s,f)Y 

yyi ,V2 ,…,y\nf\ 乂 . 

2/⑷： the flow vector for al l flows in overlay 5, which is 
(y(s,h),y(s，f2),...,y(s，f\:rsOy 

y : the flow vector for the whole physical network, which is 
(2/⑴ ’ y⑵，… , 2 / ⑷ ) . 

乃： an m X \TZf \ rout ing mat r i x for flow f in overlay s. 
A ⑷ : the rou t ing mat r i x for al l flows in overlay s, which is 

( • / I )，辦 )， . .•，A ( s ’ W ) . 
A : the rou t ing mat r i x for al l overlays in the physical network, which 

is ( y l d U ⑵ … ’ 巧 

Table 3.1: Notat ions used to represent physical and overlay networks 
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the delay funct ion is continuous, non-decreasing, and convex. Note tha t this 

is a m i l d assumption since i t allows us to model l inks w i t h a f ixed propagat ion 

delay, or l inks delay represented by general queueing delay models. The end-

to-end delay of a route is the sum of delays on all physical l inks tha t comprise 

this route. For a part icular overlay s G A/‘, the weighted average delay is 

delay、s、= ^ ^ ^ Y A ' ' 、 . (3.1) 

Lf仏 f feJ^s ke-JZf 

where D\P = J2jek ^ A h ) is the end-to-end delay of pa th k for flow f . Let 

L = ( / i , I 2 , . . . , lm)T denote a traff ic rate vector for al l physical l inks in the 

network. We define a delay funct ion T>(L) : R"^ — R饥,where for each rate 

vector L , th is funct ion returns a delay vector for al l physical l inks: 

^{L) = ( d i ( / i ) , . . . ， d j { l j ) , . . . ’ dm{lm)f, j e j (3.2) 

where L =〔“山,…，Ij,…’ UnY、 j G J . 

Let be an m X \1Zf \ rout ing mat r i x for the flow f in the overlay 5, of 

which the def in i t ion is similar to that of A. Therefore, is the par t ia l ma-

t r i x of A ⑷ . F o r ease of presentation, we rewri te A ⑷ = ( ^ ( ^ . / i ) , . . . ’ A M ^ . i ) ) , 

and A = ( 乂 ⑴ ， A ⑵ ， . . . ， W i t h these notations, one immediately obtains 

the fo l lowing result of representing the traff ic rate vector: 

L = A(s ’/Vs，/) = ^ A ⑷ 2 / ⑷ = A y . (3.3) 

seN feJ^s seM 

The weighted average delay for an overlay s can be expressed in a compact 

fo rm as: 

d e l a y ⑷ ( 2 / ⑷ ; ^ — — " ⑷ 丁 [ A ⑷了P ⑷ . 

^feJ's 工f L 」 

= • 1 . y ⑷T V O ) (3.4) 

where y is a feasible flow pat tern of vector (y。r G 尺）=(y⑴，…，？/⑷,..., 

and y、_s、denotes the vector of traff ic flows in other overlays except the overlay 
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s. Note tha t x / is a fixed traff ic demand, which can be treated as a constant 

and w i l l not affect the opt imizat ion procedure that we w i l l carry out in later 

sub-section. Therefore, the first factor in Eq.(3.4) is generally not considered 

when one obta in the opt imal routes. 

Final ly, the problem of obtaining the opt imal overlay routes for overlay s 

can be expressed as a constrained opt imizat ion problem tha t represents the 

interact ion w i t h other overlays in the network. Mathemat ical ly, we have: 

O V E R L A Y � ( 2 / � ; A H, C, x, : (3.5) 

Minimize ⑷了 V 叫 (3.6) 
i 

s. t . for V / 6 j y : , 。 = :r f , 
k=i 

(3.7) 

For this opt imizat ion problem, overlay s considers other overlays' rou t ing deci-

sions as fixed when i t makes the rout ing decision 2/⑷ by solving the above 

opt im iza t ion problem. Note that the objective funct ion of this opt imizat ion 

problem is continuous, differentiable and convex. Since the feasible region de-

fined by constraints in the opt imizat ion problem of Eq. (3.5) is convex and 

compact, the op t ima l value and the minimizer can be found by the Lagrangian 

method. Purtherinore, an alternative solution is to apply the marginal cost flow 

approach [11] discussed shortly. 

3.3 Illustration of Overlay Routing Policy 

To i l lust rate the concept and various notations, let us consider the physical (or 

under ly ing) network depicted in Figure 3.1(a). The physical network consists 

of 12 physical nodes and a set of physical l inks. There are two co-existing 

overlay networks above the physical network, in which overlay 1 has two source-

sinks whi le overlay 2 has one single source-sink pair. Each overlay is a logical 
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network consisting of a set of physical nodes and logical l inks. I n general, 

the topology of an overlay network depends on how the overlay is organized 

and Figure 3.1(b) shows one possibi l i ty of the logical topologies. Note tha t a 

physical node can also belong to mul t ip le overlays, i.e., node C, I belong to 

bo th overlays. Every logical l ink is interpreted as a physical route between 

two neighbor overlay nodes, which is determined by the under ly ing IP level 

rout ing, i.e., the shortest path rout ing algor i thm. The logical l ink to physical 

pa th mappings are depicted in Figure 3.1(b). 

For each source node in bo th overlays, there is a set of available logical 

paths to the corresponding sink. Tables in Figure 3.1(b) l ist the set of available 

paths for each source-sink pair in each overlay. The rout ing decision vector 

• ⑷ ’ s = 1, 2, assigns a nonnegative amount of traff ic to each of these available 

paths such tha t the sum of the amount of flow over al l paths is equal to the 

traff ic demand of the flow. In this example, the traff ic demand of each flow is 

1 un i t . Later , we w i l l show in Chapter 5 the traff ic rate assignment for these 

two overlays under three different rout ing policies: user selfish rout ing, overlay 

op t ima l rou t ing and global op t ima l rout ing. 

Note tha t these overlays interact w i t h each other due to the fact tha t the 

logical paths in different overlays have overlapping physical l inks. For example, 

the logical pa th AF-FD, KF-FL in overlay 1 and GE-EJ in overlay 2 has 

the common physical l ink EF. Similar s i tuat ion occurs for l ink BC, CD, HI, 

. . . e t c . As we w i l l discuss later, since one overlay's rout ing decision depends 

on the rou t ing decision of other overlays, there w i l l be inevitable interact ion 

between the rou t ing behaviors of different overlays. A n interesting question 

is whether th is interact ion w i l l create network rout ing instabi l i ty. We address 

this issue in the fol lowing section. 
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F igure 3.1: (a) A physical network w i t h two co-existing overlays, (b) T w o 
overlays and thei r rou t ing decisions. Overlay 1 has two flows whi le overlay 2 
has one flow. Each flow has one un i t of t raff ic 
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Overlay Routing Game 

4.1 Strategic Nash Routing Game 

Since a l l overlays opt imize their own objectives over t ime, the in teract ion be-

tween overlays can be understood as an i terat ive process. For example, in the 

f i rst round, there is some traf f ic transmission for the source-sink pair i n overlay 

1. T h e end user of overlay 1 determines the rou t ing among al l available logical 

paths based on current network condi t ion, which consists of t raf f ic f rom other 

overlays in the under ly ing network. By opt imiz ing the object ive func t ion in 

Eq. (3.6), the average delay in overlay 1 is minimized. I n the second round, 

overlay 2 determines the rou t ing among i ts available paths so t ha t the average 

delay is min imized. The rou t ing decision is based on current network cond i t ion 

caused by the under ly ing traf f ic, as wel l as traf f ic f rom other overlays, includ-

ing overlay 1. Note tha t a l though for overlay 2, the current flow al locat ion is 

op t ima l , i t is no longer op t ima l for overlay 1 because of the rou t i ng decision 

made by overlay 2. Thus, overlay 1 needs to adapt ively re-assign traf f ic to en-

sure the op t ima l i t y of i ts performance. A f te r some t ime, overlay 2 observes a 

performance degradat ion and re-assigns i ts t raf f ic accordingly. Th is i l lustrates 

the in terac t ion among the two overlays. I n general, the in teract ion can be 

qu i te involved since there can be many overlays on top of a physical network. 

A t the same t ime, t raf f ic flows may begin or terminate at any t ime. Therefore, 

40 
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i t is interest ing to find out whether this form of interact ion w i l l converge to a 

stable po in t , and i f i t converges, what is the rate of convergence. 

Figure 4.1 i l lustrates how co-existing overlays interact w i t h each other. 

Each overlay periodical ly probes al l possible logical paths w i t h i n its overlay, 

and reallocates traff ic among all paths to optimize its performance. We call the 

traff ic al locat ion which optimizes the average delay in overlay s the optimizer 

for overlay s. A t a part icular t ime, each overlay optimizer consisting of flows 

on its logical paths since last rout ing update, as well as flows of the underly-

ing traff ic on physical l inks, consti tute the input for the rout ing opt imizat ion 

problem for an overlay at the next round of rout ing update. 

Aggregate traffic on physical links 

• • • • • • 

• • • Delay of logical Routing decision on • • • 
• • paths in overlay 1 f \ logical paths in overlay 1 •令 

• • Delay of logical Routing d e c i s i o n ^ • • 

. . / paths in overlay "I 广 X logical paths in oveiW 2 • • 
/ Overlay 2 \ ,, 

i 二 Yg ^ ^ ^ = 工 c ： 

\ Routing Underlay n n i 
\ - / Underlay 

\ : / (non-overlay) 
N. y / traffic 

^ Overlay n ) 
Delay of logical \ J Routing decision on 
paths in overlay n ^ ^ logical paths in overlay n 

Figure 4.1: In teract ion between co-existing overlays performing overlay opt i-
ma l rou t ing simultaneously. 

Since mul t ip le overlays co-exist on the same physical network, they can 

share some common physical l inks and/or nodes. Therefore, the opt imizat ion 
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process of different overlays is not isolated. Namely, a change of routes by one 

overlay w i l l s t imulate rout ing updates in other overlays, which turns back to 

affect the rou t ing decision of the first overlay again. In here, we show tha t 

even when ind iv idua l overlay performs overlay opt imal rout ing, the network 

can reach a stable equi l ibr ium point (be immune f rom rout ing instabi l i ty) . 

Based on the mathemat ical formulat ion in Chapter 3, one can model the in-

teract ion between mul t ip le co-existing overlays as a Nash rout ing game. First , 

a f in i te set of players M consists of al l overlays, where N = { 1 , 2 , . . . , n}. 

Second, the strategy tha t an overlay can take is a vector of flow among al l 

available paths, where each component of the vector is nonnegative and sat-

isfies the transmission demand. Further, the rate vector should satisfy the 

capacity constraint of each l ink. Formally, the set of action profiles for overlay 

s is: 

Ts = { y � I y⑷ e (Hy)s = X,, Ay < C} (4.1) 
where M+ denotes the set of nonnegative real numbers and Vg = J^/eTs I 兄 / . 

U y = (2/(1), 2/(2),. . . , 2/(s)，..., 丁 satisfies the above constraint, then i t is a 

feasible strategy profile. Furthermore, we define a preference relat ion ^ ^ for 

player s. For any two feasible strategy profiles y and ？/', we say y ^^ y' (player 

s prefers strategy profi le y to y') i f delay⑷(y) < delay⑷(2/)，where delay⑷(y) 

is the average delay for overlay s as defined by Eq. (3.1). Thus i t is equivalent 

to define the payoff funct ion for player s as the negative of delay 

We formulate the interact ion between co-existing overlays as an n-player 

non-cooperative strategic game, which we call the overlay optimal routing 

game: ^overlay(A/‘, ( r ^ ) , (ts)〉- We have the fol lowing def ini t ion of Nash Equi-

librium for th is overlay rout ing game Goveriay 

Definition 4.1 A feasible strategy profile y* e Ti x ... x Tn, 

y* = ( 2 / * ( i)， . . .， . . .，y * ( … )丁 is called a Nash equi l ibr ium if for every player 

s G TV, delay(s)(y*(i) ’ . •. ’ ...，？/*(打))is less than or equal to 
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delay⑷（2/*(i),..., y ' ⑷ , . . . , f o r any other feasible strategy profile y'、s、. 

The analysis of th is strategic rout ing game is based on a discrete t ime model, 

tha t is, each overlay calculates its opt imal strategy at its own update frequen-

cies. We assume one overlay has sufficient t ime to complete this opt imizat ion 

before other overlays begin their opt imizat ion processes. 

4.2 Stable Property of Overlay Optimal Rout-

ing 

We now show tha t the overlay rout ing game Goveriay(A/^, (Fg),(么J〉possesses 

a Nash equ i l ib r ium for a general network sett ing as long as the delay funct ion 

for each physical l ink is continuous, non-decreasing and st r ic t ly convex. 

L e m m a 4 .2 A strategic game {J\f, (Pg), has a Nash equi l ibr ium i f for al l 

players s E Af tha t (1) the set Ts of action profiles for player s is a nonempty 

compact convex subset of a Euclidean space and, (2) the preference relat ion 

^ ^ is (a) continuous and (b) quasi-concave on I V 

Proof: Note tha t Lemma 4.2 provides a standard approach to prove the ex-

istence of Nash equi l ibr ium in a strategic game. For detailed proof of lemma 

4.2，readers can refer to [60]. • 

L e m m a 4 .3 I n the overlay opt imal rout ing game Goveriay(A/‘, (P^), fcJ〉’ the 

set Fg of act ion profiles for overlay s is a nonempty compact convex subset of 

a Eucl idean space. 

P r o o f : The set of act ion profiles for overlay s is defined as Pg = {?/⑷ | • ⑷ G 

M J , {Hy)s = Xs, Ay < C]. Since the feasible region is closed and bounded, Tg 

is compact, and because al l constraints are affine functions, the feasible region 

which is the intersection of half-spaces and hyperplanes, is also convex. I 
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Lemma 4.4 The preference relat ion ^ ^ in an overlay opt imal rout ing game 

Goveiiay〈A^，（厂丄（D〉is contii iuous ai id quasi-concave on F^. 

P r o o f : Please refer to the appendix A. I 

Theorem 4 .5 I n the opt imal overlay rout ing game Goveriay〈A/"，(1\)’ (么J〉’ 

there exists a Nash Equ i l ib r ium if the delay funct ion d e l a y ⑷ ( • ⑷ ; 一 i s 

continuous, non-decreasing and str ic t ly convex. 

Proof: By lemma 4.2, 4.3 and 4.4, we can immediately show this result. Some 

remarks: the proof of the theorem follows a standard approach [60] which 

proves the existence of Nash equi l ibr ium in a non-cooperative strategic game. 

The proof can also be obtained by applying Rosen's Theorem [61]. • 

4.3 Routing Game in Other Forms 

Here we introduce some other models of overlay rout ing and interpret the 

rou t ing mechanisms studied in previous papers as a rout ing game. 

For the t rad i t iona l selfish rout ing studied in [62], each user controls a non-

negligible amount of traff ic and does not split traff ic among all available paths. 

Each user always selects a single route w i t h the m in imum end-to-end delay 

f rom the set of possible paths. This can be formulated as a pure strategy 

rou t ing game. In such a rout ing game, there may not exist a Nash equi l ibr ium 

so th is is the just i f icat ion why oscil latory behavior exists in selfish rout ing. On 

the other hand, i f each user uses a mixed strategy and selects every possible 

pa th probabi l is t ical ly so tha t the expected end-to-end delay is minimized, there 

always exists an equi l ibr ium and i t is addressed in [63]. The existence and 

convergence of th is rout ing mechanism can be explained by the fact tha t every 

f in i te strategic game has a mixed strategy Nash equi l ibr ium [60,64 . 

For the overlay op t ima l rout ing game we consider in this paper, each overlay 

has the same in format ion about the rout ing game and they do not know how 
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the rou t ing decisions of other overlays are being made. Now consider another 

type of game called the Stackelberg game. For this type of game, some overlay 

has a pr ior knowledge about the rout ing decisions of other overlays. Given 

this knowledge, the overlay w i l l have the first-move advantage. I n this case, 

we consider a part icular rout ing strategy y⑷ by overlay s. Overlay s is assumed 

to have the ab i l i ty to calculate other overlays' best response according to y⑷ . 

Then overlay s optimizes over all actions to get the opt imal solut ion so tha t i t 

achieves the m i n i m u m average delay. For instance, for a simple network w i t h 

only two overlays, overlay 1 has a first-move advantage is actual ly solving the 

fo l lowing problem: 

Stackelberg Overlay Routing(i) ( y � ) : 

minimize delay(i) (y ⑴,2/⑵ *) 

s.t. Hy = x,Ay < C 

？ /⑴ > 0 

where y⑶* = argmin delay⑵(y⑵;^/⑴） 

Th is type of game models the scenario in which some overlays have more in-

fo rmat ion than other overlays and can gain by doing an offline computat ion. 

Simi lar topics were discussed in [48] in which a Stackelberg game occurs be-

tween an overlay rout ing decision and an ISP traff ic engineering decision. 



Chapter 5 

Comparison of Routing 
Strategies: A Spectrum of 
Efficiency 

I n th is section, we present the relat ionship between global op t ima l rou t ing 

65], selfish rou t i ng and overlay op t ima l rout ing, and show tha t these rou t ing 

schemes are imp l i c i t l y solving three different types of system opt im iza t ion 

problems. However, there is a fundamental d is t inc t ion between their objectives 

and th is provides users a spectrum of efficiency and fairness for operat ing an 

overlay network. Let us use the same network i l lust rated in Figure 3.1 to show 

how these three rou t ing strategies work. Note tha t the delay of each l ink is a 

func t ion of the aggregate rate of t raf f ic tha t traverses th is l ink. In Table 5.1, 

we l ist the delay funct ions of the physical l inks. We denote by d j { l j ) the delay 

func t ion of l ink j and I j as the aggregate traff ic rate of l ink j . For s impl ic i ty 

of presentat ion, the f i rst set of l inks in Table 5.1 has a “linear^, delay funct ion 

(i.e., delay p ropor t iona l to the aggregate t raf f ic) , whi le the rest of the l inks in 

the network have a constant delay of zero or one un i t of t ime. 

Let us consider the overlay rou t ing decision vector: — 

denotes the t raf f ic rate th rough routes AC-CD, AF-FD for the first flow in 

overlay 1 respectively, and y( i ’2)= — d e n o t e s traf f ic rate th rough 

46 
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delay function physical links 
~ d j { l j ) = Ij AB, BC, EF, FJ, HI 
~ d j { l j ) = 0 — FD, DJ, KE, GE, JL 

d j { l j ) = 1 GB, GH, KH, CD, IJ, IL 

Table 5.1: Delay functions of physical l inks 

routes KF-FL, KI-IL for the second flow in overlay 1 respectively. Similarly, 

y(2，i) = (?/i2，i)’ 必’ 1), 1 - yp ’ i ) - yf'^"^) denotes the traff ic rate through routes 

GC-CJ, GE-EJ and GI-IJ for the flow in overlay 2. We assume the traff ic 

demands for al l the flows in bo th overlays is one uni t , and there is no under ly ing 

traff ic in the physical network. For s impl ic i ty of presentation, we assume the 

capacity for each l ink is sufficiently large to support the given traff ic flow 

demand. 

5.1 Global Optimal Routing 

I n th is section, we provide a first a t tempt to explore the operat ing point to 

achieve a global opt imum. Note that an overlay exists on top of a physical 

network, which is managed by an ISP. Usually, an ISP may have a different 

object ive in mind, for example, an ISP may want to perform traff ic engineering 

so as to reduce a network bottleneck on a physical l ink, or an ISP may want 

to contro l the physical network so that the overall network performance can 

be guaranteed. One way to perform traff ic engineering is to use the not ion of 

global optimal routing. 

Rout ing algor i thms tha t achieves global opt imal i ty was studied by Bert-

sekas and Gallager [65]. Such global opt imal rout ing achieves a m in imum av-

erage latency for “aW the traff ic in the underlay network. Global op t ima l 

rou t ing can be formulated as a centralized opt imizat ion problem. To illus-

t rate, let us use the same network depicted in Figure 3.1 to show how this 

rou t ing strategy work. 
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As mentioned above, the objective of the global opt imal rout ing is to min-

imize the average latency for all traff ic in the network. Formally, i t can be 

formulated as the fol lowing constrained opt imizat ion problem: 

G L O B A L { y ] A , H , C , x ) : (5.1) 

minimize [A^V{Ay)] (5.2) 

s. t . Hij = x,Ay<C (5.3) 

over y > 0 (5.4) 

The Karusl i -Kuhn-Tuckei , ( K K T ) conditions [11] for solving this form of op-

t im iza t ion problem is tha t al l routes w i t h non-zero traff ic serving the same 

source-sink pair must have the same end-to-end “length”, where the length of 

a l ink is interpreted as the first derivative of traff ic rate t imes delay at current 

traff ic level, which is {Ij . d j ( l j ) ) ' . Furthermore, the length of these routes is 

the m i n i m u m among al l available routes serving the source-sink pair. We wr i te 

the condit ions for source-sink pair in overlay 1 as follows: 

D� ’ i ) = 2y�’i) + 2 ( M i ’ W ’ i ) ) + l 卜 if《’:丨〉0 
[>ui if y^'^ = 0 

/ ^ ) = 1+2(必’1)+1—必’”+乂1’2)) ‘ 
[ > n i if 1 1 ; 1 ’ 1 )二 0 

{ _ .r (1,2) n 
= U 2 I f > 0 

>^2 if 241,2) 二 0 

41’2) = 1 + 2(1 - 斤 ’ 1) - y产 + 1 - ？乂 1’2)) + 1 卜 i f 1 - > 0 

[ > U 2 if 1 _ y i ’ ) = 0 

For the source-sink pair of overlay 2，the K T T condit ions are: 
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z f ’ i ) = i + 2 a r ) + “ 2， i ) ) [ - 3 if《’:丨〉0 
[ > ^ 3 if " p D ^ O 

{ . r (2,1) \ p, 

If > 0 

>1^3 if y r ^ = 0 
.f 1 (2,1) (2,1) ^ n 

对 ， 1 ) = 1 + 2 ( 1 _ "i2’l) _ ？义2’1) + 1 _ + 1 = " I f 1 一 1) 一 1) 

where U]_,U2 and us refer to the m in imum end-to-end first derivative length 

for three flows in the two overlays respectively (also, they are the Lagrange 

mul t ip l iers for th is opt imizat ion problem). Solving these two sets of equations 

provide the op t ima l solut ion of " ( 丄 ’ 丄 ） = | ) , ^ / ( 丄 ’ 之 ） = | ) and y(2， i)= 

(I，去，0). Note tha t , a l though the solution is unique in this example, in general, 

the solut ion for a global opt imal rout ing problem may not be unique. 

Classical global op t ima l rout ing [65] is a centralized rout ing pol icy and the 

object ive of i t is to minimize the weighted average delay for “aW traff ic in 

the physical network. Due to lack of space, we w i l l not repeat its theoretical 

fo rmula t ion here (readers can refer to [65]) but just give the opt imal solution 

for the example i l lustrated in Figure 3.1: y( i ’ i ) = ( | , |)，：？/丄’?) = | ) and 

2/(2’i) = 0). Note that in general, the solution to the global opt imal 

rou t ing may not be unique. 

5.2 Selfish User Routing 

Selfish rout ing, on the other hand, is a greedy strategy which maximizes local 

benefit for a single user. Theoretically, each user controls an infinitesimally 

small portion of traff ic and selects a path w i t h the shortest delay. I n real 

networks, the smallest un i t is a packet. So the closest approximat ion of imple-

ment ing the selfish rout ing is to assign each packet to the pa th which current ly 
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has the shortest delay. To allow end users to choose routes by themselves, ei-

ther source rou t ing (e.g. N imrod [66]) or overlay rout ing (e.g. Detour [9] or 

R O N [2]) can be used. In overlay rout ing, end users can find mul t ip le overlay 

paths, w i t h the assistance of other nodes in the same overlay relaying pack-

ets to the sink. Based on the result in [11], this is equivalent to solving the 

fo l lowing constrained convex opt imizat ion problem: 

SELFISH ( C, x)： 

Min imize / di(t)dt, 

s. t . Hy = X; Ay < C; L = Ay] y > 0. 

The Karush-Kuhn-Ti icker ( K K T ) condit ion for the solution of selfish rout ing 

is tha t every route w i t h non-zero traff ic serving the same source-sink pair has 

to have the same end-to-end delay, moreover, i t should be the m in imum among 

al l available routes. Thus, one can express the K K T condit ions formal ly as 

follows. Let denote the end-to-end delay of the k-th. path for flow f in 

overlay s. For overlay 1 we have: 

{ _ .f (1,1) \ n 

I f y 〉 0 

>̂ 4 if yl ' ^ = 0 
= 1 + (必’ 1) + 1 _ 乂1’1) + 乂 1 ’ 2 ) ) 卜 i f 1 - > 0 

if ’ ) = 0 

(_ .r (1,2) n 
Dil’2) = (1 - ?义1’1) + 必，1) + 7乂 1’2)) + (yf，1) + ？ / ’ 2 ) ) = 鄉 If 〜 2 ) 

[>1^5 if y v ^ = 0 

D 尸 = 1 + (1 - yP’i) _ “2,1) + 1 _ 乂1,2)) + 1 卜 鄉 if 1 - y ^ > 0 
[ > ^ 5 i f 1 - " 「 ’ 2 )二 0 

For overlay 2, the K K T condit ions are: 
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1)丨2’1) = 1 + ( 必 ’ 1 ) + 作 1 卜 i f � ’ : ; > � 

[ > ^ 6 if 2 /P ’ i )=0 

( .r (2,1)�n 
zf，1) = + 1 - ,(i l ’ l) + 乂 1’2)) + (必’ 1) + = If > 0 

[ > u e if ？4 ) = 0 

炉 ) 二 1 + (1 - "P’1) - "？’ 1) + 1 - "il’2)) + 1 卜 M if 1 - � ’ - �� 

[ > ^ 6 if 1 — 2/P’i) _ yf，1) = 0 

Here, u j , us and ug refer to the m in imum end-to-end delays for three flows in 

the two overlays respectively. Solving these equations yields y( i ’ i ) = ( | , y(i’2) 二 

( I ’ 去)a n d 2/(2，i) = (0，i, Also note that this solution is not unique. In gen-

eral, the equi l ib r ium point for a selfish rout ing scheme may not be unique. 

Another impor tan t point to note is that in a realistic network environment, i t 

is impract ica l for end users to select the shortest delay path on a per-packet 

basis because this requires a significant amount of overhead in probing and 

est imat ing the end-to-end delay. To reduce the overhead and at the same t ime 

obta in reasonable performance, one may at tempt to do rout ing based on a 

flow by flow basis and perform the traff ic assignment on a set of possible paths 

such tha t whenever a flow is generated, i t is routed along the pa th w i t h cur-

rent m i n i m u m end-to-end delay. The rout ing decision is fixed un t i l the next 

rou t ing update, in which the whole flow is routed along the new shortest delay 

path. Unfor tunate ly , this type of selfish rout ing w i l l cause severe rout ing os-

ci l lat ions [45] which leads to highly varied l ink ut i l izat ion due to simultaneous 

rou t ing update. 

5.3 Optimal Overlay Routing 

Whi l e selfish rou t ing represents egoism f rom an end users' perspective, over-

lay op t ima l rou t ing represents such selfishness f rom a larger ent i ty 's point of 
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view. In the special case of two overlays, the interact ion can be modeled simi-

lar ly as a duopoly game [64]. For an indiv idual overlay, overlay opt imal rout ing 

achieves op t imum w i t h i n one overlay's range, like the way global opt imal rout-

ing achieves global op t imal i ty w i t h in the entire underly ing physical network 

th rough traff ic engineering. Overlays can obtain, f rom a common rout ing un-

derlay, the rou t ing in format ion of the underly ing network, e.g., topology of 

physical network, delay funct ion of physical l inks, current traff ic rate of differ-

ent l inks [12]. W i t h th is informat ion, overlays adaptively regulate their traff ic 

so tha t the average delay of the overall traff ic is minimized. In the case that 

there are mul t ip le overlays co-existing above the same physical network, i t is 

very l ikely tha t there w i l l be part ia l ly overlapping paths. Moreover, one phys-

ical node may belong to several overlays. Thus, there w i l l be interact ion i f 

mu l t ip le overlays opt imize their performance simultaneously. 

To i l lustrate the rout ing decision and the existence of the Nash equi l ibr ium 

of the overlay rou t ing game, let us use the same example i l lustrated in Figure 

3.1. For the overlay opt imal rout ing, the equi l ibr ium traff ic rates for bo th 

overlays can be determined as follows. We calculate for each overlay their best 

response to the rou t ing decision of the other overlay. Given that the rout ing 

strategy of other overlays stay fixed dur ing the period of the opt imizat ion 

process, i t is the solut ion of the convex opt imizat ion problem in Eq (3.5). 

T h a t is, for every pa th w i t h non-zero traff ic serving the same source-sink pair, 

the “length” of these paths should be the same. In here, the length of an edge 

is defined as the f irst derivative of the weighted delay on this edge w i t h i n its 

own overlay. Namely, one can rewri te the first derivative of the weighted delay 

for each l ink j as {Ij . d j { l j + I*))' = d j { l j + I*) + Ij . + I*), where I j is 

the aggregate rate of traff ic belonging to its own overlay that traverses l ink 

j、and I* denotes the aggregate traff ic f rom other overlays. Furthermore, the 

length of the selected paths should be the m in imum among al l available routes 

serving th is source-sink pair. 
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Let D ' l f ’ n = Y^ jek i h . d j { l j + I ] ) ) ' be the f irst der ivat ive length of the 

A>th pa th for flow f i n overlay s, wherein Ij is the rate of t raf f ic in over-

lay s t h a t traverses l ink j . F i rs t , given overlay two's rou t ing strategy as 

"(2,1) = ( "P ’ i ) , 242 ,1)， i i p ’ i ) i《2 ’2 ) ) , the best response for overlay one y * ( i ’ i ) = 

(2/；̂(1’”，1 — ？ / " ) ) and ？/(i’2) = 1 — 2/I*(i’2)) should satisfy the fo l lowing 

K K T condi t ions: 

•r * ( 1 , 1 ) ^ n 
0 ' 1 ( 1 ’ 1 ) = 2 ^ ( 1 ’ 1 ) + 2乂 ( 1，1 ) + 7 # 1 ) + 1 I f ？ 力 〉 0 

[ > ^ 7 if 2/i*(i，i) 二 0 

"2(1,1) = 1 + 2(1 _ + w*(i，2)) + 必’ 1) j = ur if 1 - 二 ） > 0 

[ > U 7 if 11；；(1’1)=0 

{ • f *(1,2)、p, 
二 购 \ 2、 

>^8 if 2/i*(i’2) = 0 

D f ’2) = 1 + 2(1 - 7jr(l’2)) + 1 - ？乂 2’1) _ ？义 2,1) + 1 if 1 - 二 > 0 
[>US if 1 — W(1，2)=0 

S imi lar ly , g iven overlay one's rou t ing strategy: y( i ’ i ) = 1 - ？/！丄’丄))and 

"(1,2) = (2/|1’2)，以 [ ’2)) ’ the best response of overlay two y*(2’” = 

？/I"(2’i) - ？/f 2，i)) should satisfy the fo l lowing K K T condit ions: 

•f *(2,1) ^ n 
D f i ) 二 l + 2， i ) +乂 i， i ) + l … f 〜 i ) 〉 0 

[ > ^ 9 if " f ’ i ) = 0 

( .r *(2’1) ^ p, 
D f ’1) = ’1) + "S1，2) + 1 - 必’ 1) + 2的*(2’1) + = If 〜 > 0 

[>Ug i f ？/2*(2’1)=0 

{ • f 1 *(2,1) *(2,1)、p. 

r 
> if 1 - 2/1 - - 0 
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Here 114,115 and UQ refer to the m in imum end-to-end first derivative length for 

the three flows as discussed above, and they are the Lagrange mult ipl iers for the 

corresponding opt imiza t ion problem. In the Nash equi l ibr ium, each overlay's 

rou t ing strategy should be the best response to the other overlay's. Therefore, 

the strategy profi le (̂；本“⑴，y*(i，2), y*(2’i)) in the Nash equi l ibr ium should satisfy 

al l K K T condit ions l isted above. Solving the set of equations, we have the 

results tha t ？/(丄’” = ( f , f ^ ) , ' ,*(i，2)=(盖,證）and y*(2，i) 二（藉’黑’ 

5.4 Performance Comparison 

Final ly, Table 5.2 depicts the performance measures in terms of weighted aver-

age delay as defined in Equat ion (3.1) of the three rout ing strategies. Prom the 

Weighted delay Overlay Overlay Overall 
I "咖“⑷= 工“尺义s’乃.树乃 O n e Two delay 

Central ized global op t ima l rout ing 2.50 2.38 2.46 
“ Selfish rout ing 2 .63~~ 2.75 — 2.67 ‘ 

Overlay op t ima l rout ing 2.46 2.53 2.48 

Table 5.2: Ei id- to-end delays for different rout ing strategies 

table, one observes tha t these three rout ing strategies achieve dist inct ly dif-

ferent overall performances, as well as ind iv idual overlay performances, which 

represents a spectrum of efficiency and fairness for different rout ing strate-

gies. I n terms of the weighted delay for overall traff ic, global opt imal rout ing 

achieves the best whi le selfish rout ing achieves the worst. For indiv idual over-

lays, selfish rou t ing is st i l l the worst among three of them, which confirms the 

inherent inefficiency discovered in previous studies [11]. When one considers 

the performance of the overlay opt imal rout ing, we observe tha t the weighted 

delay of overlay 1 decreases whi le the weighted delay of overlay 2 increases, 

when compared to their respective performance achieved using the global opt i-

mal rout ing. I t is interesting to find one overlay achieves a better performance 
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at the expense of the other overlays. In later sections, we w i l l explore the 

fairness and resource al location issues of this phenomenon. 



Chapter 6 

Simulations on Routing Game 

6.1 Fluid Level Simulation 

I n here, we i l l us t ra te the existence of the Nash Equ i l i b r i um po in t v ia simu-

la t ion . We use b o t h the f lu id-based and the packet-based (NS-2) methods to 

car ry ou t our s imulat ions. 

Le t us consider an I P network w i t h mu l t i p le overlays constructed on top 

of a phys ica l ne twork domain. We assume al l overlays ob ta in the rou t i ng 

i n f o r m a t i o n f r o m a common rou t i ng under lay [12] such t ha t di f ferent overlays 

are t ransparen t t o each other. We consider a scenario w i t h six overlay networks 

deployed above the same physical network of a t ie r -1 ISP backbone topology, 

as shown in F igure 6.1. I n each of the six overlays, there is one source-sink 

pa i r (denoted as S and D) and a set of available paths t ha t serve the source-

s ink pai r . T h e avai lable paths in di f ferent overlays can be fu l ly or pa r t ia l l y 

over lapping. I n the s imula t ion , we pre-assign a set of available paths for each 

over lay and the number of available paths w i t h i n overlay 1,2, 3，4, 5 and 6 is 

8,8，8,2, 8 ,4 respectively. 

We set the t ra f f ic demands for a l l the source-sinks to be equal, Xs = 

1 .0Mbps, s e J\f. To mode l the in teract ion process in real networks, each over-

lay assumes the delay func t ion for each physical l ink is der ived f r om an M / M / 1 

queueing model . We set the capaci ty for those centra l l inks as 1.5Mbps, and 

56 
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Figure 6.1: F lu id simulat ion: Topology of mult ip le co-existing overlay networks 

10Mbps for other l inks. Therefore, we simulate a congested network such that 

overlays compete for the l imi ted common resources (bandwidth) . Dur ing each 

i te ra t ion of the rou t ing opt imizat ion, overlays decide how to split the given 

traff ic demand among al l possible paths such that the weighted average delay 

is min imized. For each overlay, we set the t ime interval between two consecu-

t ive rou t ing updates as a real number evenly d ist r ibuted over (0,1). The six 

overlays star t their transmission at i , which is uni formly d is t r ibuted between 

(0,1.5；. 

Figure 6.2 i l lustrates the average delay for each of the six overlays versus 

s imulat ion t ime. Some observations can be made. First of all, note that 

as more overlays start their traff ic transmission, they respond quickly to the 

rou t ing decisions of other exist ing overlays and one can observe an increase of 

the average delay as the network becomes more congested. Secondly, after a 
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few rounds of rou t ing optimizat ions, the average delay for different overlays 

quickly converge to fixed levels. One concludes that the Nash equi l ibr ium has 

been reached. 
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Figure 6.2: F lu id Simulat ion: Average delay for six overlays as a funct ion of 
t ime 

111 Figure 6.3, we show how the rout ing decision of each overlay changes as 

a funct ion of t ime. In each graph, each curve shows the traff ic rate assigned 

to each of al l prescribed paths for a part icular overlay. Some impor tant ob-

servations are made. First , we observe that each overlay reacts according to 

the rou t ing decision of other overlays. Secondly, for each overlay, traff ic as-

signed to a par t icu lar path gradually converges to a fixed level, compared to 

the convergence of the average delay in that overlay. The convergence of traff ic 

assigned to different paths can also be viewed as a sign of reaching the Nash 

equi l ib r ium. Lastly, we observe that for some overlays, the convergence rate 

is relatively slow, as compared to other overlays in the system. For example, 

overlay 2 takes much longer to converge than overlay 1. This occurs because 

some paths of overlay 2 contain congested links, and any rout ing decision made 

by other overlays signif icantly impacts the rout ing decision of overlay 2. 
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Figure 6.3: Simulat ion: Flow al location for six overlays as a funct ion of t ime 

6.2 Packet Level Simulation 

Let us consider a packet-level simulat ion using NS-2. The goal is to verify 

tha t the previously stated properties and some problems do exist in a realistic 

IP network. We allow the network to have dynamic jo in and leave of overlay 

traf f ic, and obta in various performance measures such as the throughput of 

dif ferent l inks. We then compare the performance of different overlays at 

dif ferent phases of the simulat ion. 

Figure 6.4 depicts the physical network topology as well as the logical 

topologies of overlays under our packet-level simulation. There are three over-

lay networks co-existing on top of the physical network. We specifically simu-

late a moderate size network such tha t some physical l inks are highly shared by 
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"1 Physical topology Logical topology 

• Overlay 1 
• Overlay 2 
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Figure 6.4: Topology of the physical network under the packet-level simulat ion 

these three overlays. For example, l ink N3 — N7 is shared by all three overlays 

whi le l inks N7 - N8, N7 — AQO and N8 - NIQ are shared by two overlays. 

The under ly ing rou t ing ineclianism uses shortest path rout ing and all physical 

l inks have the same capacity of 40 units (or Mbps). The traff ic demand of the 

three overlays are Xi = X2 = X3 = 30 units (or Mbps). Thus this simulates 

a scenario wherein the network is moderately congested and the shared links 

const i tu te performance bottlenecks. We posit that a shared rout ing underlay 

provides the necessary informat ion for overlays to perform a rout ing optimiza-

t ion, such as the capacity of al l l inks and the instantaneous throughput of 

these l inks [12]. The packet's inter-arr ival t ime and packet size are exponen-

t ia l l y d is t r ibu ted such that each l ink can be modelled as an M / M / 1 queue. 

W i t h these configurations, an overlay can derive the analyt ical expression of 

the delay funct ions of these physical l inks and perform an opt imizat ion based 

on the in format ion i t obtains f rom the common rout ing underlay. 

Figure 6.5 depicts the traff ic dynamics (i.e., on/of f state) of these three 

overlays. The whole s imulat ion lasts 2,000 seconds. A t t ime 亡二 0, overlay 1 
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Figure 6.5: Traffic dynamics (each uni t in the x-axis is 20 sec) 

launches its traff ic transmission f rom NO to N8 and this transmission termi-

nates at 力= 1 , 800. At t = 1,000，overlay 2 launches its traff ic f rom node N1 

to TV 10 and this transmission continues unt i l the end of the simulation. The 

traff ic of overlay 3 begins ？it t = 250 w i t h source node N2 and destination 

node N7. Th is transmission terminates at ^ = 750 but restarts at t = 1,400 

and continues t i l l the end of the simulation. 

Figure 6.6 indicates the instantaneous throughputs of l inks N7 — NS, N7 — 

NIO and iV8—iVlO’ which are some of the common links shared by the overlays. 

We observe tha t the throughputs of al l three links increase at around t = 250 

because of the arr ival of new traff ic f rom overlay 3 and decrease accordingly at 

i ts departure at t = 750. Similarly, one can observe the corresponding increase 

and decrease of l ink throughput as the traff ic dynamics occur along the t ime 

line. 

Figure 6.7 shows how each overlay's rout ing decision adapts to the network 

dynamics. We observe tha t at t ime intervals when traff ic is stationary, the rate 
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Figure 6.6: Instantaneous l ink throughput v.s. s imulat ion t ime (each uni t in 
the x-axis is 20 sec) 

of t raf f ic assigned to different paths for an overlay remain constant and slowly 

converge to the equi l ibr ium. When traff ic enters/departs, the rout ing decision 

of overlays adapts quickly and reach a new equi l ibr ium point. This confirms 

our theoret ical c la im of the convergence to the Nash equi l ibr ium. One also 

notes tha t for the packet based simulation, unlike the fluid-based simulation, 

there seem to be some f luctuations at the equi l ibr ium point. This is due to 

var ia t ion in packet sizes and burstiiess in packet arrival t imes in the simulation. 

We found tha t i f we use a C B R as the traff ic source, the results are very similar 

to tha t of fluid-based simulations. 

Figure 6.8 compares the performances achieved by different overlays as 

a funct ion of t ime when doing the simulation. I n the left graph, we plot the 

average delay ra t io of overlay 3 to that of overlay 2. Note that the average delay 

i l l overlay 3 is always larger than overlay 2. However, overlay 2 temporar i ly 

achieves a better performance due to the departure of traff ic in overlay 1. 

A t th is po in t , we f ind that bo th overlay 2 and 3 achieve lower average delays 

t han what they experienced in the subsequent equi l ibr ium, which again verifies 
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Figure 6.7: Rout ing decisions of overlays and performance comparison (each 
un i t in the x-axis is 20 sec) 

tha t the Nash equi l ib r ium is not Pareto opt imal. In the r ight most graph, we 

plot the ra t io of the average delay rat io of overlay 2 to that of overlay 1. 

Again, one observes tha t the var iat ion in the performance rat io due to the 

re jo in of traff ic in overlay 3. In this case, i t is not fair for overlay 2 at the 

equ i l i b r ium to always bear a larger delay than that of overlay 1. This confirms 

tha t the fairness paradox exists in a realistic network setting. In summary, 

th is shows the unfairness of resource al location of the common resource (i.e., 

shared l inks). 
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Chapter 7 

Understanding Various Issues & 
Implications of Overlay 
Interaction 

I n th is section, we discuss some intr insic problems tha t arise due to interactions 

between overlays. These include sub-opt imal i ty in performance and certain 

fairness anomalies in resource al location. I t is impor tan t to point out tha t 

these problems are not unique to overlay op t ima l rou t ing policy, bu t rather, 

common to al l forms of appl icat ion layer rou t ing tha t have interact ion among 

overlays. Since many overlays are now appearing in the Internet, unregulated 

app l i ca t ion rou t i ng may degrade the performance of al l users. Worse yet, 

because overlays may not realize the existence of other overlays, these problems 

w i l l persist due to the convergence to the equ i l ib r ium point . 

Let us use an example to i l lust rate these issues. A physical network con-

sist ing of six nodes is depicted in Figure 7.1. There are two overlays in the 

network : overlay 1 consists of nodes A, C, E whi le overlay 2 consists of nodes 

B, D, F, For overlay 1, a l l logical l inks map to the corresponding physical l inks 

except for the logical l ink between node C and node E, which corresponds to 

the physical l inks C — D — E. For overlay 2, all logical l inks map to the cor-

responding physical l inks except for the logical l ink between node B and node 
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Figure 7.1: A simple network w i t h two overlays to i l lustrate potent ia l problems 

D, which corresponds to the physical l inks B — C — D. Thus, physical l ink 

C — D is the common l ink shared by these two overlays. 

7.1 Sub-optimality of Nash Equilibrium 

Assume tha t bo th overlays have one source-sink pair and one uni t of traff ic 

demand: Xi = X2 = 1.0. We define the fol lowing delay functions for vari-

ous physical l inks in the physical network: dA,E(y) = a + y; dc^oiv) 二 by。; 

dDj^{y) = c + y , whi le other l inks have zero delay. Here, y represents the aggre-

gate traf f ic traversing a l ink, and a, 6, c, a are some non-negative parameters 

of the dela}^ functions. 

Let us consider the rout ing decisions of these two overlays. Overlay 1 

routes 2/|1’1) uni ts of traff ic through logical path A-C-E and (1 — ( b e c a u s e 

x\ = 1) uni ts of traff ic via logical path A-E. On the other hand, overlay 2 

routes 2/P’i) uni ts of traff ic through logical path B-D-F and (1 — units 

of t raf f ic v ia B-F. Similar ly, the K K T condit ion for overlay 1 is 

a + 2 [1 - J ’ i ) ] = 6 [？y^i’” + y P ’ ” ] ^ + 斤’ ” .[“！丄’” + y f ’ ” ] (7.1) 
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while the K K T condition for overlay 2 is 

c + 2 [1 — 乂2’1)] = b [乂 1,1) + “2’1)] a + # ’ 1 ) . ba [必’ 1) + 巧 . ( 7 . 2 ) 

where "(i’”,？/广’” e [0，1]. 

One can easily show tha t in the overlay opt imal rout ing game described 

above, the Nash equ i l ib r ium point is not Pareto opt imal . A Pareto opt imal 

po in t is defined as a strategy profi le for al l overlays such tha t no overlay can 

use another rou t i ng strategy tha t can decrease its own weighted average de-

lay without increasing other overlays' weighted average delay. A l though al l 

overlays per fo rm an ind iv idua l opt imizat ion at every rout ing update and the 

system w i l l finally reach a Nash equi l ib r ium point , the equi l ibr ium may be 

ineff icient since there exists another rou t ing strategy at which all overlays can 

achieve a bet ter performance than at the Nash equi l ibr ium. 

To show the sub-opt imal i ty of the Nash equi l ibr ium in the opt imal rout ing 

game for the network depicted in Figure 7.1, we consider the K K T condit ions 

specif ied by Equat ions (7.1) and (7.2). Assume we have the fol lowing param-

eters for the delay functions: Q; = l ’ a = 1 , 6 = 1 and c = 2.5, one can simply 

ver i fy t h a t the Nash equ i l ib r ium in this example is {？/̂ ’” = 0.5, y f ' i ) = 1}, 

t h a t is, overlay 1 uses bo th paths whi le overlay 2 uses a single path, which 

consists of the shared l ink. The weighted average delays for bo th overlay 1 

and 2 are 1.5. However, i f we consider another rout ing strategy profile of 

{ ^ / l " ) = 0.4,2/P’i) = 0.9} , one can find tha t the weighted average delays for 

overlay 1 and 2 are 1.48 and 1.43 respectively, which are lower t han the delay 

achieved at the Nash equi l ibr ium. 

7.2 Slow convergence to Nash equilibrium 

T h e second prob lem in this compet i t ive rout ing game regards the rate of con-

vergence to the Nash equi l ibr ium. A l though we show in the previous section 
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the existence of a Nash equi l ibr ium under general network settings, this does 

not ensure how fast the equi l ibr ium point can be reached. To show how the 

convergence rate is affected by the capacity of shared links, we use the net-

work in Figure 7.1 to i l lustrate the relationship. Here, assume that the delay 

funct ion of each l ink is represented by an M / M / 1 model. Both overlays have 

a traff ic demand of Xi = X2 = 5 Mbps, and the capacities of various l inks are: 

CAC = CEC = CBD = C f d = 1 0 Mbps, CAB = 6 Mbps and CEF = 5 Mbps. 

Now we vary the capacity of l ink CD, which is the only shared l ink in this 

example, f rom 8 to 6 Mbps. Prom Figure 7.2, one can observe that when the 

capacity is 8 Mbps, two overlays quickly reach an equi l ibr ium. As we reduce 

the capacity of l ink C D , i t takes longer to reach the equi l ibr ium. In the r ight 

sub-figure of Figure 7.2，one can observe that the sett l ing t ime is much longer, 

i.e., t raff ic f l ipp ing back and for th between different routes and takes longer 

t ime to stabil ize. In fact, when the traff ic through some path decreases, there 

is a corresponding increase in another path, which results in an oscillation-like 

scenario. One can interpret that when the aggregate traff ic rate is approaching 

the l ink 's capacity, overlays w i l l experience a very large delay and thus results 

in a h ighly varied traff ic allocation. Indeed, this is one main cause of the slow 

convergence rate. 

7.3 Fairness Paradox 

Another more severe problem is the not ion of fairness in resource allocation. 

We use the same network in Figure 7.1 to i l lustrate the problem. Note that 

these two overlays are symmetr ic, each having two paths: a shared path and 

a pr ivate path. A l though overlay 2 is “worse off, by having a private path 

( l ink B — F) w i t h higher delays than that of overlay I 's private path ( l ink 

A — E), as in the previous example, i t is able to achieve the same average 

delay as overlay 1 in the Nash equi l ibr ium. This is because overlay 2 is able 
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Figure 7.2: Convergence of traff ic rate and delay as we vary the capacity CCD 

to fu l ly take advantage of the lower delay of the shared path, whereas i t only 

makes sense for overlay 1 to send part of its traff ic over the shared l ink due to 

i ts superior pr ivate path. In fact, one can find delay functions such that the 

s i tuat ion is arbitrarily worse. 

To i l lustrate, note tha t the delay funct ion for the shared l ink C — D \s 

dc,D{y) = One can ask for what values of a and c, which are the parame-

ters of the delay funct ions for the private l ink of overlay 1 and 2, do the Nash 

eqi i i l ibr iv im solut ion remain at {'"[丄’” = 0 . 5 , = 1}? Such values for a and 

c exist, i l l par t icu lar , when b = 1 and a < c, we have: 

/3\" a. , 3 广 1 , 3 V 一 1 
« = 9 + 9 9 1 ； - - . 
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I n Section 7.1, we showed when a < c and o； = 1, delay^ 二 delay?. When 

Q' > 1: 

c l e l a y i = ⑴ ” ⑷ - ： ； d e l a y 「 ( 。 ’ 

and observe now tha t delay ^ becomes greater than delay2. This implies that 

overlay 2 is able to achieve better performance despite start ing w i t h a worse 

private l ink in an otherwise S3aiimetric s i tuat ion w i t h overlay 1. Furthermore, 

as we increase a'，this unfairness can even be unbounded, that is: 

delay 1 

delays 一 ⑷ 

and th is is depicted in Figure 7.3(a). 
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Figure 7.3: delay \/delayo rat io v.s. (a) log (a): unfairness becomes unbounded; 
(b) parameter b w i t h a = 2，c = 4 and a = I: bounded unfairness. 

Th is type of anomaly also exists for other sets of parameters, for example, 

when a = 2,c = 4 , a = l and we var}^ the values of 6’ one can observe that 

overlay 1 w i l l have a worse performance compared to overlay 2 ( though the 

unfairness is bounded in this case). In summary, we i l lustrate that there exist 

delay funct ions for the l inks such tha t al though overlay 1 seemingly has better 

paths than overlay 2, i t is destined to lose the rout ing game to overlay 2 by an 

a rb i t ra ry margin: a rather “pa/radoxicaU, situation. 



Chapter 8 

Overlay Pricing 

I n Chap te r 7，we observed some undesirable propert ies achieved at the equi-

l i b r i u m due t o unregu la ted compe t i t i on between overlays for the common re-

sources. I l l t h i s sect ion, we explore some pr ic ing schemes to address these 

p o t e n t i a l p rob lems, namely (a) sub -op t ima l i t y at the Nash equ i l i b r ium and 

(b) fairness anoma ly issues. We show the efficiencies of our p r ic ing schemes 

and give the i r economic in terpre ta t ions . 

8.1 Pricing mechanism to improve end-to-end 

delay 

I n Chap te rs 7 and 5, we showed t h a t the Nash equ i l i b r i um po in t of the overlay 

o p t i m a l r o u t i n g game is no t Pareto op t ima l , thus bear ing a per formance gap 

t o the g loba l o p t i m u m . I n th is chapter , we show tha t , by incorpora t ing proper 

p r i c i n g schemes, an ISP can b r i n g the equ i l i b r i um of the overlay rou t i ng game 

t o the g loba l o p t i m u m . T h e imp l i ca t i on of th i s resul t is t ha t not on ly the 

pe r fo rmance gap can be br idged, b u t at the same t ime, th is provides an ex t ra 

revenues and incent ive for the ISP to imp lement the pr ic ing strategy. 

T h e basic idea of the p r i c ing scheme is to in t roduce a price (cost per un i t 

t ra f f i c ) for every phys ica l l ink i n the network . W h e n overlays make the rou t i ng 

decis ion, t hey need t o consider the average delay as wel l as the t o t a l pr ice they 
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pay to the network operators for consuming the l ink bandwidth. Formally, 

there is a load funct ion associated w i t h each overlay, which the overlay 

aims to minimize. W i t h the prices set by the links, each overlay, say s, needs 

to determine its routes by solving the fol lowing opt imizat ion problem: 

M i n i m i z e ⑷ ） = . delm/^^ + paymen&) 

where paymen&^ = 长3 I、广.P;'). (8.1) 

Here delai/^^ is the average delay in overlay s defined in Equat ion (3.4) and 

payrnentM^ accounts for the to ta l payment of overlay s for consuming the l ink 

bandw id th for al l traversed links. Note that here as can be interpreted as the 

sensitivity factor, which is determined by the overlays themselves to reflect 

the overlay's own preference between performance and the cost. Therefore, for 

those overlays who desire a better performance, they wi l l set as to a larger 

value. W i t h proper translat ion, the to ta l payment can be summed over al l 

traversed l inks, wherein each l ink has a charge of 1、『、.. 

Note tha t here we adopt a price-discriminating strategy: ISPs w i l l charge 

dif ferent prices for different overlays. Therefore, the uni t price of each l ink is 

dif ferent for different overlays. Formally, for each l ink j , we set a price pjs) 

for overlay 5. W i t h the previous def ini t ion for the average delay, the rout ing 

op t im iza t ion problem (8.1) for overlay s can be rewr i t ten as: 

Min imize ； ^ . I?、. + / J - ’ + l ! f . 赶 (8.2) 
j^J 

wherein I、广 denotes the traff ic of overlay s on l ink j , and 1、厂、denotes other 

traf f ic ( f rom the underlay and other overlays) on l ink j . The key idea of the 

pr ic ing scheme is tha t by incorporat ing the pricing mechanism, we introduce 

a penal ty for over-ut i l iz ing some links. I f the price ip、『 is set properly to 

reflect the economic relat ionship w i t h the delay metric, one can gain a bal-

ance between overlays' performance and the payment. The fol lowing theorem 
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shows how the price can be set so that the equi l ibr ium point equals the global 

op t imum. 

Theorem 8.1 In the overlay optimal routing game Coveriay if (a) the objective 

function of each overlay is set as in Eq. (8.2) and (b) pf = a^ . I、厂、• d脚, 

where Ij = 1、『、+ Ij 力，the Nash equilibrium achieves the same performance as 

the global optimal routing. 

Proof: The object ive of the global opt imal rout ing is to minimize the weighted 

average delay for the overall traff ic in the network, which is Y l j e j h • dj(Jj), 

where I j is the to ta l traff ic on l ink j . Thus the K K T condit ion for the opt imal 

point achieved by the global opt imal rout ing can be wr i t ten as follows: for 

every route r w i t h non-zero traff ic, and another route r' serving the same 

source-sink pair (or flow) / , we have: 

[ . d j { l j ) ] ' = Uf<J2 [h • d j { l j ) ] ' . 
j^r jGr' 

Oi l the other hand, the K K T condi t ion for the opt imizat ion problem defined 

in Eq. (8.2) requires that for every route r w i t h non-zero traff ic, and another 

route r' serving the same flow f in overlay s, must satisfy: 

M s ) 着 + , ” ) + , 广 們 ’ = 〜 

I f the price is set p、广=q,^ . /广 ) . d j { l j ) , we have 

E 份 [ … ( 柳 + 柳 = Uf 

^ E,er [ a . { d ^ h ) + 々、.桃_)) + • 丨 ” . 《 ⑷ ] 二 

分 Jljer^s [ d j ( l j ) I j ‘ d ' j { l j ) ] = Uf 

J2jer ' d j ( l j ) ] ' = Uf 

which proves tha t under this pr ic ing scheme the Nash equi l ibr ium point for 

the overlay rou t ing game has the "same" K K T condit ion as the global opt imal 
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rout ing , therefore achieving an globally opt imal performance. • 

Table 8.1 i l lustrates the d is t r ibut ive a lgor i thm for implementing the overlay 

op t ima l rou t ing pol icy incorporat ing the discriminate pricing scheme. Here we 

assume overlays are able to obta in the necessary rout ing information f rom a 

common rou t ing underlay [12] and each l ink (router) is able to differentiate the 

traf f ic source so tha t they can set a discriminate price for different overlays. 

Do ing each rou t ing update, the traff ic sources in an overlay network send 

probes to al l available logical paths. Every physical l ink along a logical path 

processes the rou t ing probe, and puts the informat ion tuple ( j , CJ) into 

the probe packet. Col lect ing the informat ion carried by the acks of probe 

packet, overlays can determine their opt imal rout ing strategy by solving the 

op t im iza t ion problem in Eq.(3.5). 

8.1.1 Fluid-level Simulation 

Here, we present the s imulat ion results on bo th f lu id basis and packet basis, 

and to show the effectiveness of our pr icing scheme. 

For the f luid-based simulat ion, we use the same network topology depicted 

in F igure 6.1. The same traff ic demand for each overlay and the l ink capacities 

are also adopted. Figure 8.1 depicts the rout ing decisions under the pricing 

scheme. Note tha t after incorporat ing the pricing scheme, the flow allocation 

among dif ferent paths has higher variat ion, compared w i th the si tuat ion wi th-

out pr ic ing. Th is is due to the more intensive interactions between overlays, 

since the price for an overlay depends heavily on the rout ing decisions of other 

overlays. Nevertheless, convergence can st i l l be achieved. 

Table 8.2 gives the performance comparison (average weighted delay) under 

di f ferent rou t ing policies, namely, the overlay opt imal rout ing w i t h o u t / w i t h 

p r ic ing and the central ized global opt imal rout ing. Some observations are 
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[> For each physical l ink j in the underlay: 

Repeat Determine tha t the current rout ing probe is f rom overlay s and 
its sensit iv i ty factor q^. 
Record the instantaneous l ink throughput I j . 
Record the instantaneous l ink throughput l、『、whose traff ic origi-
nates f rom overlay s. 
Calculate / 广） = I j — l、『、and the price for overlay s equals p、;、= 
i " ” • 雜 s 

Tab the tuple ( j , Cj) to the probe packet. 

> For each overlay s: 
Repeat Assume each overlay is able to obtain the rout ing informat ion 

，e.g., topology about the underly ing network, f rom a common 
rou t ing underlay. 
Send the rout ing probe to each logical overlay path. 
Col lect ing in format ion ( j , I j , , Cj) on each l ink j on the overlay 
path. 
Determine rout ing by solving the opt imizat ion problem in 
Eq.(3.5). 

Table 8.1: D is t r ibu t ive a lgor i thm for overlay opt imal rout ing w i t h discriminate 
pr ic ing niechanism 

1" Overlay | l | 2 | 3 | 4 | 5 | 6 | O v e r 刚 

厂Overlay op t ima l rou t ing 9.53 4.58 10.57 10.77 0.33 44.15 
"Over lay rou t ing (pr ic ing) 9.93 4.40 8.67 " s l o " 9.73 " O ^ 41.45 
"G loba l op t ima l rou t ing 9.92 4.40 8.66 8.41 9.72 0.33 4 1 . 4 ^ 

Table 8.2: Comparison of weighted average delays under different rout ing 
strategies 
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Figure 8.1: Rout ing decisions for six overlays w i t h pricing scheme 

made here. The pr ic ing mechanism achieves close-to-opti ini im performance, 

and reduccs the overall delay as compared to the scheme wi thout pricing. Note 

tha t after incorporat ing the pricing scheme, though the average delay in some 

overlay is increased, the delays in some other overlays decrease at a higher 

rate, which leads to the global opt imum. This can be interpreted that the 

marg ina l cost pr ic ing brings in extra penalty for the increased delay burdened 

on other overlays, caused by the overlay's own traffic. Table 8.3 tabulates 

the to ta l payment for different overlays when their rout ing behaviors reach 

an eqi i i l ib r iu in . Note tha t when an overlay shares more congested physical 

l inks w i t h other overlays, the more payment i t has to bear. In our simulation, 

overlay 6 has only one logical path which shares some common links w i t h other 

overlays, thus bearing the lowest payment. 
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]Overlay | l | 2 | 3 | 4 | 5 | 6 | 
厂Payment | 26.5 | 8.6 | 15.8 | 31.5 | 37.9 | 0.01 | 

Table 8.3: Overlays' payments under the discriminate pricing scheme. 

8.1.2 Packet-level Simulation 

For the packet-based simulat ion, we repeat the same simulat ion scenario as 

presented in Chapter 6, except tha t each overlay receives an addit ional price as 

we have suggested. In Figure 8.2，we plot the rout ing decisions of three overlays 

under the pr ic ing scheme, as well as their performance comparison. Note that 

s imi lar ly, every flow al locat ion dynamic corresponds to the entering/leaving of 

the overlay traff ic. Also note that the traff ic variat ion is comparably larger 

than the s i tuat ion w i thou t pricing, which verifies the explanation presented 

in the f luid-based simulat ion. To compare the performance gap reduced by 

the pr ic ing ineclianisin, we plot the instantaneous percentage of the improved 

performance (reduced delay) in Figure 8.3. In here, the reduced delay refers to 

the difference of the overall delay in three overlays w i t h and wi thout pricing, 

and we compare i t to the performance w i th pricing as the improved percentage. 

We numerical ly show that the average performance improved is around 5% in 

th is example. Though the performance gap is not dist inct here, we argue that 

i t does not weaken the strength of the pricing mechanism. The performance 

gap can be arb i t ra r i l y large for arb i t rary l ink delay functions and network 

topologies. 

8.2 Pricing mechanism to improve fairness 

One impor tan t incentive for the network operators (ISPs) to perform network 

upgrade is to increase prof i t . Furthermore, i t is desirable i f the pricing and 

revenue sharing schemes correctly represent the contr ibut ion of different ISPs, 

whi le prov id ing fair resource al location to the users in the network. In the 



Chapter^ 8 Overlay Pricing 78 

routing decision v.s. time in overlay 1 routing decision v.s. time in overlay 2 
3 0 f — = ： ‘ 301 . i 

path1 I — path 1 
25- • { 25- — Pa'h2 

I -*-path3| 丨I, I paths I f, 

.g 1 5 、 ' V 、 ? ( 丨 ; 〜 o 15- I 

0 20 40 60 80 100 0 20 40 60 80 100 
Simulation time (x 20s) simulation time (x 20s) 

routing decision v.s. time in overlay 3 Overlays' peformance v.s. time 
30| . 5| . . I . 

Pathi I —overlayll , . . 
25 • Path2 ——overlay2 j ^ A W 

i： M ' i f 1 
0 '“‘ ‘ "•"'"•'•"•••••••••"•““ ‘ 0 1 
0 20 40 60 80 100 0 20 40 60 80 100 

Simulation time (x 20s) simulatio time (x 20s) 

Figure 8.2: Rout ing decisions of overlays and performance comparison under 
d iscr iminate pr ic ing 

previous section, we have observed some fairness anomalies due to unregu-

lated compet i t ion between overlays. Worse yet, such unfairness can even be 

unbounded for general situations. Here, we explore another pricing scheme 

tha t can achieve a spectrum of fairness balanced between the performance and 

the cost, and reflects the economic benefit for the network operators. 

Our pr ic ing scheme is based on the fol lowing two natural arguments. First ly, 

pr ic ing should reflect users' willingness to pay, meaning that those users who 

pay more have greater oppor tun i ty to receive better performance. Secondly, 

the network operators set prices to maximize their own economic interests. 

Before proceeding to the formal pr ic ing model, we make some addit ional as-

s i i i i ip t ions, for bo th s impl ic i ty and ease of presentation. We assume that those 
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Figure 8.3: Instantaneous percentage of improved performance by incorporat-
ing d iscr iminate pr ic ing mechanism 

"common" physical l inks in the network represent network operators that have 

thei r own economic interests. The argument is that an overlay network may 

reside over many ISPs and these physical l inks consti tute the bottleneck links 

w i t h i n one ISP. Th is is because one provider's egress traff ic is often charged by 

i ts downstream providers and these bottleneck links often get saturated before 

other l inks do. 

Under th is assumption, the pr ic ing scheme can be decomposed into two 

components, one for the overlay users and the other for the network operators. 

For each physical l ink, i t is interpreted as a logical ISP which tries to maximize 

i ts own economic benefit. Each l ink j sets a price p j , which is the charge for 

per un i t t raf f ic traversing this l ink, to maximize its own profi t . The profi t of 

a l ink j is defined as P j { l j ) = Pj . Ij — C j { l j ) , where the first part accounts for 

the revenue received by the l ink, while the latter part Cj( l j ) is interpreted as 

the operat ing cost at current congestion level. Note that a l ink sets the same 

price for all overlays and there is no price discriminate. Formally, each l ink j 
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solves the fo l lowing opt imizat ion problem: 

maximize P j { l j ) = I j • p j - Cj{ l j ) (8.3) 

To maximize the prof i t , l ink j would not set the price arbi t rar i ly large, other-

wise no overlay would choose to traverse this l ink. Given a fixed price p j , the 

op t ima l aggregate traff ic on a l ink j to maximize the profit can be obtained by 

solving d P j / d l j = pj - c ' j { l j ) = 0 ’ thus having pj = c ' j { l j ) . To match the actual 

bandw id th consumpt ion demand, l ink j w i l l set its price by Pj = c ' j ( l j ) . Note 

t ha t the operat ing cost Cj( l j ) is a non-decreasing funct ion of the aggregate 

traf f ic on the l ink. We argue tha t this is an approach for links to estimate the 

traf f ic demand on them. Th is eqii ivalently determines the supply curve for the 

l ink resources. 

Associated w i t h each overlay is a load funct ion Us(j/s\y、-s、、that i t wants 

to minimize. W i t h the prices set by the links, one overlay s determines its 

rou t i ng by solving the fol lowing opt imizat ion problem: 

min imize U“p⑷")(一))=a,. delay(s、+ ^ if • pj (8.4) 
j^J 

wherein the def in i t ion is similar to Eq.8.2. Also note that the constraints to 

th is op t im iza t ion problem is the same as the overlay opt imizat ion given in 

Eq.(3.5). By w r i t i ng down the K K T conditions to this opt imizat ion problem, 

i t is easy to show tha t the overlay rout ing game under objective funct ion in 

Eq. (8.4) has a Nash equi l ib r ium when p j is considered as a fixed parameter 

by overlays. The rou t ing decisions made by the overlays actually determine 

the demand curve of the l ink resources (bandwidth). 

To see how this pr ic ing scheme works, the cost funct ion of l ink j can be 

set i l l the fo l lowing way: C j { l j ) = log[/ j • d j ( l j ) ] , such that the cost of operating 

a l ink increase logar i thmical ly w i t h the weighted delay on that l ink. In other 

words, Ij • d j ( l j ) can be interpreted as the to ta l “bits” carried by this l ink. 
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Therefore, the price of a l ink is determined: 

= + (8.5) 

wherein the second par t can be interpreted as the elasticity of the delay func-

t ion of l ink j . I n Figure 8.4，we plot the price-traffic curve for different delay 

functions. In here some observation is made. First ly, the price funct ion is a 

decreasing funct ion of the traff ic traversing i t . The just i f icat ion is that when 

less t raf f ic traverses a l ink, the l ink bears a lower delay, which implies a higher 

price. Therefore for overlays tha t choose links w i t h lower delay to ensure a 

bet ter performance, they have to pay more to buy the service. Note that in Fig-

ure 8.4(c), though the price tends to be an increasing funct ion when the traffic 

rate exceeds half of the capacity, the high delay when the rate approaches the 

capacity prevents overlays f rom using this l ink. 
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l()| 12r 12| 

8 叫 丨。 I 
8 8 

O 6 O O 
^ S 6 ^ 6 
ci. 4 Si, cs, 

4 I 4 

j L J 
"o 5 10 OQ 5 10 Oq 5 10 

traffic rate /. traffic rate L traffic rate I. 
⑷ ip) (c) 

Figure 8.4: Price-traff ic curves for l inks w i t h different delay functions, w i t h 
l ink capacity C j = 10 units. 

We use the same network topology i l lustrated in Figure 7.1 to compare the 

performance before and after incorporat ing our pr ic ing scheme. In here, we 

assume tha t l inks A-E and B-F (w i th capacity CAE = 2, CBF 二 1.5) are the 

“private” l inks of overlay 1 and overlay 2 respectively, and they do not have to 
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pay for them. The only common physical l ink \sC — D w i t h capacity CCD = 6 

and overlays have to pay for consuming the bandwidth on this l ink. For the 

ease of presentat ion and analysis, we assume other links have sufficiently large 

capacities and do not charge on the two overlays. In Figure 8.5, we show the 

performance comparison before and after tak ing the pricing scheme. Overlay 

2's sensi t iv i ty factor a’2 is kept fixed, while a i is changed to see the different 

equ i l ib r ium points under this pricing. Some observation is made. Before taking 

the pr ic ing scheme, overlay 1 achieves a higher delay than overlay 2, despite 

owning a “battel” pr ivate l ink in this otherwise symmetric environment. Af ter 

b r ing ing in the pr ic ing scheme, overlay 1 achieves better delay as a i increases, 

at the cost of more payment to l ink C — D. However, one can observe that 

there st i l l exists intervals of a-i such that overlay 1 achieves better delay than 

overlay 2, yet s t i l l bearing a less payment. This is not surprising since overlay 

1 owns a bet ter pr ivate l ink. 
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Figure 8.5: Compar ison of equi l ibr ium point before and after tak ing pricing 
scheme (a。= 0.5). 



Chapter 9 

Related Work 

In here we provide an overview of the related work tha t motivates our work or 

paral lels our s tudy on s imi lar topics. Though the stud)' on the interact ion of 

co-exist ing overlay networks is receiving some at tent ion, i t has not been well 

addressed up to date. 

R o u t i n g scheme which achieves global op t ima l i t y was well studied in [65 . 

Such a "g lobal o p t i m a l rou t ing" achieves a m i n i m u m average latency for all the 

t ra f f ic in the network by solving a central ized opt imizat ion problem. Since tra-

d i t i ona l In ternet rou t i ng is not load dependent, bu t rather, policy-based across 

mu l t i p l e ISPs, therefore, Savage et. al. [10] have observed an inherent ineffi-

ciency of network- level rou t ing f rom the users' perspective and showed that 

the defau l t In ternet pa th is of ten s i ibopt imal in terms of delay, loss rate and 

b a n d w i d t h . Such a sub-opt i ina l i ty is inevitable due to the different objectives 

of ne twork operators and end-to-end users, as wel l as different network topolo-

gies and r o u t i n g policies. However, w i t h the increasing popular i ty of overlay 

networks (i.e., R O N [2]), and the possibi l i ty of source rout ing like Detour [9], 

there exists an o p p o r t u n i t y to allow end users to choose application-specific 

routes, i.e., routes w i t h the shortest delay (or smallest loss rate, max ima l avail-

able b a n d w i d t h ) . Th is is known as the selfish routing. 

Roughgarden [11] po in ted out t ha t the network w i l l experience a perfor-

mance degradat ion if each end user performs selfish rou t ing and also gave the 
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theoret ical upper bound for this efficiency loss. However, recent experiments in 

real network environments [62] showed that selfish rout ing achieves a close-to-

op t ima l performance in terms of average delay, but at the cost of overloading 

some l inks, wherein there is a contradict ion to the theoretical results. Xie 

et. al [63] proposed a probabi l ist ic rout ing scheme to implement the selfish 

rou t ing in dynamic environments, ensuring that the selfish behaviors of end 

users w i l l converge to a rout ing equilibrium that resembles what is studied 

in the theoret ical work [11]. In addi t ion, the proposed rout ing scheme shows 

a promise for an overlay or an end-user to implement the opt imal routing, 

which selfishly maximizes the ent i ty 's own u t i l i t y but exposes the possibil ity 

of degraded performance experienced by other users or overlays. 

The seminal work by [48] presented the first a t tempt of a game-theoretic 

analysis of in teract ion between one overlay network and the underlay (physical) 

network. The overlay performs appl icat ion layer rout ing and tries to minimize 

i ts average delay. A t the same while the ISP performs traff ic engineering so 

as to min imize the average delay for al l traff ic w i th in the physical network. 

They showed the equ i l ib r ium point for a simple example and explored some 

interest ing impl icat ions in the example network. Unlike their work, we consider 

the in teract ion of mul t ip le overlays. Not only do we show the existence of an 

equ i l i b r i um in generic networks, bu t we also discover some potent ial anomalies 

and s tudy how the performance gap can be bridged by a distr ibuted pricing 

scheme. 

The in teract ion between co-existing overlay networks is also studied in 

45-47], wh ich dif fered f rom our work in another perspective of focus. One 

common characterist ic of these work is tha t they investigated the simultane-

ous responses of mul t ip le overlays to a rout ing incidence, for instance, the 

congestion or fai lure of a highly loaded l ink. Authors showed that for some 

par t i cu la r network topologies and traff ic patterns, the load-sensitive rout ing 



Chapter 9 Related Work 85 

(i.e., always selecting a pa th w i t h the shortest delay) can cause persistent rout-

ing osci l lat ion. Though the possibi l i ty of oscil lation exists, i t can be simply 

e l iminated by tak ing the advantage of a probabil ist ic rout ing scheme [63 . 

Last bu t not the least, the abi l i ty of an overlay network to compensate 

the carelessness of the underlay rout ing scheme was studied in [67]. Other 

documents t ha t explored the undesirable effects due to the interaction between 

co-exist ing overlay networks were reported in [68,69 . 



Chapter 10 

Conclusion 

T h e centra l mo t i f of th is thesis is the investigation of the in teract ion between 

mu l t i p le co-exist ing overlay networks, and the inherent impl icat ions reflected 

by the interact ion. W i t h the discovery of some anomalies t ha t may exist i n 

a rou t i ng equ i l ib r ium, we analyze how this lack of coordinat ion affects the 

system stabi l i ty , performance as well as fairness in resource al location. Th is 

thesis only represents one corner of a problem which requires a mul t i faceted 

approach. I n th is chapter, we are going to summarize our contr ibut ions and 

br ie f ly discuss some key open issues on which fur ther study is necessary. 

10.1 Summary of the Contribution 

Throughou t th is thesis, we consider the co-existence and interact ion of mu l t i -

ple overlays on top of a physical network. We consider the s i tuat ion wherein 

overlays can determine thei r rou t ing so as to opt imize thei r ind iv idua l perfor-

mance measures. A constrained convex op t im iza t ion f ramework is ut i l ized to 

formula te the selfish (user-opt imal) rou t ing and overlay op t ima l rou t ing policy. 

I n par t icu lar , we present a non-cooperative game framework to characterize 

overlays' behaviors. We show the existence of a Nash equ i l ib r ium in a generic 

network sett ing, wh ich implies tha t there w i l l be no rou t ing instabi l i ty. 

However, t h rough some simple i l lustrat ions, we demonstrate some inherent 
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anomalies due to these interactions, namely, degraded performance measure 

and some fairness paradox. We also compare the achieved performance w i t h 

the global op t ima l rout ing and user selfish rout ing, showing an inherent per-

formance gap. These issues are impor tant since an overlay may not be aware 

of the existence of other overlays in the network. The impl icat ion is tha t they 

w i l l cont inual ly operate at this sub-opt imal point and tha t some overlays may 

experience poor performance due to the unregulated appl icat ion layer rout ing. 

To bridge the performance gap or improve the fairness, two overlay pr ic ing 

mechanisms are introduced to alleviate or reduce these negative effects. The 

pr ic ing scheme is simple to deploy and can be implemented in a d is t r ibuted 

fashion. Extensive simulations (both in fluid-based and packet-based) are car-

r ied out to i l lustrate the stabi l i ty as well as the effectiveness of the d ist r ibuted 

pr ic ing scheme. These results not only provide some fundamental understand-

ing of the interact ion of overlays, but also point out the possibi l i ty for ISPs to 

per form traff ic engineering so as to enhance their revenue. 

10.2 Future Directions 

We have witnessed the emergence of the Internet as an overlay network over the 

telephone systems, which tr iggered a fundamental shift in the structure of the 

telecommunicat ions industry, w i t h economic, pol icy and social implications. 

We believe current overlay networks on top of the Internet may signal another 

such shif t , though the impact may not be as dramatic and far-reaching as the 

Internet itself. 

Overlays exist for several reasons, which this thesis has tries to sort out. 

However, there is s t i l l a long way to go before they could be widely deployed 

to become a basic infrastructure. There are some explicit or impl ic i t obstacles 

t ha t require fur ther a t tent ion f rom the researchers. Among these are: 

• The lack of coordinat ion is always an impor tant issue. For instance, since 
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overlays do not control the physical l inks themselves, rout ing overlays 

typical ly rely on probings of the network to measure l ink properties, such 

as available bandwidth or packet loss rate. More worrisomely, i f hundreds 

of rout ing overlays coexist on the Internet, we need mechanisms to ensure 

t l ia t they do not overwhelm the network w i t h redundant measurement 

traffic. 

• A l l essential reason for overlays to emerge is the failure of ISPs to sell to 

the customers what they want to buy, which creates an oppor tun i ty for 

a th i rd party to enter the market. Overlay networks are witnessed to fit 

into this category as a virtual ISP, reaping the commercial benefits of the 

service and leave to the ISPs only the raw business of packet carriage. 

The risk that the incentives of ISPs and overlay providers are not well 

aligned may lead to iinder-investment and a stagnation in innovation and 

upgrades. 

• A more interesting concern is on the social issues. The Internet has the 

feature that anyone can talk to anyone freely, while overlays can be seen a 

cyberspace where congenial participants agree to ta lk among themselves, 

others closed out. Whether this happens and its impl icat ion to the future 

of the Internet, is a topic far beyond our current observation. 

The Internet to some extent has matured, exhibi t ing a landscape of com-

prehensive functions and applications. Overlay networks, as a new force, rep-

resents a way to innovate and create a new order, w i th a set of new players, 

new rules and new economic relationships. We have seen the challenges and 

opportuni t ies posed by overlay networks, and we believe that this t rend is go-

ing to continue. By coming up w i th new solutions to the existing obstacles, 

we w i l l witness the prosperity of overlay networks in the advent of the next 

generation Internet. 
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Appendix A 

Proof of Existence of Nash 

Equilibrium 

Lemma 3. The preference relation ^^ in an overlay optimal routing game 

Goveriay〈A/“，(「s), (^^)) IS coutinuous and quasi-concave on 

P r o o f : I t is equivalent to prove that the payoff funct ion for each player s is 

cont inuous and quasi-concave on Tg. Since the payoff funct ion for each overlay 

s is the negative of average delay, thus i t is equivalent to prove tha t funct ion 

delay ⑷ ( 2 / ⑷ ; y H ) is continuous and quasi-convex on Tg. The cont inui ty of 

delay⑷(y⑷；广s)) jg t r i v ia l if we require the delay funct ion of each l ink j ^ J 

t o be continuous. To prove quasi-convexity of d e l a y ⑷ ( y ⑷ ; o n Fs, i t 

suffices to show tha t 

z ^ V d e l a y ⑷ ( y⑷）= 0 ^ ^ T V ^ d e l a y ⑷ ( y ⑷ > 0 ( A . l ) 

for al l 2/⑷ G and for al l 2； G 0. We have 

d e l a y ⑷ ( y ⑷） = ^ ^ 々 . 一 [ A ⑷ ^ A ( 〜 ⑷ ) ] • (A.2) 

We can wr i te out the gradient vector and the Hessian mat r i x of the delay 

funct ion for overlay s as: 

• d e l a y ⑷ 二 A ⑷ 了 A ( 〜 ⑷ ) + ⑷ 丁 V ^ p f E y l ⑷ ( A . 3 ) 
i i 
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and 

• 2 d e l a y ⑷ = 2 A ⑷ 〜 : D ( ^ 〜 ⑷ )乂 ⑷ + 1 > ) V d ( ； ^ A ( 〜 ⑷ )乂⑷ ] A ( 〜 ⑷ . 
i i 

(A.4) 

As defined in the previous section, A ⑷ is the sub-rout ing mat r i x for overlay 

s. We denote as the /c-row Q'-column element of 乂 ⑷ . W is an m x m 

diagonal ma t r i x and A ⑷ ? / ) ) = diag{d\(h),..., d'^iU)}, whi le V^V 

is a 1 X m vector of which each element is an m x m diagonal matrix, where 

V^Vk = diag{d'l{k), 0，...，O}. 

By simple algebraic manipulat ion, we rewri te V'^delay^^^ as an r^ by TS 

mat r i x wherein r^ = YIJ^TS I ^ / I - We denote hpq as the p-row g-column element 

of the Hessian mat r ix . Also we denote a(力 as the p-vow g-column element of 

/ I ⑷ . T h e n we have the following: 
m m 

= a ( 脚 M + X ： g 、 k 零 ( A . 5 ) 
A;=l k=l 

where = G 7 ^ / , / G ！Fs. To prove the quasi-convexity of 

delay(s)’ denote 2 = (21, 2 2 , . . . , as a non-zero vector. 

7-3 m 
z了VSdelay⑷z = E E + 

p’q^=l k—1 
m Vs =E[E + • (A.6) 

k=l p,g=l 

Let us denote (3k = 2d!k、lk) + 必 ) t ^ f c ) , then 

m Ts 2 

= ( A . 7 ) 
k=l r = l 

Since > 〜d l ( l k ) > 0 and > 0’ we have (3k > 0, ( E 二 4'r)知广 > 

0. Furthermore, i f the rank of ma t r i x A ⑷ , e . g . r a n k ( A ⑷ ) > r^, we have 
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( Y l l = i flfc^^r)^ > 0 for some k G { 1 , . . .，m } and al l non-zero vector z. Based 

on the above derivat ions we have > 0. F ina l ly we have proved 

that V^delay '̂) is convex on •⑷，and of course quasi-convex on This 

completes the proof tha t the preference re lat ion in the overlay op t ima l 

r ou t i ng game Gover iay i s continuous and quasi-concave. I 
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