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Abstract 

Large amount of data is available on the World Wide Web (WWW). If web 

pages could be converted to a database, then the users could retrieve data more 

efficiently. However, problems arise due to the semistructured nature of web data 

and many researchers are working on these problems recently. In this thesis, we 

address one of these problems: different wordings are used to represent the same 

attribute in different web pages. 

Web data, like most semistructured data, is self-describing; i.e. the schema 

is contained within the data in a web page. Attributes of the schema would 

be highlighted explicitly by wordings, called labels, in some web pages, e.g. 

the wordings or label, ,,job position', is used to represent an attribute in a web 

page. In fact, different web pages may use different labels to represent the same 

attribute, e.g. ''job title" is used instead of ”job position'' in other pages. This 

is a critical problem for retrieving the data of the attribute represented by ''job 

title” and ,,job position” if we do not know that these two labels represent the 

same attribute. In this thesis, we propose a labels discovery algorithm to 

discover labels that represent the same attribute. 

The major contributions of this thesis are: (1) we introduce a hierarchical 
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structure constructed by five heuristic methods which represents the hierar-

chical relations of each data in a web page, (2) we propose a labels discovery 

algorithm to discover labels representing the same attribute by using the rela-

tions among data in the hierarchical structure of web pages, and (3) we then 

propose a web pages classification method by using the knowledge obtained in 

the labels discovery algorithm. The labels discovery algorithm could discover 

labels of the same attribute as shown in the experiments. Also, by using the 

knowledge obtained in our algorithm, we obtain a high precision of classification 

of web pages in the experimental results. 
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摘要 

萬維網存在著瓶大數量的數據’如能將數據由網页形式轉爲數據库形式’用者便能有效率地 

由萬維網提取數據0但是，萬維網數據（web data )是半結構的（semi s t ructured ) ,而迻 

種特徵導致提取數據存在難題。最近，許多研究員正在不斯尋找解決方法。其中一個難題就 

是在不同的網有亵不同的字串代表同一展性（at t r ibu tes )。我們將會在本論文亵探討這個 

難題。 

萬維網數據和它的結構（schema) —同傲於綱育内’而每個屬性則由字串代表，我們稱呼迻 

些字串爲標簽 ( l a b e l s ) 0但是有時不同標簽會用來代表同一廣性’所以我們提出了標簽忮 

尋演算法（ labe ls discovery algor i thm )用來後尋代表同一屬性的標茶。 

本論文主要贡农包括：（1 )提出五個试探性方法（heur i s t i c methods )，從一個網页建蔡 

一個分级結構（hierarch ica l s t ructure )來代表網育内的數據的W系；{ 2 )利用分級結構 

顯示的W系’提出標簽忮尋演算法來後尋代表同一廣性的標茶；{ 3)利用標务後尋演算法的 

結果進行網育分類。 f驗演示標茶後尋演算法能夠在同一種類的網页内，發現代表同一屬性 

的標簽。另外’由這些網育得來的結果應用於網育分額’實驗演示準碓度很高。 
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Chapter 1 

Introduction 

There are over half a billion homepages on the World Wide Web (WWW) and 

a thousand more are appearing each hour. W W W provides a vast resource for 

information of almost all types, ranging from DNA databases to resumes to lists 

of favorite restaurants. However, the semi-structured nature of information on 

the web leads to a critical problem that users cannot directly sift through and 

interpret all the information. 

Users commonly retrieve web data by browsing and keyword searching. In 

fact, browsing is not suitable for locating particular items of data [5] because 

following links is tedious, and it is easy to get lost. Besides, browsing is not 

cost-effective as users have to read the documents to find the desired data. For 

example, if the users want to find the requirements of a particular job in the 

web page, they have to locate the information by reading the whole web page. 

On the contrary, keyword searching is sometimes more efficient than browsing. 

But it often returns vast amounts of data, much more than the user can handle. 

Sometimes the number of web pages returned by a search engine is in the order 

of ten thousands. A tiresome exhaustive manual browsing is often needed to 

accurately pinpoint the data that users require even though the returned web 

pages are ranked. 
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Chapter 1 Introduction 2 

Different types of data are available on the web: text, image, sound, movie, 

etc. In particular, the amount of textual data available on the web is estimated 

to be in the order of one terabyte. The web can then be seen as a very large, 

unstructured but ubiquitous database [7]. For that reason some researchers have 

resorted to ideas taken from database techniques in order to retrieve data more 

efficiently from the web. Databases, however, contain structured data and most 

web data is semistructured in nature [9]. This means that web data does not have 

a rigid structure and cannot be retrieved easily by using traditional techniques. 

The main reason of this problem is that web pages publication usually does not 

involve any publishing authority to critique, edit, or verify the accuracy of the 

material. Due to this loose standard, web data will be stored in different formats. 

1.1 Semistructured Data 

Semistructured data [1, 9] is characterized by the lack of any fixed and rigid 

schema, although, unlike unstructured raw data, typically the data has some 

implicit structure, which is neither regular nor known a-priori to the system. 

Information of semistructured data is normally associated with a schema and is 

contained within the data. In other words, attribute names are stored with the 

data, hence most semistructured data model are self-describing. In some forms 

of semistructured data, there is no separate schema. In others, it exists but loose 

constraints are placed on the data. 

The lack of external schema information makes browsing and querying these 

data sources inefficient and even impossible at worst. For instance, a user finding 

a job instance in a traditional relational database would know the structure of 

the job. The user would know all the attributes of this instance. As an example, 

the schema of that database would tell us that each job has job name, description 

and requirement. However, in a semistructured world, some jobs may have job 



Chapter 1 Introduction 3 

name and description only. Other jobs may have job name, description and job 

location, instead of requirement. 

The web data is an example of semistructured data because the standard on 

web page publication is loose. As stated in [20], data found over the web is gen-

erally fairly irregular. For example, the majority of home-pages of job openings 

may contain some similar pieces of information (e.g. position, responsibilities, 

qualifications) but some of these may be missing in some particular pages, and 

extra information may be present in others. In [20], the authors said that irreg-

ularities are often the norm in data found over the web. They arise naturally 

when one integrates data originating from several distinctly structured sources 

that provide information about a common set of entities but which represent 

these entities differently. 

There are several ways to deal with the lack of fixed schema. If the semistruc-

tured data is somewhat regular but incomplete, then an object-oriented or re-

lational schema can be used to represent the data along with null values. This 

approach fails if the semistructured data is very irregular. As a consequence, 

trying to fit the data into a traditional database form will either introduce too 

many nulls or discard most of the information [29 . 

A lot of recent work has been targeted to handle this problem [2, 6, 11, 14, 

18, 28]. However, the previous approaches require users to specify a particular 

structure for different set of web documents. This process mainly depends on 

human input. There is an enormous amount of web documents and they contain 

different types of information. It is an issue to specify the data model for each 

type of information. These approaches are then suitable to some specific data. 

On the whole, people are still trying to discover the mapping of web pages to 

database. 
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1.2 Problem Addressed in the Thesis 

Many problems on web data retrieval arise because of the semistructured nature 

of web data. Many researchers are working on these problems, e.g. modeling 

web data as database objects [21, 24, 19], finding structure of web page [20, 31], 

extracting data on the web [12, 8, 15], etc. In this thesis, we focus on one 

problem of the loose standard of web page publication: different wordings are 

used to represent the same attribute. As a result, the objective of the thesis is to 

develop a methodology that discover a set of wordings that represent the same 

attribute in a collection of web pages. 

1.2.1 Labels and Values 

In the thesis, a web page is assumed to contain two main categories of infor-

mation: label and value. Web data, like most of semistructured data, is self-

describing. In a manner of speaking, the schema is described within the data in 

a web page. Attributes of schema would be stored explicitly with their names by 

wordings in the web pages and these wordings are called labels. Each label rep-

resents an attribute. Besides, the data of attributes in the web pages are called 

value. To illustrate, there are two web pages in Figure 1.1. In Figure 1.1(a), 

,,POSITION*, is a label used to represent an attribute in that web page. Then 

the value of this label is “ Co-Sale Manager - West Farms, CT(2 positions),,. 

Details will be described in Chapter 3. 

To determine the labels in web pages, a hierarchical structure is then 

introduced to reveal the concept hierarchical relation of the data in the web page. 

Based on the syntax and properties of HTML tags, we proposed five heuristics 

to extract the hierarchical structure for each web page. From the structure, we 

can observe that most of the values are the children of their corresponding labels 
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Figure 1.1: Example of wordings problem of attributes in web data 
in the web page. 

1.2.2 Discover Labels for the Same Attribute 

For an attribute, labels are different in a set of web pages. For instance, in a 

job database, there is one attribute, say, description which is used to describe 

the duties of a job. Some web pages may use ” description'' but others may 

use ,, responsibilities”. Yet another may use ,,job duties,,. As it turned out, 

we do not know which labels represent the same attribute. To illustrate this 

problem, consider the two web pages shown in Figure 1.1. In Figure 1.1(a), 

“RESPONSIBILITIES" represents the same attribute as ” Description” in Figure 

1.1(b). Without knowing the attribute represented by each label, the information 

exchange among different sources of data would be difficult. 



Chapter 1 Introduction 6 

To solve this problem, we proposed a labels discovery algorithm to dis-

cover labels that represent the same attribute in the web pages. This algorithm 

analyzes the text in the web documents based on the hierarchical structure of 

the web documents. In a database, the data of the same attribute are similar 

in nature. For example, for the requirement attribute of job opportunities web 

pages, the word 'required' may occur frequently. So, we can use this characteris-

tic to discover labels that represent the same attribute by comparing the values 

of each label. 

1.2.3 Classifying A Web Page 

For the fact that about a thousand more web pages are appearing each hour, the 

database of any specific type of web data must be updated frequently. In fact, 

only a small portion of the new web pages belong to the database. Therefore 

we need to classify the new web pages so as to extract data from them. This 

is different from the more common classification problem: given a number of 

classes, classify each given object as one of the classes. Here we are given only 

one class at a time, and we want to see if an object belongs to the class. 

The knowledge obtained from our approach in the thesis can be used as the 

classifiers of a particular class. The knowledge is a set of label-sets where each 

label-set represents an attribute of the class along with the attribute's character-

istics. For different classes, the set of attributes and their characteristics would 

not be the same and they can then be used to classify web pages. 

1.3 Organization of the Thesis 

The thesis is organized as follows. 
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In Chapter 2, we will give some backgrounds on the problem of web data by 

introducing some previous works in web data. We will pay particular attention 

to the structure extraction of web pages and the particular data retrieval in web 

pages. Moreover, most of the contents of web pages are text, therefore text 

processing techniques would be required to extract specific feature from the web 

pages. Some techniques of text processing will be introduced. 

In Chapter 3, we will define the problem to be tackled in the thesis. First of 

all, we will define the structure of a web page. Also, the format of storing data 

in a web page will be described. We assume two main categories of data in a 

web page: labels and values. Afterwards we will describe the problem of finding 

similar labels. 

In Chapter 4, we will introduce the hierarchical structure which is a concept 

hierarchy of the data in web pages. The structure organizes the data according 

to their concept hierarchical level. Five heuristics are used to construct the 

hierarchical structure according to the properties of HTML tags. 

In Chapter 5, we will describe our approach on discovering similar labels in a 

class of web pages. The algorithm is based on the hierarchical structure extracted 

from each web pages. Each label will have a feature describing the topic of that 

label. Based on the feature, we then discover similar labels. In order to measure 

the representative of the knowledge obtained, it is used to classify web pages. 

We will give a conclusion work in Chapter 6. 



Chapter 2 

Background 

In this chapter, we will first introduce some issues on web data structuring. To 

illustrate these issues, some recent works are introduced. The data type on the 

web is mostly text. They are stored as articles in web pages. In an attempt 

to retrieve web data, text processing techniques must be applied to the content 

of web pages. Text processing techniques are used in traditional information 

retrieval on documents. For that reason, some techniques would be discussed 

afterwards. 

2.1 Related Work on Web Data 

In this section, some recent works of treating web data as a database will be 

discussed. There is no any research working on the topic discussed in this thesis. 

Therefore, we will introduce some works that are related to web data. Firstly, 

we will introduce an object-based information exchange model called object 

exchange model (OEM) [21] which is used to model semistructured data. 

Web data can be structured by this model [11, 24]. Afterwards, works on the 

problem of mining structure of web documents will be discussed. Mining the 

structure of web documents is critical to extracting information from them. The 

8 
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works of extracting schema and discovering typical structure will be discussed. 

Last we wll discuss the work on information extraction of web data. 

2.1.1 Object Exchange Model (OEM) 

The Object Exchange Model (OEM) was introduced in the Tsimmis project at 

Stanford [21] which was designed for semistructured data. Some projects are 

based on this model to extract information from web data [19, 24]. The data in 

the model is a labeled directed graph. Some vertices have labeled edges pointing 

to another vertices. A movie document in OEM is shown in Figure 2.1. The 

vertices in the graph are objects with the following structure: 

Label Type Value Object-ID 

where the four fields are: 

• Label: A variable-length character string describing what the object rep-

resents. 

• Type: The data type of the object's value. Each type is either an atom 

type (such as integer, string, real number, etc.), or the type set. The 

possible atom types are not fixed and may vary from information source to 

information source. 

• Value: A variable-length value for the object. 

• Object-ID: A unique variable-length identifier for the object or null. 

In Figure 2.1, each vertex has a data kx where x is a number. This is the 

object-ID of the vertex. The word on the edge pointed from one vertex Vi to 

another vertex V2 is the label of V2- For example, in Figure 2.1, there is a word 

"Title" on the edge pointed from to &2 and "Title" is the label of &2. In 

the leaf node, e.g. &2, "Star Wars" is the value of &2. 
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M o v i e 
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Awards 

Figure 2.1: A movie document in OEM format 

There are some works of extracting semistructured data based on the OEM. 

One of them is the TSIMMIS [11]. It uses a configurable tool for extracting 

semistructured data from a set of HTML pages and for converting the extracted 

information into database objects [15]. The input to the extractor is a declarative 

specification that states where the data of interest is located on the HTML pages, 

and how the data should be "packaged" into objects. The output data is in the 

form of the OEM. 

A problem of this approach is that the extraction mechanism depends on user 

input for describing the structure of HTML pages. This becomes an issue when 

the structure of source files changes rapidly requiring frequent updates to the 

specification file. Besides, this approach can only extract information from a set 

of web pages with the same structure. In fact, web pages with the same type 

of information have slightly different structure. Hence some information will be 

lost in this approach. 

The OEM is similar to a tagged file system [32]. The system uses labels in-

stead of positions to identify fields. For example, electronic mail messages consist 

of label-value pairs (e.g. label "From" and value "wcwong@cse.cuhk.edu.hk"). 

mailto:wcwong@cse.cuhk.edu.hk
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However, in web pages, the label-value pairs do not follow a strict and regular 

format due to the irregularity of web data. What is more, in OEM, the label 

is defined uniquely in the data model; in contrast, in this thesis, labels may be 

different even if they describe the same attribute (it is the object class in OEM) 

in the web pages. OEM cannot handle this problem. 

2.1.2 Schema Extraction 

The problem of extracting schema from semistructured data is considered in [20 . 

It considers a general form of semistructured data based on labeled, directed 

graphs [10, 23]. The nodes in the graph represent objects and the labels on the 

edges are the semantic information about the relationships between the objects. 

The leaf nodes in the graph represent atomic objects that have values associated 

with them. An example is shown in Figure 2.2. 

I student J 

Project Name Title Homepage Email 

Name Homepage 

66 
Figure 2.2: An example of database 

Data sets found on Internet have no explicit structure and are fairly irregular 

but has implicit structure. The implicit structure in a particular data set may 

be of varying regularity. The objective of [20] is to find a typing that fits the 

data set. A typing is a schema of the data set. It contains a set of types in which 
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each type labels data in the data set similar to a table in a relational database. 

For instance, in Figure 2.2, there are two types: student and project. Student 

type describes the data of a student in the database. A student data should have 

several values: project, name, title, homepage and email as shown in the graph. 

The typing of the database is specified by a datalog program which is shown in 

Figure 2.3. The program shows the format of the types in the database. If a data 

in a data set matches the format of one type then the data is said to be of this 

type. In the typing program, the direction of the arrow over the label of an edge 

denotes whether the edge is incoming (left) or outgoing (right). The superscript 

denotes the type of the object at the other end of the edge. 0 indicates that 

it is atomic object that have values. 1 indicates that it points to type 1 and 2 

indicates that it points to type 2. 

project: Ti = Project ^ Narne , Homepage^ 

student: 丁2 = Project，Nam�e\ fitfe , Homepage^^ Emaif 

Figure 2.3: A typing program for Figure 2.2 

Q 。 。 
^ O O 000 

Figure 2.4: Example database 

The objective of [20] is to find typing that approximately type a data set. 

The size of typing should be small and the typing should type the data in the 

data set with minimum error. Suppose we are given the database shown on 

Figure 2.4. To match all objects precisely to a type, it is true that four types are 

required without errors and the following typing program is the perfect typing 
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of the database. 

typei = 

type2 = " ^丄’^^^。 

type^ = V , V 

type^ = 

01,02,03,04 are mapped to type^, type), types, type4 respectively. However the 

size of a perfect typing is then very large which is roughly of the order of the size 

of the data set. Therefore, it is necessary to reduce the size of typing but there 

may be errors. For example, if we map 04 to type) then the size is reduced to 3 

but there is no link a from oi to 04 and the link c from 04 is missing. 

The typing problem is first cast into the datalog program as shown in Fig-

ure 2.3 by assigning each object, excluding atomic object, a unique type. Then 

the size of typing is large. So it computes the greatest fixpoint M of the typing 

program. The function M(typei) returns a set of objects Oi such that typei coin-

cides with the objects Oi on a link or For example, in Figure 2.4, there is 

f-O f—0 
a type types = b , d . Then M{type^) = {03,04} as both 03 and 04 have these 

VO f-O , 

and d . Then a more precise typing is generated by using the greatest 

fixpoint. An example of this process is shown in the following. 

A 
b b b c 

Q Q 
Figure 2.5: A simple database 
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Example 1 Consider the database D in Figure 2.5. The program Q of this 

database constructed initially is: 

typei = type2 = 

types =智 type4 = 

The greatest fixpoint M for Q is: M{typei) = { o i } , M{type2) = M(typez)= 

{02,03,04}, M(type4) = {04}. Then the perfect typing is obtained by letting n 

= t y p e i , T2 = [type2, type^] and Ts = [type^]. The program of this perfect typing 

is: 

= I 

The perfect typing program obtained will have many types to be similar to 

each other. They could then be collapsed into one in order to reduce the size 

and complexity of the typing program. Therefore the perfect types are clustered 

using a greedy algorithm to compute k types such that the sum of the distances 

of each type to the closest (among the k types) is minimized. It is similar to 

k-clustering [16]. The greedy algorithm gives an O(logn) approximation of the 

optimal solution. 

The distance used to measure the distance between each types is the Manhat-

tan path between two type points on the binary hypercube defined by the typed 

links in their definitions. That means the distance is the number of typed links in 

the symmetric difference between the bodies of their rule definitions. Following 

example shows the measurement of distance between two types, d(Ti, t � ) . 

Example 2 Consider the following three types: 

n = 丁2 = f X 

T s = V \ V^ 

For Ti, T2 the symmetric difference consists of { t ^ , V^} , so d(n,T2) = 2. For ti, 

tau3, the symmetric difference consists of V^} , so 丁3) = 3. And 
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7"3) is also 3. I 

2.1.3 Discovering Typical Structure 

In [31]，the proposed method discovers the typical structures of semistructured 

documents. The structure of a document refers to the role and hierarchical 

relationships of subdocument references. We use an example in the original 

paper to explain. For example, the structure of a person document can tell 

that the person has labeled fields Name, Address, Hobby, and Friend and that 

the Address subdocument has labeled fields Street and Zipcode. It states that 

documents describing the same type of information would have similar structure. 

For example, every club documents has Name label and at least 10 Player labels; 

every player document has Name label; 50% player documents have Nationality 

label, etc. 

The problem addressed is: given a collection of documents, find all "typical" 

structures that occur in a minimum number of documents specified by the user. 

The authors use OEM for representing the semistructured documents. They 

state that every node in OEM represents a subdocument(e.g. a HTML file) and 

has an identifier(e.g. URL). The arrows and their labels, identifiable by special 

tags or a grammar, represent subdocument references and roles. An example is 

shown in Figure 2.6. 

The authors express the structures of several documents by a tree-expression 

to generalize the structure. The tree-expression of a structure is a tree represen-

tation { / i : tei,…，lk : tek} in which tci is a tree-expression of a subtree pointed 

by an edge labeled U from the root node of the structure. In the tree-expression, ？ 

is used as the wild-card that matches any level.丄 denotes nil schema containing 

no structure. For example, there are some tree-expressions of club documents 

shown in Figure 2.7. The expression tei = {Player : {Name ：丄]"iTVame ：丄} is 
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Club^^ \Club 

® ® @ " @ 
� f f ici / \ Nam/ \onality Nan/ —onalityNa^y^ \ 

/ Niclo^e J Number \ 了 Nuriber \ r^e 

© © ® @ @ © @ \ 
"Manchester "RedDevilsjT ŷ "7" "French"/ \ "17" "^.u^-Ro^o^cr" \ 
United" f W Ust Fî t l\ast ^ (^J) 

© ® ® "9" 
^ "Cma" "Andy" "Cole" 

Figure 2.6: The premiership document 

a tree-expression of the structure of document &20 in Figure 2.6. There are two 

subtree pointed from the node &20. The first one is pointed by the edge labeled 

"Name" but the subtree pointed is a null subtree, i.e. the subtree does not have 

any nodes, so the tree expression of this subtree is 丄.Another subtree is pointed 

by the edge labeled "Player". This subtree has a tree expression {Name :!}. 

The typical structure discovery problem is to find all maximally frequent 

tree expressions of a collection of documents. An algorithm similar to that for 

mining association rules [3, 4] is used to find the typical structure of a collection 

of structures. In [4], constructing larger candidate subsets is done by joining 

smaller frequent subsets, and support counting is done by set containment test. 

Similarly, the proposed method in [31] finds all frequent 1-tree-expressions 

which are tree-expressions containing one leaf node. Then it finds frequent k-tree-

expressions Pi...pk-2Pk-iPk by constructing two frequent (k-l)-tree-expressions 

Pi...pk-2Pk-i and pi...pk-2Pk- The support for each tree-expression is calculated 

like mining association rules. If the support is greater than a pre-defined thresh-
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^ P P Q ̂ P 
/ Name ‘ ， ^ 

〉ame pj^ye, / Player ？ ” e pj^y^r 

Nationality Nationality Number Nationality 

了 了 \ 了 \ / 了 \ 

tei te^ teg te. 

Figure 2.7: Tree-expressions of club documents 

old MINISUP, then it is used to generate (k+1 )-tree-expression. Lastly, all 

non-maximally tree-expressions are pruned. A frequent tree-expression te is said 

to be maximal if it is not weaker than other frequent tree-expressions, i.e. it 

is not less informative than other frequent tree-expressions. For example, in 

Figure 2.7, t e � i s weaker than te4 as it is less informative than te^. 

Typical structures of a large number of documents can be used to discover 

the general information content and representation in the source. However, this 

approach only considers the relation between documents, i.e. the hyperlink in-

formation of web documents. It pays little attentions to the content of web 

documents. 

2.1.4 Information Extraction of Web Data 

There are some works on extracting particular data from the web documents. 

One of these is [8] which extracts a relation of (author, title) pairs from the 

web. The problem addressed in [8] is as follow. Let D be a large database 

of unstructured information such as the web. Let R = r i , r ^ be the target 

relation. Tuples of R occur in various locations in D using a variety of formats. 
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The goal is to discover as many tuples of R as possible with few, if any, false 

positives. 

The algorithm proposed is called DIPRE - Dual Iterative Pattern Relation 

Expansion. It relies on a duality between patterns and relations. The proposed 

method first finds the pattern of the initial sample of book in a set of web pages. 

A pattern is a five-tuple: (order, url-prefix, prefix, middle, suffix) where order 

is a boolean value and the other attributes are strings. The order is used to 

indicate the position of author and title in the pattern expressions. If order is 

true, an (author, title) pair matches the pattern if there is a web document with 

a URL which contains url-prefix as its prefix and which author and title are in 

the following expression: prefix, author, middle, title, suffix. If order is false, 

then the title and author are switched. 

author title 
Isaac Asimov The Robots of Dawn 

David Brin Startide Rising 
James Gleick Chaos: Making a New Science 

Charles Dickens Great Expectations 
William Shakespeare the Comedy of Errors 

Table 2.1: Initial sample of books 

After finding the patterns of the initial sample, the method uses these patterns 

to discover other (author, title) pairs. Then the patterns of the newly discovered 

pairs are found in the collection of web documents. This process is repeated 

until the relation pairs found is large enough. The initial sample of books used is 

shown in Table 2.1 and the patterns of these books found is shown in Table 2.2. 

URL Pattern Text Pattern 
www.sfF.net/locus/c.* < L I � < B > 逝 e < / B � b y author ( 
dns.city-net.com/Imann/awards/hugos/1984.html <i>title</\> by author ( 
dolphin.upenn.edu/dcummins/texts/sf-award.htm author || title || ( 

Table 2.2: Pattern found in first iteration 

http://www.sfF.net/locus/c.*
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This approach can find particular data of relation pairs in the web. It can 

help to retrieve the same type of information from different sources. However, 

web data is semistructured in nature and some relations might be missing. For 

example, a movie relation (name, director, actors, actresses, distributor) may 

miss director in some pages or distributor in other pages. Therefore, it can not 

discover a large set of data if the relation contains many attributes. It is for 

simple data only and does not consider the document content. 

2.2 Automatic Text Processing 

Traditional information retrieval would pre-process the documents in order to 

obtain the feature. Text processing techniques are applied to the documents 

[26]. Most of the content of web pages is textual. To obtain knowledge from 

the textual content, we have to apply text processing techniques before we can 

analyze the web pages. In this thesis, we will use stopwords elimination to remove 

stopwords from web pages and apply stemming to the remained words. 

2.2.1 Stopwords Elimination 

In traditional information retrieval, a word which appears in each of the docu-

ments in the collection is completely useless as an index term because it does not 

tell us anything about which documents the user might be interested in. On the 

other hand, a word which appears in just five documents is quite useful because 

it narrows down considerably the space of documents which might be of interest 

to the user. The words in first case are frequently referred to as stopwords. 

Most web pages contain textual content and they can be seen as documents 

in traditional information retrieval but with some structure. We want to discover 

similar labels in a set of web pages in the thesis. Therefore the textual data should 
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be distinguishable. Nevertheless, stopwords are not good discriminators. Thus, 

they have to be removed from the set of web documents in order to improve the 

precision of our algorithm. Articles, prepositions, and conjunctions are natural 

candidates for a list of stopwords. Also, some verbs, adverbs, and adjectives can 

be treated as stopwords. 

2.2.2 Stemming 

Frequently, the same word is presented in different forms in a collection of docu-

ments. Plurals, gerund forms, and past tense suffixes are examples of syntactical 

variations. They would be treated as different word although originally they are 

the same word. This problem can be partially overcome with the substitution of 

the words by their respective stems. A stem is the portion of a word which is left 

after the removal of its affixes (i.e., prefixes and suffixes). A typical example of a 

stem is the word connect which is the stem for the variants connected, connecting, 

connection, and connections. Stems reduce variants of the same root word to a 

common concept. 

In our methodology, we use affix removal as the stemming strategies. In 

affix removal, the most important part is suffix removal because most variants 

of a word are generated by the introduction of suffixes (instead of prefixes). 

While there are three or four well known suffix removal algorithms, the most 

popular one is that by Porter [22] because of its simplicity and elegance. Despite 

being simpler, the Porter algorithm yields results comparable to those of more 

sophisticated algorithms. 

The Porter algorithm uses a suffix list for suffix stripping. The idea is to 

apply a series of rules to the suffixes of the words in the text. For instance, the 

rule, 

5 小 
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is used to convert plural forms into their respective singular forms by substituting 

the letter s by nil. Notice that to identify the suffix we must examine the last 

letters in the word. Furthermore, we look for the longest sequence of letters 

which matches the left hand side in a set of rules. Thus, application of the two 

following rules 

sses ——> ss 

S > (j) 

to the word stresses yields the stem stress instead of the stem stresse. By sepa-

rating such rules into five distinct phases, the Porter algorithm is able to provide 

effective stemming while running fast. A detailed description of the Porter algo-

rithm can be found in [22]. 
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Web Data Definition 

We first define some notions of web data that will be used in our problems. Note 

that when we refer to a web page in this thesis, we refer to its textual content 

only on the ground that most of the data on the web is text. The hyperlinks 

would not be considered because we only concentrate on the web data stored in a 

web page and not the relationship between web pages. Afterwards our problems 

will be described in details. 

3.1 Web Page 

Web data is stored in web pages in a style that users can understand the concept 

of the data easily, hence data of same kind of information is always put together 

in the same web page. In common, almost all data in a web page belong to the 

same kind of information. For example, in a soccer web page, almost all the 

data in the web page is related to soccer. There are few non-related data, e.g. 

advertisement, but this is only a small proportion of the data in the web page. 

Therefore, each web page is used to present one main type of information. 

Assumption 1 A web page stores one main type of information. The type of 

22 
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information stored in a web page Wi is denoted by I{wi). I 

Web pages are clustered into different categories in the search engine accord-

ing to their textual contents. Web pages containing the same type of information 

are considered to be in the same category. For instance, in Figure 3.1, the two 

web pages are in the soccer category of a search engine as they contain the same 

type of information. We say that these web pages in the same category belong to 

the same class. A class of web pages is similar to a table in relational database. 

Each web page in the class is considered as a record in the table. Each class also 

has a number of attributes that describe the data stored. . 

. _ 一：一..... 

i , 誓 翻 j ^ P � 
BBBESH^BHHHIHHHHIIHHHij t 邏 
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Q j ^ ^ f f g f f _ 腰 HI*'- .'f "If • u^tr .m pull 001 ol ftllifk nnr inni . . iilihieui eiptcli « 
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JJEOSMM • A I ^^^MIRM^^M WEEKEND 
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Figure 3.1: Two web pages in the same category of a search engine 

Definition 1 A class of web pages is a set of web pages storing the same type of 

information. If a class contains web pages Wi,W2, then I{wi) = I ( w 2 ) = 

… = I { w n ) . Each class of web pages has a number of attributes (Ai, A2, ..., An) 

describing the data stored in the class. • 

The schema of a web page is stored with the data. The schema is the set 

of attributes stored in the web pages. These attributes describe the data in the 

web pages. There are wordings used to label the attributes in each web page. 

The wordings used in a web page to label an attribute of a class is called a label 
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and the data of an attribute in the web page is called a value. Each label has 

its corresponding value in the web page. 

Definition 2 A label I of a class C labels the data stored in a web page of class 

C. It corresponds to one of the attributes Ai of class C. We also denote the 

attribute that correspond to the label A by A(l). Hence A{1) = Ai. • 

Definition 3 A value is the data of an attribute stored in a web page. Each 

.value has its corresponding label in a web page. • 

attribute i attribute 2 label, value ^ 
value 丨 value 2 | label 之 value 2 

• 1 / ： 

label 1 -> attribute ^ 
label 2 -> attribute 之 • 

T~ 丨I 
a table of database 

. web pages 

Figure 3.2: Web pages vs. relational database 

The general overview of a class of web pages in comparison to a table of 

relational database is shown in Figure 3.2. Labels in a web page correspond to 

the attributes of the class. There are corresponding values to the labels and they 

are the data that users are most interested. A web page thus consists of a set 

of label-value pairs. As labels describe the data in the web page, the schema or 

structure of each web page can be represented by the set of labels in the web 

page. 

Definition 4 A web page consists of a set of label-value pairs ((/i, i^i), {I2,1^2),..., 

(Jn, Vn)) where li is the label in the web page and Vi is the corresponding value of 

li. The schema or structure of a web page is represented by a set of labels stored 

in that web page (/i,/2’ …’ y . • 
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The following is an example illustrating the occurrence of labels and values 

in web pages. 

Example 3 In a class of job opportunities web pages, we suppose that there are 

four attributes, say, (category, name, description, requirement). A job opportu-

nities web page is shown in Figure 3.3. In this web page, the four data of the 

attributes are stored with the labels. 

涵組丨丨丨編| j " _ M I _ U I U j _ l屬M J _ U “ - J J J . m L川丨商 

File Edit View Go Communicator Help 

|i Bookmarks 龙 Location: f i l e： / r e 3 e s i r c h / p ( | f • ' W h a t ' s Related j JJ 

ji Back Fo胁anJ Reload Home Search Netscape Print Security Shop 

Vour career ？ PT 

The Netherlands^ Nijmegen \ 

Job cs^teqory'. 

Design Eng 一 

Job me , 
PrincipaJ Digital IC Design Engineer 

Job descriptioa: 
"me Product Line Cellular develops and produces Baseband ICs for telecom terminals (e.g. 
mobile phones). Tliese are in general complex digital or mixed-signal CMOS ICs consisting of 
a microprocessor (80C51, ARM), a digital signal processor (DSP) and digital and 
mixed-signal peripherals (UARTs, IIC, N b and D/A converters, power management 
functions). 
The Principal Design Engineer is expected to play a leading role during the definition phase of 
new projects, making recommendations on architecture, test strategy, tool flow, resource 
requirements and technolog/ for specific projects. On occasion the Principal Design Engineer 
may be asked to lead project teams, and candidates should therefore have some experience 
of leading teams of engineers. Candidates are further expected to be experienced engineers 
who have knowledge of the complete digital design flow from specification to layout and 
timing verification 
Job rcfjuirsmcats: 
M.Sc. degree in Electrical Engineering or comparable level, experience in developing digital J 
circuits for CMOS processes, able to work independently, good communication skills. | 
More ki^ormetion; | 
AdditionaJ information on thi$ position, contact: | 
phone: +31 24 353 2353, j 
’………Gerrit. HQUv/en@philiP8 .com j 

i 
Benefits The Netherlands - j 

R 广 丄 」 

Figure 3.3: A web page of job opportunities 
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,,Joh category is the label, which is used to label the data of the attribute 

category as well as represent that attribute in this web page. The value of that 

label, i.e. the data of the attribute category, is “ Design Eng,,. The three labels, 

“Job title”, ,, Joh description,, and ,, Job requirements,�are used to represent 

the attributes name, description and requirement respectively. Their values are 

''Principal Digital IC Design Engineer”, ''The Product Line “ and "M.Sc. 

degree ”. The attributes represented by the labels in the web page are sum-

marized by 

A (Job category) — category 

A (Job title) = name “ 

A (Job description) = description 

A (Job requirements) = requirement 

In Table 3.1, we have the label-value pairs stored in the web page of Figure 3.3. 

The structure of the web page is represented by the four labels (Job category, 

Job title, Job description, Job requirements). • 

label value 
Job category Design Eng 
Job title Principal Digital IC Design Engineer 
Job description The Product Line 
Job requirements M.Sc. degree 

Table 3.1: Label-value pairs of example 3 

Web page can be considered as an interface for users to easily locate the data 

stored. Since labels are used to label the data, there is little doubt that values 

are located just after their corresponding label in the web pages. We can make 

an assumption about the positions of labels and values in the web pages. 

Assumption 2 The location of a label is just preceding to its corresponding 

value in the web page. • 
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For example, in Figure 3.3, the label ” Job category" is located next to its value 

“Design Eng” in the web page. Therefore a label can be used as an indication 

of the location of its corresponding value in the web page. We can extract the 

value by locating its corresponding label in the web page. 

3.2 Problem Description 

In a relational database table, an attribute has an unique reference name. On 

the contrary, since the standards are quite loose for publishing web pages, dif-

ferent labels would be used to represent the same attribute in a class of web 

pages. That is, the name of an attribute is not unique for all web pages in the 

same class. Different reference name of attributes can confuse the determination 

of the attribute of data in the web pages. As a result, data retrieval of web 

pages becomes difficult. For example, in Figure 1.1, the two web pages use “re-

sponsibilities'^ and ,, description,, to represent the same attribute. What is more, 

we cannot determine whether，，responsibilities" and “ description,, represent the 

same attribute. This is the main problem addressed in this thesis. In order to 

describe the problem, we first define some notions relating to properties of labels 

in a class of web pages. 

From the observation of web pages, we can discover that the wordings used to 

represent two attributes in a class of web pages are different in most web pages. 

For example, in a class of job employment web pages, if “ responsibilities" is used 

to represent the attribute, say, description, then it would not be used to represent 

other attributes, e.g. name, category, requirements, salary, etc. Therefore, we 

have an assumption on the labels. 

Condition 1 Web pages in the same class will not use the same wordings to 

represent different attributes. For two labels “ and k in the same class, if 
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A(/i) + Aik) then U + k. I 

Definition 5 (Identical labels) Two labels li and k in the same class of web 

pages are identical [k = I2) if the wordings of “ and I2 are the same. By 

Condition 1, attributes represented by them are also the same, A(li) = A(/2). I 

Definition 6 (Similar labels) Two different labels /i and I2 {h ^ I2) in the 

same class of web pages are similar (/i � / � ) i f the attributes represented by the 

labels are the same, A(li) = A(/2). • • 

The objective of this thesis is to discover similar labels in a class of web 

pages. One problem caused by the loose standard in web pages publication is 

the occurrence of similar labels in web pages of the same class. If similar labels 

can be identified, then data of a particular attribute in the class of web pages 

can be retrieved more efficiently. 

For instance, we assume that a class of job employment web pages has the 

attribute description. Two web pages use two different labels, “ description'' and 

summary”, to represent the attribute. If we do not know these two labels 

are similar, then either ,, description,, or ,, job summary,, may be considered as 

the attribute description. If users want to retrieve the data of description, then 

some data would be missed. Therefore, it is essential to discover that the two 

labels are similar ( "descr ip t i on ! '� ” j ob summary") so as to retrieve all data of 

a specific attribute. 

Moreover, the attributes of a class can be defined in terms of labels. By 

Definition 2, labels are used to represent attributes of a class. Due to the loose 

standard of publishing web pages, multiple reference names may be used for each 

attribute in the class of web pages. As it turns out, typically there is a set of 
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similar labels for each attribute in a class of web pages. Hence an attribute in 

the class could be represented by the similar labels set. 

Definition 7 An attribute Ai in a class of web pages, C, is represented by a 

label-setL = {h^h^ •••’̂ n}- Each label in L occurs in some web pages of class C 

and the labels are similar to each other, i.e. they represent the same attributes, 

yijeL,A(l,) = Ai. I 

Attributes are used to name different data categories in a relational database. 

They form the schema of a relational database. Likewise, the schema or structure 

of a class of web pages can also be described by a set of label-sets where each 

labels-set corresponds to an attribute in the class. 

Definition 8 The structure or schema of a class of web pages, C, is a set of 

label-sets {Li , L2,..., Z/„} where each labels-set Li represent an attribute Ai in 

the class C. I 

To illustrate the above definitions, we give an example of a class of employ-

ment web pages. 

Example 4 Considering that a class of job openings web pages has three at-

tributes: name, description, requirement. Each attribute is represented by a set 

of similar labels in the web pages: (title, position) for name, (description, du-

ties) for description, (qualifications, requirements) for requirement. Then the 

structure of the class of job employment web pages is a set of label-sets for each 

attribute. 

((title, position), (description, duties), (qualifications, requirements)) I 

In our collection of web pages, we observe that most of the web pages contain 

a single record of data. Therefore, in this thesis, for simplicity, we consider single-

record web pages only, e.g. for job openings, each web page contains information 
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about only one job opening. In relational database, a record contains one data 

value for each attribute. For instance, there will only be one data for the name 

of a job and one data for the requirement of job in a job employment record. 

In web pages, one record is stored in one page so each attribute of the class 

occurs at most once in the web page. Some attributes may be missing due to 

the semistructured nature of web data. Consequently, there is at most one label 

representing each attribute in the web page. 

Condition 2 (Single-record web page) In a web page, only single record of 

data is stored. Each attribute of the class would appear at most once in a web 

page. I 

Although we consider single-record web pages only, it is easy to extend our 

works to multiple-records web pages. The boundary for each record in the 

multiple-records web pages is required to be discovered first so that each record 

can be extracted [13]. If boundary can be found then a web page can be sep-

arated into several sub-webpages. Each sub-webpage contains a single record. 

Accordingly, we can consider each sub-webpage as a web page defined in this 

thesis. We can apply our methods to these web pages. 

From Conditions 1 and 2, we can deduce one property of labels in a web page 

as follow. 

Property 1 (Uniqueness of labels in one web page) Labels are unique 

within one web page. That is, all labels are different within one web page lo; 

for a set of labels { / i , / 2 , . " "n } & + hi • ... + Also, all labels are not 

similar, /i ？̂  ... / /n. I 

Proof: In Condition 2, only a single record is stored in a web page and each 

attribute occurs at most once in a web page w. That means no two labels 
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represent the same attribute in one web page. That is, if labels { / i , /之’ •"，In} G w 

then A(li) + A(l2) + …+ A{ln). In addition, in Condition 1, for two labels Ij 

and Ik in the same class, if A{lj) + A(lk) then Ij + Ik. Therefore we can deduce 

that all labels are different within one web page, li • I2 + ... + Likewise, 

by the definition of similar labels, all the labels in one web page are not similar, 

/i /2 . . . /n as they represent different attributes. I 
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Hierarchical Structure 

Web data is structured by the HTML tags [30] in a web document. The data is 

organized in a format that users could understand easily. Therefore, the labels 

always appear just preceding their corresponding values in Assumption 2. For 

example, the label “ Position Title,, is located next to its corresponding value ” TT 

Specialist’, in a web page. 

However, the computer does not know which data in the web page is a label 

as there is not any rule about which wordings should be labels or values. To 

organize labels and values in a web page, authors would store them in different 

patterns by using the properties of HTML tags. For instance, they may use the 

heading tag HI, H2, . . .，H6 to enclose label and use the list tag ul to enclose 

the corresponding value under the heading tag. For this reason, in many cases, 

we could discover label and value based on the properties of HTML tags. 

Labels, like the headings describing the topic of a paragraph, describe the 

data of their values. Their concept is more general than that of their values in 

a web page. We say that they are at a higher concept hierarchical level than 

their values. Therefore, we should reveal the concept hierarchical relation of 

data in a web page. In our proposed method, a hierarchical structure of a 

web page is constructed based on the concept hierarchical relation of data in 

32 
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the web page by five heuristics according to HTML tags' characteristics. The 

hierarchical structure shows the concept hierarchical level of data in a web page. 

• 孤 • • • • • • • • • • • • • • • • B B q 
File Edit View Go Communicator Help I 

i 雙t. Bookmarks 名 Location:|file：/research/pdc/dataSAdd/wcwong/job/files/ww. ibn. com, hk/jobll. htal — /[ jfljj 
^ Back Forward. Reload Home Search Guide Print Security Stop 

Employment -

Press Center ‘ 夠 Product Services j ^ ^ Solutions | e-business | Events 

Introduction 

Job Openings Posinon Title : Engageoracut Mencigei, Cross Industry Offerings 
—„...........— Ref. No.: Shanghai 1 

^ ^ Send Resume Work location 

• IBM China Company Limited, Shanghai Branch, Shanghai 

Responsibilities 

• Qualify service opportunitits 
• Conduct business requirement 8on&lysis for customers 
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• Manage impltmexitation project teams and customer expectations 
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Figure 4.1: A snapshot of a web page 

4.1 Types of HTML Tags 

Web pages are constructed by the HTML tags which provide the format of dis-

playing data stored in the web page. Figure 4.1 shows a web page storing the 

data of job employment. The data is organized by the HTML tags as shown in 

Figure 4.2. By using the properties of the tags and the relations among the tags, 

we may be able to find the structure of web pages for a given class. Different 

tags would provide different information to the structure of the data. Therefore, 
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<HTML> 
<HEAD> 
<TITLE>IBM Hong Kong - Employment</TITLE> 
</HEAD> 
<BODY> 
<TABLE> 
<TR> 

<TD>Position Title</TD> 
<TD>Engagement Manager, Cross Industry Offerings</TD> 

</TR> 
<TR> 

<TD>Ref. no:</TD> 
<TD>Shanghai 1</TD> 

</TR> 
</TABLE> 
<P>Work Location</P> 
<UL> 

<LI>IBM China Company Limited, Shanghai Branch, Shanghai</LI> 
</UL> -
<P>Responsibilities</P> 
<UL> 

<LI>Qualify service opportunities</LI> 
<LI>Conduct business requirement analysis for customers</LI> 

</UL> 
<P>Requirements</P> 
<UL> 

<LI>5 to 6 years engagement related work experience</LI> 

<AJL> 

</BODY> 
</HTML> 

Figure 4.2: A section of the HTML source of Figure 4.1 

we divide the HTML tags into three groups with different structural informa-

tion: rigid structure tags, loose structure tags and non-structure tags. 

As stated in Chapter 3, we consider only textual data in the web pages. The 

structural information provided by the tags is based on the textual data only. 

Other types of structural information would not be considered, e.g. images, 

video, hyperlinks, sound, etc. 

Here are the details of the three types of tags. 

1. Rigid Structure Tags. They provide structural information of the en-

closed textual data. For example, the table tag provides a tabular struc-

ture of text data within it. There is some relation between data within 
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the same column or row in the table. In Figure 4.3, HTML codes of table 

and the display of these codes in web pages are shown. From the table, we 

could observe that there is relation between data within the same column, 

e.g. "Name" is the heading of the column. 

< t a b l e > 
< t r x th>Name< / t h>< th>Age< / t h > < t h > S a l a r y < / t h x / t r > 
< t r > < t d > P e t e r < / t d > < t d > 3 9 < / t d > < t d > $ 1 0 0 0 0 < / t d < / t r > 
< t r > < t d > J o h n < / t d > < t d > 5 0 < / t d > < t d > $ 1 2 4 5 0 < / t d > < / 1 r > 
< / t a b l e > 

HTML codes of a table 

Name Age Salary 
Peter " 3 9 ~ $10000 “ 
John 50 $ 1 2 4 ^ 

Table displayed in web page 

Figure 4.3: HTML codes and display of table in web page 

2. Loose Structure Tags. They give structural information to the data 

enclosed by themselves and other tags. For example, the heading tags, HI, 

H2, . . .，H6, make the enclosed data as headings of different importance. 

Typically, HI is the most important, H2 is comparably less important, 

and so on down to H6, the least important. These tags give hierarchical 

structure of the enclosed data. 

3. Non-structure Tags. They do not provide any information to the struc-

ture of textual data in the web pages. They include tags that are used to 

enclose data other than text and all single tags. For example, the image 

tag, img. 

The HTML tags in the three types of tags are shown in Table 4.1. The 

table shows most of the HTML tags but there are some other tags that are not 

included. Single tags that are not included in the table should be classified as 
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non-structure tags as they do not enclose any textual data in the web pages. 

Tags that enclose textual data are classified as loose structure tags if they are 

not in the table. 

Types HTML tags 
Rigid structure tags dir, div, dl, menu, ol, table, ul 
Loose structure tags title, hi, h2, h3, h4, h5, h6, p, b, i, em, 

strong, font, big, small, strike, ti, u, a, cite, 
dfn, code, samp, kbd, address 

Non-structure tags img, applet, map, area, hr, br, bgsound, 
base, frame, input, isindex, link, meta, 
param, sound, other single tags 

Table 4.1: The three types of HTML tags 

Since we want to extract the structure of a web page and non-structure tags do 

not provide structural information to the textual data, they can be ignored. Rigid 

structure tags and loose structure tags would be considered in the construction 

of hierarchical structure. 

4.2 Tag-tree 

Web pages have some linguistic conventions in their page layout. These con-

ventions are determined by the HTML tags. HTML tags divide web pages into 

regions. The start-tag and the corresponding end-tag define a discrete region. 

Also, there are nested tags within the start-tag and end-tag to further divide the 

region into sub-regions. By using this nested property of HTML tags, a tag-

tree [12] can be constructed. The tag-tree in [12] contains HTML tags only as 

they focus on tags only. However, we would put the textual data in the tag-tree 

because our objective is to discover relations of textual data in the web page. 

The textual data in a web page is divided into separated data which is en-

closed by HTML tags. This separated data is called text data. Each text data 
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has its own meaning in the web page. They may be label or value. 

Definition 9 A text data is the textual data enclosed by a pair of HTML tags, 

start and end tags, in the web pages. • 

For example, in the following HTML segment, 

<ul> 

<li> Ability to work with senior management</li> 

<li>60% of working time is in China</li> 

</ul> 

'Ability to work with senior management' and '60% of working time is in China' 

are two text data. Then a web page consists of a set of text data. 

From the definition of text data in a web page, we could define the content 

of labels and values in the web pages in terms of text data. 

Assumption 3 (Content of label) A label in the web page consists of exactly 

one text data. • 

Assumption 4 (Content of value) A value in the web page consists of one 

or more text data. • 

We assume that the label in a web page is a word or phrase which is enclosed by 

a pair of HTML tags. By Condition 2, an attribute occurs only once in a web 

page. So, there will be no other wordings used to represent the same attribute. 

A label then consists of one text data in a web page. On the other hand, usually, 

the data of an attribute would be organized in a list format or point format 

such that it could be understood by users. Each item of the formats is enclosed 

by HTML tags. Therefore there can be several text data for one value in the 

web page. For example, in Figure 4.1, the value of the label ” Responsibilities” 

is divided into four items in which each item is enclosed by tags individually. 

Therefore there are four text data in the value of that label in the web page. 
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HTML tags could be enclosed by other tags. They are said to be nested in 

other tags. The following definition describes the algorithm used to construct a 

tag-tree by using this nested characteristic of HTML tags. 

Definition 10 (Rules of tag-tree construction) Based on the nested prop-

erty of HTML tags, two rules are used to construct the tag-tree. 

Rule 1: If the tag ti or text data d is directly nested in tag 2̂, then ti or d is 

the child of 力2. 

Rule 2: If two tags (or text data), ti and�2 ’ enclosed by the same tag are not 

nested to each other and the position of ti in the web page is above�2, then ti 

is the left sibling of t � . • 

In Figure 4.4, two examples show the rules of tag-tree construction. Circles 

represent tags in the tree and small boxes represent the text data enclosed in the 

tags. For Rule 1, as "tr" is nested in "table" directly, "table" is the parent of 

"tr" in the tag-tree. Likewise, "datal" is a text data enclosed in the tag "td", 

therefore "datal" is the child of "td" in the tag-tree. For Rule 2, the first "tr" 

that encloses "datal" is above the second "tr" that encloses "data2", so the first 

tr is the left sibling of the second one. Note that single tags and text data do 

not enclose other tags or data so they are the leaves of the tag-tree. 

By applying these two rules to all the tags in a web page, we could obtain 

a tag-tree from the web page. In Figure 4.2, we show a segment of an HTML 

document. The snapshot of the corresponding web page is shown in Figure 4.1. 

The tag-tree of the document extracted by the two rules is shown in Figure 4.5. 

The tag-tree is useful in the extraction of data from web documents [12 . 

From the tag-tree, the relation among discrete regions is represented by the 

tags in the internal node of the tree. The meaning of a subtree is represented 

by the tag in the root node of the subtree. For instance, in Figure 4.5, the 

subtree rooted at "TABLE" tells us that all the text data in it is organized 
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<table> <table> 
<tr><td>data</td></tr> <tr><td>data1 </td></tr> 
</table> <tr><td>data2</td></tr> 

</table> 

f table j ( table j 

0 © 
」1 datal clata2 
data 

Rule 1 Rule 2 

Figure 4.4: Example of the rules of tag-tree construction 

in a table format. In addition, the number of rows is equal to the number of 

children of the "table" node and the number of columns is equal to the number 

of children of the "tr" node. Therefore it is more efficient to analyze the web 

page by using the tag-tree. In the construction of the hierarchical structure, the 

characteristics of HTML tags are used, so from the tag-tree we could determine 

these characteristics more efficiently. 

After the construction of tag-tree, it has to be pruned. As we have mentioned 

in previous section, non-structure tags are useless in the formation of hierarchical 

structure, they could be removed. The subtrees of non-structure tags are pruned. 

However, some of the remaining tags in the tree would be required to be pruned. 

The reason is that some non-structure tags may be enclosed by rigid structure 

tags or loose structure tags. For example, the image tags may be enclosed in 

table tag. Obviously, the pruned tree may have tags as the leaves. These tags 

do not enclose any text data and they are useless in the hierarchical structure 
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HTML 

I ~ ^ “ I 丁 D I X D I ^ Quality service 5 to 6 years engagement 
？ I I T p l U ” I ~ ‘ IBM China Company opportunities related work experience 
I I ’ I ~ ‘ 1 Limited, Shanghai Branch 

I Position Title I LMilSJ I 1 Shanghai I Conduct businees requirement 
1 1 analysis for customers 

Engagement Manager, I 
Cross Industry 
Offerings 

Figure 4.5: The tag-tree constructed from the web page in Figure 4.1 

construction. So, they must be pruned. The pruning process is propagated 

upward in the tree until no such tags remain. 

, • % ' » ‘ 

•.. • ‘ • - • ‘ ‘ • • • 

Figure 4.6: The process of pruning non-structure tags in tag-tree 

The pruning process is illustrated in Figure 4.6. Circles represent tags and 

boxes represent text data. The dash line circle the tags to be pruned in the 

tag-tree. Each time one such tag is removed from the tree and some tags may 

become leaf nodes. The tag t becomes leaf node after removing its two children. 

Then t should be removed. The removal process is stopped unless the tree stll 

contains non-structure tags. Finally, the leaves of the tag-tree are all text data. 
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4.3 Hierarchical Structure Construction 

A hierarchical structure is a concept hierarchical tree, in which each node 

corresponds to a text data in the web page. A text data with more general 

concept has a higher concept hierarchical level. The positions of data in the 

web page may indicate the concept hierarchical relation with other data. If two 

data are next to another one, then they are probably similar in the concept. 

However, labels and values are exceptions. For example, the data “ book title,, is 

always next to the title of a book, say, “ Thinking in C++,, but “ book title,, has 

a higher concept hierarchical level than “ Thinking in C++,, which is an instance 

of “ book title,,. Similarly, label has a higher concept hierarchical level than its 

corresponding value as it is used to describe the value in the web page. 

Definition 11 Label has higher concept hierarchical level than its value in 

a web page. • 

In the hierarchical structure, the root of the tree is at level 0, we say that 

it is at the highest concept hierarchical level in the structure. A child of a node 

at level i is at level i + 1. We say that the node in level i has higher concept 

hierarchical level than the children of that node in level i + 1, By organizing 

the data in a hierarchical structure, we could determine the concept hierarchical 

relation more efficiently. In Figure 4.7, the hierarchical structure of the web page 

in Figure 4.1 is illustrated. From the structure, we could observe that,, IBM Hong 

Kong - Employmenf is the root node which has the highest concept hierarchical 

level. In fact, it is the title of the web page and it describes all data in the web 

page. 

To construct the hierarchical structure, we use the characteristics of HTML 

tags. Each tag has some meaning to the page layout. They are used to display 

the text data in a format that is more convenient for the users to locate the 
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IBM Hong Kong -
Employment 

n ... D . Responsibilities Requirements 
Position Title Ref. no.| Work Location 

Engagement Manager, Shanghai l| Quality service / Z ^ ^ ^ ^ 
Cross Industry opportunities / 5 to 6 years engagement 
Offerings IBM China Company / related work experience 

Limited, Shanghai Branch 
Shanghai Conduct businees requirement 

analysis for customers 

Figure 4.7: The hierarchical structure extracted from the web page in Figure 4.1 

information in the web page. Based on the properties of the tags and the relations 

among them, we propose five heuristics to construct the hierarchical structure 

from a web page. 

Heuristic 1: Heading loose structure tags 

In the loose structure tags, there are heading tags (HI, H2, . . . , H6) which are 

used to enclose the headings in the web pages. A heading briefly describes the 

topic of the section it introduces. There are six levels of headings in HTML with 

HI being the most important and H6 the least. The text data enclosed by the 

heading tags are used to describe the topic of data in the section of web page 

under it. Therefore, its concept hierarchical level is higher than that of the data 

in the section under it. Likewise, the t i t l e tag is used to enclose the title of 

the web page. The title briefly describes the topic of the web page it introduces. 

Therefore the text data in the title has the highest concept hierarchical level in 

a web page. 

The concept hierarchical level of the text data enclosed by heading tags is 

in the order as the number of the heading tags. That is, the text data in HI 

is higher than that in H2 which is higher than those in H3, etc. However, there 

may be several headings with the same heading tag number. A web page is then 

divided into discrete region by the heading tags. The data in the region divided 
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by a heading tag is the children of the text data in that heading tag. 

title data 

<title>title data</title> heading i title 

• … h e a d i n g 2 | data 

<H1>heading 1</H1> | | / \ _ _ 
heading heading 

heading 3 i 5 
<H2>heading 2</H2> I J 

heading 4 / \ 

<H2>heading 3</H2> h e a ^ g heading 

<H3>heading 4</H3> I I 丨 I _ _ L _ 
heading 5 heading 

4 
<H1>heading 5</H1> 

Regions divided by hierarchical structure 
HTML segment headings 

Figure 4.8: Example of Heuristic 1 

An example is shown in Figure 4.8. We can see how the heading tags divide 

the web page. Boxes represent the region of data under the heading. ,, heading 

忍”,,,heading S" and heading 4” are in the region of ” heading F as they are just 

below it and above ,,heading Since ,,heading 5" is in HI, it is not included in 

the region of ,, heading 1” • Moreover, ,, heading is directly under “ heading 

so it is included in the region of ” heading T not ” heading 忍，,.The hierarchical 

structure constructed is illustrated at the rightmost side of Figure 4.8. In the 

example, we ignore the other data in the web page and the structure contains 

only text data in the heading tags. This structure only displays the hierarchical 

structure of text data in heading tags. As “ title data'''is the title of the web 

page, it has the highest concept hierarchical level. Since ,, heading 忍,，，,,heading 

T and ,, heading /，are in the region of ” heading 1”, they are under the subtree 

of "heading f,. Likewise, ,,heading 4” is the child of ,,heading T. 
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Heuristic 2: Non-heading loose structure tags 

Non-heading loose structure tags include all the loose structure tags excluding 

heading and title tags. There is no difference in the concept hierarchical level 

among them. That is, most of them have the same concept hierarchical level. 

However, some of them will be higher than others. To explain this, we should 

consider the difference between the headings and paragraph below them in an 

article or book. Headings describe briefly the topic of their following paragraph 

and they should have a higher concept hierarchical level as mentioned in Heuristic 

1. As well, we should notice that the length of the headings must be shorter than 

their following paragraph. That is, the number of words in the headings is much 

fewer than the paragraph followed. Based on this pattern, we could distinguish 

the different level of text data enclosed by non-heading loose structure tags. 

As there is not any rules guiding people to put headings into heading tags, 

people may use other tags to enclose the headings. Also, there is not any pattern 

of using which non-heading loose structure tags to enclose the headings. So, in 

order to reveal these headings, we could use the pattern of headings and their 

paragraph in an article described above. Then we have the follow heuristic. For 

the non-heading loose structure tags, if the length of a text data is shorter than 

its follow one, then it has a higher concept hierarchical level and it is the parent 

of the following text data. The length of text data is determined by the number 

of words in the text data. For example, the following is a HTML segment. 

<b�Posit ion title</b> 

<font>Principal Digital IC Design Engineer</font> 

The length of text data “ Position title,, is 2 and the length of “ Principal Digital 

IC Design Engineer” is 5. Therefore, the concept hierarchical level of “ Position 

title,, is higher than that of “ Principal Digital IC Design Engineer'^ and ” Position 

title''' is the parent. 
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Heuristic 3: Hierarchical rigid structure tags 

Hierarchical rigid structure tags are rigid structure tags including all the list tags, 

ul , o l , d i r , div, dl . These tags provide lists of information. Lists may also be 

nested and different list types may be used together, e.g. ul may be nested in 

o l . The text data in the list is embedded in the list item tags, e.g. l i is the list 

item tag of ul . Therefore, these types of tags organize the text data in the order 

of concept hierarchical level. These tags could be seen as a concept hierarchy 

tree. 

We first consider list tags without nested list. Usually, in the list of data, the 

list items are all related. Their concept hierarchical level are also the same. So, 

all the text data in the list is under the same parent in the hierarchical structure. 

We illustrated this case in Figure 4.9. The text data “ item one'\ “ item two,, and 

“item three,, are the list items and so they all under the same parent. Their 

location in the list determine their order in the tree. As ,, item erne” is above 

“item two,,, it is the left sibling of “ item two''' in the tree. 

< U l > parent 

<li>item one</li> J t ~ ~ ^ 
<li>item two</li> 
<li>item three</li> 丨 . ‘ Z J — — — — 

Item item item 
</ul> one two three 

I. “ i hierarchical list tag segment 
structure 

Figure 4.9: List tags without nested lists 

List may contain other lists. One of the list item may be used to describe the 

topic of a list of information. Therefore, the nested lists have a lower concept 

hierarchical level. In addition, the nested lists are the children of their preceding 

text data. This case is shown in Figure 4.10. Like the previous case, “ item erne” 
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and “ item two" are under the same parent and “ item one,, is the left sibling of 

“item two”. A list is under “ item two^^, so the list items are children of “ item 

two,,. They are not the children of “ item one,, because they are not directly 

below it. 

<ul> 
parent 

<li>item one</li> I 
<li>item two</li> 

< U | > item item 

<li>subitem 1</li> _ _ — _ _ � � 〇 

<li>subitem 2</li> / \ 
</ul> ^ ^ r ^ ~ 

subitem subitem 

</ul> 1 2 

list tag segment hierarchical structure 

Figure 4.10: List tags with nested lists 

Heuristic 4: Tabular rigid structure tag 

Tabular rigid structure tags include t a b l e tag. This tag organizes the data into 

a tabular structure as shown in Figure 4.3. The concept hierarchy of the text 

data is implied in the table. However, there are two types of table that could 

occur in the web pages. One has header entry but another does not. The concept 

hierarchy in these two types of table are different. Also, each table may have an 

associated caption enclosed by the tag caption. It describes briefly the topic of 

the data in the table. So, the concept hierarchical level of the caption is higher 

than all data in the table and it is the parent. 

In web pages, the header entry is enclosed by the tag "th". If the header 

entries are in the first row, then this type of table is similar to a table in relational 

database. The headings describe the type of data in the columns under them. 

Therefore, the headings have higher concept hierarchical level and they are the 
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<table> 
<caption>An example of table</caption> 
<tr><th>head1 </th><th>head2</th></tr> 
<tr><td>data11 </td><td>data21 </td></tr> An example 
<tr><td>data12</td><td>data22</td><:/tr> of table 
</table> 

( A n example of table ^ ^ p 
headl head2 

headl head2 U ^ U ^ 
datall "data21 Z \ / X 
d a t a l 2 data22 d a t a l l data 12 clata21 data22 

V I J 
HTML segment and hierarchical structure of table 
corresponding table 

Figure 4.11: Hierarchical structure of table with header entry 

<table> 

<caption>An example of table</caption> An e x a m p l e ~ 
<tr><td>data11 </td><td>data21 </td></tr> of table 
<tr><td>data12</td><tci>data22</td></tr> ~ / \ ~ 
</table> / \ 

广 \ ——“~\ 
An example of table \ datall data 12 
datall data21 ‘ ― - y ~ ~ j ~ 
data 12 data22 

V y data21 data22 

HTML segment and hierarchical structure 
corresponding table of table 

Figure 4.12: Hierarchical structure of table without header entry 

parent of the data in the corresponding columns. An example is shown in Figure 

4.11. Therefore the header entry has higher concept hierarchical data in the 

table. 

If there is no header entry, then we could consider the leftmost entry of each 

row in the table having higher concept hierarchical level than other entries in the 

same row. Usually, in the web pages, the first entry of each row would be used 

as the header for each row if there is no header entry in the table. Each row 

would be considered as the same level in the hierarchical structure. An example 

is shown in Figure 4.12. The leftmost entry of a row is the parent of the other 

entries in the same row. 
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Heuristic 5: Rigid structure tags and loose structure tags 

This heuristic is used to relate the text data from rigid structure tags and loose 

structure tags. There are two types of loose structure tags: heading and non-

heading. They relate to the rigid structure tags in different ways. As stated in 

Heuristic 1, text data in the title tag describes the topic of the data stored in 

the web page, so it is at the highest hierarchical level among all data enclosed 

by rigid structure tags and loose structure tags. 

In addition, the heading tags are often used to divide the web pages into 

several regions and the text data enclosed by the heading tags are used to describe 

the text data in the corresponding region. All the data, including those in loose 

and rigid structure tags in the region has lower concept hierarchical level than 

the text data of the heading tag above the region. 

For the non-heading loose structure tags, if the text data is just above the 

rigid structure tags, then it acts as a heading that describes the topic of the data 

of rigid structure tags. Therefore it has higher concept hierarchical level than 

the data in the rigid structure tags. That is, it is the parent in the hierarchical 

structure. 

Using Tag-tree to construct Hierarchical Structure 

The tag-tree could be used to construct the hierarchical structure more efficiently. 

There are several subtrees in the tag-tree. For example, the left of Figure 4.13 

is a subtree of the tag-tree in Figure 4.5. The root of the subtree is "TABLE" 

tag so it is called "TABLE" subtree. It is also a subtree of the "BODY" subtree. 

According to the five heuristics, structure is extracted from each subtree. The 

right of Figure 4.13 is the structure extracted from the "TABLE" subtree by 

Heuristic 4. The root node of the structure indicate that it is extracted from 
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a "TABLE" subtree. The right of Figure 4.14 is the structure extracted from 

the "UL" subtree by Heuristic 3. As there is only one text data under the "UL" 

subtree, the structure consists of only one node. Structure is then extracted from 

each subtree and the root node of the structure shows the HTML tag from where 

the structure is extracted. 

TABLE 

TABLE 

TR TR 

^ ^ ^ ^ ^ ^ ~ , i \ Position Title R^. no 
TD TD TD TO I > ^ — — _ 

Position Title Ref. „o Shan咖i 1 Engagement Manager, Shanghai 1 
！ Cross Industry Offerings 

Engagement Manager, 
Cross Industry Offerings 

Figure 4.13: The structure extracted from a "TABLE" subtree 

UL 
I UL 

” 丨 IBM China Company 
Limited, Shanghai Branch 

IBM China Company Shanghai 
Limited, Shanghai Branch 

Shanghai 

Figure 4.14: The structure extracted from a "UL" subtree 

If two subtrees are under the same node in the tag-tree then the structure 

extracted from these two subtrees are merged to a new structure by the five 

heuristics. For example, in Figure 4.5, "TABLE" subtree and "P" subtree are 

under the same node "BODY" so the structures extracted from them are merged 

according to the five heuristics. Figure 4.15 shows the process of merging the 

structures from three subtrees. We assume that the "BODY" node only has these 

three subtrees. By Heuristic 5, the structure from "P" subtree is the parent of 

that from "UL" subtree and is the right sibling of that from "TABLE" subtree. 
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Now the new structure is rooted with "BODY" node. Finally the structure 

from "TITLE" subtree is in the highest level in the hierarchical structure so 

the structure of "BODY" subtree is the children. The hierarchical structure is 

constructed as shown in Figure 4.7. 

TABLE 

_ H E 
Position Title Ref.no 

" " " I Work Location IBM China Company 
Limited, Shanghai Branch 

Shanghai 
Engagement Manager, Shanghai 1 

Cross Industry Offerings 

V 
BODY 

Position Title Ref. no Work Location 

~ ^ „ r Z , . , I B M China Company 
Engagement Meager. Shanghai 1 Limited, Shanghai Branch 

Cross Industry Offerings 。， , . Shanghai 

Figure 4.15: The structure of "BODY" subtree 

4.4 Hierarchical Structure Statistics 

Hierarchical structure organizes data in the order of their concept hierarchical 

level in the web pages. So, we would like to determine whether this rule is obeyed 

in a set of web pages. One of the evaluation of the performance of hierarchical 

structure is measured by studying the position of labels and their corresponding 

values in the structure. Labels have higher concept hierarchical level than their 

values, so they should be the parent of their values in the hierarchical structure. 
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Therefore, we would like to determine this relation by studying a class of web 

pages. Labels and values could be distinguished manually if the set of web pages 

is in the same class. 

We extract a set of hierarchical structure from 7651 web pages in the same 

class. In the set of structure, there are total 158,285 nodes in the 7651 hierarchical 

structures. The labels and values are determined manually from the structure 

according to the attributes of the class. The class we used is the job employment 

class and we know that some attributes should be in the class, e.g. job title, job 

requirements, job description, work location, etc. According to these pre-defined 

attributes, we could determine which text data should be labels and represent 

which attributes in the web pages. Also, based on the attributes represent by 

the text data, we could determine which one is the value of the corresponding 

label. 

In the set of nodes, we find that there are 28,527 nodes containing text data 

that should be labels and there are 49,583 nodes containing text data that should 

be values. We could observe that some labels would have more than one text 

data as values. For example, the requirements of a job would have 3 values which 

represent 3 different required skills of the job and the values are enclosed by 

different tags. So, for one label, the value may be located in different neighbour 

nodes. Therefore, we discover the location of each value corresponding to their 

labels in the hierarchical structure. 

In Figure 4.16, the blackened node is the label and then the possible position 

of its values would be parent, left sibling, right sibling and children. In Table 4.2, 

the distribution of the location of values relative to their corresponding labels 

is shown. In the set of web pages, we observe that almost all the values are 

located at the children node of their labels. However, there are some located at 

the right sibling. No values are located at the parent and left sibling nodes. In 

the table, others means the positions other than the four neighbour nodes and 
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parent P ) 

left right ^ ^ 
sibling sibling 

children 

Figure 4.16: The possible neighbour of a node 

Location of values Number of values 
Parent 0.00% 
Left sibling — 0.00% ‘ 
Right sibling _ 6.09% 
Children 93.20% 
Others 0.71% 

Table 4.2: Location of values statistics 

the node itself. Very few values are located at other positions. That means only 

few cannot be organized in the order. The hierarchical structure could organize 

almost all labels and values in the concept hierarchical order. 



Chapter 5 

Similar Labels Discovery 

Web pages in the same class store the same type of information and each class has 

a number of attributes as stated in definition 1. The attributes are stored as labels 

with their values in each web pages. However, the labels may be different for the 

same attributes in a class of web pages: for two labels li and I2, A(/i) = A(/2) but 

/i 7^/2. We said that these two labels are similar li � l � a s defined in definition 

6. If similar labels could be discovered then we could know that whether two 

values belong to the same attributes. 

To deal with the similar labels problem, we introduce labels discovery algo-

rithm based on the hierarchical structure to reveal similar labels. Before looking 

into our algorithm we would like to introduce the structure-expression of the 

hierarchical structure extracted from a web page. This expression could make 

the algorithm more efficiently than using a tree structure. 

5.1 Expression of Hierarchical Structure 

The hierarchical structure is a tree in which each node corresponds to one text 

data in a web page. Each node has four possible neighbour nodes: parent, left 

sibling, right sibling and children. Information of a node could be obtained from 

53 



Chapter 5 Similar Labels Discovery 54 

its neighbour nodes. For example, values are always in the child nodes of their 

labels as shown in previous chapter. Therefore, we would like to express a node 

associated with the data in its neighbour nodes. We then express each node as 

a structure-expression with the following format. 

The structure-expression of a node n in a hierarchical structure is associated 

with five data sets {do, dp, di, d ” dc}. They are the sets of text data from the node 

itself do, from the parent dp, left sibling di, right sibling d” and child d�nodes . 

They are called own data set, parent data set, left sibling data set, right sibling 

data set and children data set respectively. These notations are summarized in 

Table 5.1. 

Symbols Data sets Descriptions 
do own data set text data from the node itself 
dp parent data set text data from the parent node 
dl left sibling data set text data from all left sibling nodes 
dr right sibling data set text data from all right sibling nodes 
dc children data set text data from all child nodes 

Table 5.1: Notation of data sets 

The left sibling, right sibling and children data sets may contain text data 

from more than one node. Some of these data sets except own data set may be 

empty as some nodes may not have parent, left sibling, etc. Recall that text data 

is the textual content from the web pages, so each text data consists of a set of 

words. Therefore the content of each data set is a set of distinct words. 

Definition 12 (Structure-expression of a node) A node n in the hierarchi-

cal structure is expressed as {do,dp^di,dr,dc}. Each data set di consists of a set 

of words ..., Wn} from the text data of the corresponding nodes. I 

Example 5 In Figure 5.1 is an example of hierarchical structure. The node 

“Position Title,, should be expressed with the five data sets as follows: 
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IBM Hong Kong -
Employment 

Position Title Ref. no: Work Location Responsibilities Requirements 

I _ _ I 
Engagement Manager, Shanghai 1| Quality service / ^ ^ ^ 
Cross Industry opportunities / 5 to 6 years engagement 
Offerings IBM China Company / related work experience 

Limited, Shanghai Branch L 
Shanghai Conduct businees requirement 

analysis for customers 

Figure 5.1: A hierarchical structure of web page 

do = (Position, Title) 

dp = (IBM, Hong, Kong, Employment) 

dl = (j) 

dr = (Ref, no, Work, Location, Responsibilities, Requirements) 

dc = (Engagement, Manager, Cross, Industry) 

“Position Title,, does not have left sibling in the hierarchical structure, so the 

left sibling data set is empty, denoted by (j). I 

Each node in the hierarchical structure is expressed in a structure-expression. 

Then a hierarchical structure consists of a set of nodes {ni , n2,...} where each 

node has five data sets. This expression could let us retrieve the surrounding 

data of a node more efficiently. 

5.2 Labels Discovery Algorithm 

Labels always are stored with their values in the web pages. The labels represent 

attributes in the class of web pages. They are used to describe the topic of 

their values in a web page. Some values of the same attribute have similar 

characteristics. That is, the values of similar labels may contain some common 

words. For example, “ requirements" and “ qualifications'' represent the same 

attribute and the word "required" occur in both values of these labels. Therefore, 
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by comparing the values of each labels, we could determine the similarity between 

them and then discover similar labels. Labels discovery algorithm bases on this 

characteristic to reveal similar labels. 

In a set of hierarchical structure extracted from a class of web pages, there 

are nodes containing labels, values or others, there are two categories of nodes: 

label node and non-label node in the structure. They are defined in the 

follows. 

Definition 13 (Label node) Label node contains text data in its own data set 

such that the text data is used as label in the web page. “ I 

Definition 14 (Non-label node) Non-label node contains text data in its own 

data set such that the text data is not label but may be value or others in the 

web page. • 

We now have problems on labels. If we do not know which nodes contain labels, 

how can we discover similar labels? Furthermore, in oder to discover similar 

labels, only label nodes are useful. Non-label nodes are useless and acts as noise 

in similar labels discovery. Therefore we have to eliminate non-label nodes in 

each hierarchical structure. By using the properties of labels, we then set some 

rules to eliminate non-label nodes from the hierarchical structure. 

Labels discovery algorithm then consists of three phases to discover similar 

labels from the set of hierarchical structures of web pages in the same class. 

Phase one removes non-label nodes from the set of hierarchical structures of web 

pages. Label nodes are then identified from the remaining nodes in phase two. 

Lastly, phase three discover similar labels by measuring the similarity of the label 

nodes. 



Chapter 5 Similar Labels Discovery 57 

5.2.1 Phase 1: Remove Non-label Nodes 

In phase 1 of labels discovery algorithm, non-label nodes are revealed and elim-

inated from the hierarchical structures of a class of web pages. These non-label 

nodes would not be used in the similar labels discovery and they may cause error 

to the result. In order to remove non-label nodes, we will then illustrate the de-

termination of non-label nodes. If non-label nodes could be determined then the 

removal process would be easy. In fact, it is not the case. Here we will illustrate 

the problem and the solution. 

In the web pages, instead of the data of the main type of information, there 

are other minor information. For example, in Figure 5.2, there are two job 

employment web pages from the same company and each one stores data of one 

job opportunity. In the web pages, instead of the job employment data there is 

the information of the application methods, ,, Interested in applying for this job 

“which is not a data of the job stored in the web page. Moreover, data of 

advertisements or company's information are both not the main data of the job 

class of web pages. Main data of a web page means the data of the main type of 

information in the web page. For example, the main data of job employment web 

pages is the data of a job, including position, requirements, description of the 

job, ..., etc. The main data of books web pages is the data of a book, including 

title, authors, publishers, ..., etc. Then the others are not the main data of 

the class such as advertisement in a book web pages, company information of 

a job employment web pages. In the construction of hierarchical structure, this 

information will become several non-label nodes in the structure. 

However, this type of non-label nodes is not easily discovered as they may 

appear in different place in the web page and different format. For example, the 

advertisements may be located at the top in some web pages but at the bottom 

in other web pages. In addition, there are different types of information that is 
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Figure 5.2: Two job employment web pages from one company 

not main data in the web pages. Therefore, there is no specific characteristics of 

this data. It is difficult to determine their existence in the web pages. 

Non-label nodes also contain values in the web page. Among the nodes in the . 

hierarchical structure, the number of non-label nodes are more than label nodes 

as each label may have more than one text data as its value in the web page. 

To identify which node contains values is difficult because the textual content of 

values may be long or short and are different in different web pages. For example, 

the value of a job's title may be short as ,, IT Specialist” but the values of a job's 

description would be long. Therefore it is not easy to determine them by their 

content. 

It is difficult to determine the characteristics of non-label nodes but we could 

determine them by using the properties of labels. If the data in the node does 

not obey the properties of labels, then we could determine that the node is non-

label node. Therefore we define the rules of identify non-label nodes by using 
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the characteristics of labels. 

Definition 15 (Rule of non-label nodes identification) A node n asso-

ciated with five data sets c?̂ , (if, of", o?"}^ in the hierarchical structure is a 

non-label node if it satisfies either one of the following conditions. 

1. The right sibling data set d^ and the children data set <ij of n are empty, 

d^ = d'̂  = 4>. That is, n does not have right sibling and child nodes in the 

hierarchical structure. 

2. There is a node m 二 {o?^, c/J", c?̂ '', d � } in the same hierarchical structure 

that have the same own data set as n, d^ = d^-

3. There is a node in another web page that has the same own data set, left 

sibling data set, right sibling data set and children data set as node n. I 

We would then give the arguments and examples of the three rules of non-

label nodes identification. 

Rule 1 Each label in a web page has its corresponding value. From the statis-

tics of hierarchical structure in Chapter 4, the values are located at the right 

sibling nodes and mainly at child nodes of their corresponding labels in the 

structure. Therefore, if a node n does not have right sibling nodes and children 

nodes, then the text data in n is not a label. Then we considered n as non-label 

node. 

In Figure 5.3, there are four cases of node that would be considered in Rule 

1. Case 1 has right sibling and child nodes, then n is a label node. Case 2 has 

no right sibling nodes but two child nodes, then n is also a label node. Case 3 

has one right sibling node but no child node, then n is also a label node. Case 

4 has no right sibling and child nodes, then n is a non-label node. Therefore, in 

these four cases, n is considered as non-label node in case 4. I 

Iff? denotes the own data set of node n where o for own data set, p for parent data set, I 
for left sibling data set, r for right sibling data set, c for children data set. These notations 
will be used in the remaining of thesis 
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case 1 case 2 case 3 case 4 

Figure 5.3: Four cases of a node in a hierarchical structure in Rule 1 of non-label 
nodes identification 

Rule 2 In Property 1, in one web page, all labels are different and each label 

occurs once. A label consists of one text data in the web page. As labels are 

unique within one web page, if a text data t is label, then it will not be located 

in another position of the web page. Therefore t will not be in two nodes of 

hierarchical structure. Reminded that content of own data set of a node n is 

from the text data of n itself. For a web page w, suppose that the node ri is a 

label node in w, then Vn̂  e w, d"̂  ^ d '̂ if n ^ n .̂ Therefore, if the own data set 

of two nodes are equal, then they are non-label nodes. I 

Rule 3 Very few web pages in the same class would have the same label-value 

pair. The reason is that different authors will use their own style to represent 

the same data and it is rare that two authors will use the same wordings to 

represent the same thing. For example, in most cases, the name of a job will be 

different for two different companies even the two jobs are working on the same 

field. However, there are cases that the same label-value pair are stored in two 

different web pages. For example, the authors of a book in books web pages may 

be stored in another page as the authors may publish many books. 

However, the text data next to these label-value pairs would always be dif-

ferent in different web pages. For example, there may be book title next to the 
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authors in some pages but in others there may be publisher next to the authors. 

Therefore, if we look at the neighbour of a label in the hierarchical structure 

then we could discover that they would be different in almost all pages in the 

same class. Although there may be some cases that they will all the same, the 

number become much fewer and they could be ignored. 

As a result, if the neighbour and the node itself occur exactly the same pattern 

in another page, then we could determine them as non-label nodes. To determine 

a non-label node, the own data set, left sibling data set, right sibling data set 

and children data set of a node should be the same as another node in another 

web page. We omit the parent data set because it is too strict to the condition 

of having all the neighbour to be the same. This will only identify few non-label 

nodes. In order to identify more, we loose the condition to omit the parent data 

set as this omission will discover more non-label nodes and the errors are very 

small as shown in our experiments. • 

From a class of web pages, non-label nodes in hierarchical structure are iden-

tified by using the above rules. Then they are removed from the hierarchical 

structure. The remaining nodes would have a higher possibility to be label 

nodes as it is difficult to identify all non-labels. Some non-label nodes may be 

remained but the number will be greatly reduced. 

5.2.2 Phase 2: Identify Label Nodes 

After phase 1, the number of non-label nodes is largely reduced but there are 

still some remained in each web page. However, the proportion of label nodes is 

increased and the number is more than non-label nodes. Therefore, in this phase, 

we will discover candidate label nodes that have the higher possibilities to be 

label nodes. 

Although different labels are used to represent the same attributes in different 
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pages, there are some labels that many web pages in the same class would use. 

That is, there are identical labels in different web pages. Therefore in the set of 

web pages, there are nodes that have the same own data set. 

Furthermore, it is rare that the non-label node with the same own data set 

would be in many web pages. The data in the non-label node are values and 

other type of information instead of the main type of the class. For values, they 

would not be the same text data in many web pages as data of an attributes 

would be different for different records. For example, the name of a job would 

not appear exactly the same in many web pages as there are many different jobs 

in a class of job employment web pages. 

There are other information instead of the main information of the class 

stored in the web pages. Different web pages may have different type of this 

information. As this is not the main information, the same data of one type of 

this information would not be stored in many web pages of the class. Therefore, 

for these types of non-label nodes, very few have the same own data set in many 

web pages. 

According to these characteristics, we could discover candidate label nodes 

by the frequency of the nodes in the set of web pages. The frequency is counted 

by the number of nodes with the same own data set. Each node is distinguished 

by their own data sets. For example, if there is another node with the same own 

data set of node n then the frequency of n is 2. We then count the frequency of 

each of such nodes in the set of nodes remained in phase 1. 

For the same attribute, the values would be similar in their content. Some 

words always appear in different values of the same attribute. For example, in 

Figure 5.4, there are four web pages segment which each displays the label and 

values of the attribute job requirement. In four values, we could discover that 

some words always appear, e.g. experience, skills, etc. Therefore for the values 
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of different labels, there are different characteristics for different labels. As a 

result, the values could be used to discover similar labels. 

Requirements: 
Creative Salesperson with 5 years of direct sales experience; proven sales skills plus 
results; training/coaching experience; excellent interpersonal and motivational skills and 
strong organizational skills are a must. Other desired (but not required)qualifications 
include commissioned sales experience, tele-aales experience, 3trong background in 
retail sales, familiarity with telecommunications industry. 

Required 
C, C十+ Programing experience, Object-oriented software design image c冲ture, and 
manipulation, Unix operating system,interface experience with various image capture and 
output devic£s, 

The ideal candidate will possess 
• Existing Clearance 
• Required SkiUs: 

o Digital Systems 
o Receiver 
o Wideband 
o Individual must have detailed knowledge of wideband EW receiver systems. Must be able 

to understand ttchnical issues associated with digital system design and provide, guidance 
to engineering staff. 

• Desired Skills; 
o Market Development 
o Program Management 
o System Desigji 
o Customer Interface 

• Dagree; Masters 
• Major(s); EE, Systems 

Required Experience and Skills 
• BS Computer Science or equivalent 
• Minimum 2 years working on Internet site with electronic commerce or 

comparable application experience. 
_ Hands-on knowledge of Oracle, Java and Perl in a Solaris Apache server run 

time, environment 
• Experience building and scaling a web site to high volume transactions (not 

with two years EXP) 
• Project management documentation skills 
• Up-to-date on cuirent technologjies and what's new and viable for web sites 
• Nice to have: 

o PL SQL, Oracle triggers and storage procedures and 
Snapshot/Replication 

Figure 5.4: Four web page segments 

In most case, the values are located at the child nodes of their corresponding 

labels. Some also are located at the right sibling nodes. Therefore to extract the 

content of values, we consider both child nodes and right sibling nodes. Although 

other data will also be included, we could also include all the data of value and 

the other data will not affect characteristics of values. Then all the data of these 

two nodes are combined to form the feature of the node. 
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Definition 16 The union of the child and right sibling data sets of a node n, 

d^yjd^ are called the feature of n, denoted by / „ . The feature is a set of distinct 

words {wi,w2, ....,Wn}. I 

The feature for every same own data set nodes are generated. These nodes 

will then be converted to a new format which only contains the own data set and 

the feature. The own data set may contain the label and the feature contains 

the value of the label. The content of a node n is now a set of two data sets 

K , / n } . 

Then the support of these nodes is calculated. The support of each node is 

defined as follow. 

Definition 17 (Support) In a set of N web pages in the same class, the fre-

quency of a node n with the same own data set is F(n). Then the support of 

n, Sup(n), is defined as follow. 

Sup(n)=华 （5.1) 

I 

Nodes with same own data set are merged by union their feature to produce a 

new node. For k nodes ni,n2, w i t h = � 2 = ... = d^k, they are merged 

to form a new node m = such that d^ = d^^ = d : � - _ � k ^nd 

fm = fm U /n2 U ... U fn^,- Then there would be a new set of nodes produced 

M = {mi, m 2 , m i } where the own data set of each node is distinct. Each node 

in M is associated with its support value. In addition, each word in the feature 

has a count. The count of a word Wi is the number of nodes with the same own 

data set containing Wi in the feature. 

With a high support, a node has a high possibility to be a label node. There-

fore, there is a pre-defined threshold min_support such that if the support of a 
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node is greater than the threshold then it is candidate label node. Otherwise, 

it is non-candidate label node. The own data set of candidate label node 

contains label. In contrast, the own data set of non-candidate label node has 

a little chance to contain label. That is, few nodes in the non-candidate label 

nodes would contain a label. 

Definition 18 (Candidate label node) If the support of a node m is greater 

than the min_support threshold £卿， S u p ( m ) > e 啤 then m is a candidate label 

node, otherwise it is non-candidate label node. The own data set of this node is 

said to contain label. I 

Furthermore, the words in the feature of a candidate or non-candidate label 

node m are the characteristics of m. In traditional information retrieval, each 

document is represented by an n-dimensional vector, where n is the number of 

distinct keywords or terms in the collection of documents. The vector is the 

knowledge of the document. It could be used for query, classification. Likewise, 

the feature of a node is the knowledge of the node. It represents the data in own 

data set of the node. Hence, each word in the feature is a characteristic of the 

feature. There is a value called confidence indicating the significance of a word 

in the feature of a node. The confidence is calculated by the count of each word 

in the feature. 

Definition 19 (Confidence) Suppose a candidate or non-candidate label node 

m is formed by merging a set of F(m) nodes, N, with the same own data set and 

a word Wi occurs in the feature of freqm(wi) nodes in N. Then the confidence of a 

word Wi in the feature of a candidate or non-candidate label node m, Confm(wi), 

is defined as follow. 

C o 偏 = ^ ^ (5 .2 ) 

I 
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Example 6 Given 100 nodes with the same own data set, they are merged to 

form a new node m. Then the frequency of m, F(m) = 100. The feature of m is 

union by all feature of 100 nodes. If a word Wi occurs in the feature of 50 nodes 

that formed m, then the frequency of Wi in node m, freqm{wi) = 50. So the 

confidence of Wi in the feature of node m is calculated as 

50 
Conf^(wi) = — = 0.5 

• 

In short, here is the summary of phase 2 algorithm. 

1. Discover nodes with same own data set. From a set of nodes N = 

{ni , n 2 , r i f c } , discover nodes with same own data set and count their 

frequency in the set. Support of each node is calculated. 

2. Generate feature for each node. A feature is generated by union 

the right sibling and children data sets for each node rii G N. Then the 

node in N is converted to a set of two data sets, Ui = } . 

3. Identify candidate label nodes. The set of nodes N is transformed to 

M = {mi , 7712, •••,rni} by merging nodes in N with the same own data set 

to a node rrii and all feature of the nodes with same own data set are union 

to a new feature /爪‘• Each node in M is associated with a support. If 

rrii E M and Sup{mi) > Sgup then the node mi is candidate label node, 

otherwise, rrii is non-candidate label node. 

5.2.3 Phase 3: Discover Similar Labels 

From the candidate and non-candidate label nodes obtained in phase 2, phase 3 

discovers nodes containing similar labels. Therefore we have to measure the sim-

ilarity of the nodes. The similarity is calculated by the feature of each node. In 
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this section, we will first introduce the similarity function used in the algorithm. 

Afterwards the algorithm of phase 3 will be introduced to discover similar labels. 

Similarity Function 

In the traditional information retrieval, each document is represented by an n-

dimensional vector, where n is the number of distinct keywords or terms in the 

collection of documents [25]. The vector is the knowledge of the document. It 

could be used for query and classification. Similarly, a query is also represented 

by an n-dimensional vector. The similarity between a query and a document 

is measured by the closeness of the corresponding vectors in the n-dimensional 

space. Likewise, classification also find the closeness of the vectors of two docu-

ments in the n-dimensional space. 

Each entry in the document vector corresponds to a word in the collection 

of documents. Basically, the simplest format of a document vector is binary. 

That is, each component of a vector is either 0 or 1 (where 0 and 1 represent 

the absence and the presence, respectively, of a term in the document or query). 

Furthermore, the value in the vector of a word could be used to indicate the 

significance of the word in the document [27]. The value could be document 

frequency and term occurrence frequency. The document frequency of a term is 

the number of documents having the term. Usually, the more documents having 

the term, the less useful the term is in discriminating those documents having 

it from those not having it. In addition, the term occurrence frequency is the 

number of times the term occurs in the document. If a term occurs many times, 

then it is likely that the term is significant in representing the contents of the 

document because the author keeps on using it. 

A similarity function is defined to measure the closeness between any two 

vectors. Let the two vectors he X = ...Xn) and Y =(从i,...,队,..., 
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In information retrieval, Cosine function between two vectors is used frequently 

as the similarity function and it is given as follows. 

Cosine(X, Y) = = (5.3) 

^ ( x . x ) . ( y . r ) 

where X - Y is the dot product given below, 

= (5.4) 
i=i 

and the big dot (•) denotes the familiar scalar multiplication. If the value of an 

entry in the vector Xi is 0 then the word Wi does not occur in the document. In 

the dot product, if the word Wi does not appear in either one of the document 

then the value xiyi of Wi is 0. Therefore the dot product is greater than 0 only 

when there is common words between the two documents. Hence the similarity 

function measures the degree of words overlap between two documents. So the 

cosine function could be rewritten to indicate the degree of words overlap between 

two documents Dx and Dy-

Overlap(Dx, Dy) = 丨印乂八二丨印y 鄉 ^ (5.5) 
yYlwt£DxAWteDY X^io.eJOxAu^.GDy Vi 

Similarly, in our algorithm, each node has its feature which each element is a 

word associated with a confidence. The feature is used to describe the own data 

set of each node. It indicates the meaning of the own data set of the node. Each 

entry in the feature is a characteristic of the feature. The confidence of a word 

indicates the significance of the word in the feature. The feature plays the same 

role as the vector of a document in the traditional information retrieval. The 

vector of a document indicates which words occur in the document. To find the 

similarity between the own data set of each node we could measure the similarity 

between the features of each own data set. 

The similarity function between two features in our algorithm is based on the 

cosine function discussed above. In our algorithm, the feature could be used to 
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denote the attribute that may be represented by the label in the own data set 

of a node. For the same attribute, the data will be similar. That is, some words 

always occur in the data of the same attribute of different records. The feature 

in the node n contains the value of the corresponding label in the own data set 

of n. Therefore the features of two nodes rii and 712 must have overlap on words 

if the own data set of rii and 122 contains similar labels. The more two features 

overlap, the more they are similar. As a result, the similarity function between 

two features is defined according to the cosine function in traditional information 

retrieval. 

Definition 20 (Similarity function of two features) There are two nodes 

ni and n) with the features fm and respectively. In the features, there are 

words Wi associated with confidence. Then the similarity function between the 

two features fm and fn) is defined as follow. 

. . J f 、 C o n f n . j w i ) X C o n f n , ( w , ) 
simdantyifr,,,/n.) = > r f ( f M2 (5.6) 

I 

Example 7 There are two features with the confidence of the word in the 

bracket. 

(apple{0.776}, orange{0.349}, banana{0.662}, mango{0.955}) 

(apple{0.446}, banana{0.965}, lemon{0.489}) 

Then the similarity value between these two feature is: 

0.776 X 0.446 + 0.662 x 0.965 
! = = 0.532 

) / ( 0 . 7 7 6 2 + 0.3492 + 0.6622 + 0 .9552) + (0 .4462 + 0.9652 + 0 .4892 ) 

I 

After we defined the similarity function between two features, we could define 

the similarity function between two nodes. From Property 1, the label is unique 
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within one web page. It means that the labels within one web page are not 

similar. That is, if a node once occurs with another node in the same web pages, 

then they are not similar at all. Therefore the similarity value between them is 

0. Otherwise, the similarity function between two features of the nodes will be 

used to measure the similarity value of the nodes. Here is the formula used to 

calculate the similarity value between all the nodes. 

Definition 21 (Similarity function of two nodes) There is a set of web 

pages W = . . . , Wn}' Suppose that there are two nodes rii and n] in 

the set of web pages with the features fm and fn^ respectively. The similarity 

function of rii and n) is defined as follow. 

‘ 

0 e W s.t. 121,712 G Wi； 
Sim{ni,n2) = (5.7) 

similarity {fn^, fn)) otherwise. 

I 

Algorithm 

After phase 2, there are two set of nodes: candidate label nodes N � a n d non-

candidate label nodes Nn. Candidate label nodes contain label in their own data 

set and non-candidate label nodes have a lower possibilities to contain label. In 

phase 3, similar nodes will be discovered from these two sets of nodes and then 

merged to form a new node. Then we could discover similar labels. The process 

is called MergeSimilarNode. 

First the similarity values between all the candidate label nodes will be mea-

sured as these nodes are said to contain labels. In fact non-candidate label nodes 

may contain labels as well. Therefore, we need to discover these nodes from the 

non-candidate label nodes by measuring the similarity between the candidate la-

bel nodes and them. The reason is that if there is a label I in the non-candidate 

label nodes, then there may be a similar label of I in the candidate label nodes. 
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However, there is some labels in the non-candidate label nodes that have no 

similar labels in candidate label nodes. Then we could not discover these labels 

but these labels occur only in very few web pages as the support of the nodes 

containing them is small. There is a pre-defined threshold called min_sim, ê  

such that if 5im(ni, 7̂ 2) < then n! and n) are said to be different. 

Consequently, each node may have more than one node with similarity value 

greater than min^im as there may be many nodes containing similar labels. We 

could model these as a graph to explain clearly. In the graph, each vertex is a 

node and each edge means the similarity value between the two nodes greater 

than min_sim. The weight of the edge is then the similarity value. In Figure 5.5, 

we shows one example of this graph. The value Sim{n2, ne) on the edge between 

n2 and ne is the similarity value of these two nodes. Later, we would use this 

graph to explain our process. 

Candidate label Non-candidate label 
ndoes nodes 

_ rTn 
/ Sim(ni ,n2) ( n^ ) 

/ A ^ 

Q^l I 

Figure 5.5: Graph representation of the relation of nodes 

Two nodes rii and n � a r e similar if and only if the similarity value of them 
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Sim[ni,n2) is the highest for both. That is, n) is the highest similarity value 

among other nodes to rii and vice versa. To explain, we could use the graph in 

Figure 5.5. Node n! has two possible similar nodes n � a n d n^. We assume that 

Sim{ni^n2) > Sim{ni^ n^). Then for n2, if Simiji 1,712�> Szm(n2, UQ) then rii 

and 712 are similar, otherwise they are not similar in this situation. In this phase, 

all these similar nodes pairs are discovered at the first step. 

Afterwards, for each similar nodes pair, the two similar nodes are merged. 

The features of the two nodes are unioned. The confidence of each word in the 

feature is then updated. In addition, the new node will contain a set of own data 

sets which the elements come from the own data sets of the two similar nodes. 

The two similar nodes are then removed from the set where they belong. 

The occurrence of either one of the similar nodes will be considered as an 

occurrence of the new node. Therefore the support of the new node is calculated 

by summing the support of the two similar nodes. This is illustrated as follow. 

If the frequency of two similar nodes rii and n] are F{ni) and F(n2) in N web 

pages then the frequency of the new node m is F{m) = F(ni)-\- F(n2). Therefore 

the support of m is calculated below. 

一 = 宇 

= F ( n , ) F(n,) 
N N 

=Sup(ni) + Sup(n2) 

As one of the merged nodes is candidate label node, Sup(m) > Ssup- The new 

node is considered as candidate label node. It is then added to the candidate 

label nodes set Nc. 

After all similar node pairs are merged, this process is then repeated to the 

new set of nodes. The similarity values between the nodes will be calculated again 

as the feature of the new nodes are updated. We use the graph representation 

to illustrate this process. From Figure 5.5, if rii and n) are similar then they 
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merge to form a new node nin] as in Figurefig:graphl. Note that after two nodes 

are merged, their similarity values with other nodes may be changes as the new 

node's feature is changed. Sometimes the similarity value will be smaller than 

min_sim. As in Figure 5.6, has no edge to 723. Therefore each round we could 

Candidate label Non-candidate label 
ndoes nodes 

fe^ © 
Sim(n ^Rg.Hg) 

Sim(n 3,〜） 

Figure 5.6: Graph representation of nodes after one round of MergeSimilarNode 

discover different similar nodes according to the features of new nodes. As each 

time similar nodes are merged, the feature would become more representative 

to the node and the similar nodes could then have higher similarity value and 

dissimilar nodes could then have lower similarity value. The process is repeated 

until there is no similar node pairs are revealed. The process is shown briefly in 

Figure 5.7 and the notations used in the figure is summarized in Table 5.2. 

At the end of phase 3, there are two sets of of nodes, candidate label nodes Nc 

and non-candidate label nodes Nn. Each node rrii in these sets consists of a set 

of own data sets An, = . . ’ � • } and a feature /饥， ,m , = { A n , , / ^ , } . 

The candidate label nodes are considered to contain labels and the non-candidate 

label nodes contain non-labels. Therefore non-candidate label nodes could be 
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Symbols Descriptions 
Nc candidate label nodes set 
Nn non-candidate label nodes set 
£s min^im 

simjrLodeini) the node similar to ni with the high-
est similarity 

max.sim[ni) the highest similarity value of Ui 
merge(ni, nj) merge the nodes rii and nj 

Table 5.2: Notations in MergeSimilarNode process 

removed. Candidate label nodes are the result of phase 3 finally. 

In the set of own data sets in the candidate label nodes, each own data sets 

d � c o n t a i n a label Ik. All the labels in Dm, of a node rrii are similar. That 

is, each candidate label node rrii represents an attribute Ai of the class of web 

pages. From the set of own data sets D m � w e could obtain a set of similar labels 

…，/厂*} where /J"* � � … � a n d they all represent an attribute 

A, in the class = A ( / � ' ) = … = 广 ) = A , . The features /爪，of each 

node are the characteristics of the corresponding attributes Ai. The features 

could be used to describe the set of similar labels in the same node. Then we 

replace the set of own data sets by the set of labels obtained from it. These are 

the results obtained from a class of web pages by labels discovery algorithm. 

In short, the output of the labels discovery algorithm is described briefly as 

follows. From a class of web pages, a set of nodes are obtained. 

M = {mi,m2, •..，m„} with m^ = {Lm,,/m.} 

where Lm‘ is a set of labels 

Lm. = . . . , C ' } w i t h /，〜 /『•〜 . . .〜 / 广 

and fmi is a feature consists of a set of words with their confidence. 
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A lgor i thm 5.1 MergeSimilarNode(A^c, Â n, £s) 

1 Q “ - , 
2 for each nodes rii G Nc do 
3 max-sim(ni)卜 0; 

4 sim-node{ni) (fy, 
5 for each nodes nj G Nc and Ui + nj do 
6 if Sim{ni, nj) > Sg and Sim{ni, nj) > max-sim{ni) then 
7 max-sim(ni) Sim(ni^ nj); 
8 sim-node{ni) ^ rij; 
9 end if 
10 end for 
11 for each nodes Uj G Nn do 
12 if Sim(jii,nj�> Ss and Sim(ni, Uj) > max^sim(ni) then 
13 max-sim{ni) f - Sim(jii,nj).’ 
14 simjnode{ni) ^ nj; 
15 end if 
16 if Sim{ni,nj) > Ss and Sim(ni^ nj) > max.sim(nj) then 
17 max.sim(nj) Sim(ni, nj); 
18 simjnode(nj) nf, 
19 end if 
20 end for 
21 end for 
22 for each nodes ni G N � d o 
23 rij <r- sim-node{jii); 
24 if simjnode(ni} = sim.node[nj) then 
25 Us <r- merge(jii, rij); 
26 add n̂  to Q; 
27 if Uj e Nn then 
28 remove rij from Nn', 
29 end if 
30 else 
31 add Ui to Q; 
32 end if 
33 end for 
34 N c ^ Q ; 

Figure 5.7: MergeSimilarNode process 
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5.3 Performance Evaluation of Labels Discov-

ery Algorithm 

Experiments using web pages have been carried out. 4000 web pages are used. 

They are all job employment web pages from 34 different companies. Each web 

page contains one job employment. These companies are chosen arbitrarily from 

the company listings of yahoo search engine [17]. Then from these web pages we 

would show the results in different phases of labels discovery algorithm. 

5,3.1 Phase 1 Results 

Phase 1 of labels discovery algorithm removed non-label nodes from the hier-

archical structure constructed from the web pages. Each web page consists of 

a set of nodes. From the 4000 hierarchical structures of the job employment 

web pages, there are 96,264 nodes. We determine 12,984 nodes containing labels 

manually. Therefore 13.49% nodes are label nodes. There are many non-label 

nodes. This has been improved substantially after phase 1. 

After phase 1, there are 16,782 nodes remained. That is, 83.57% nodes are 

identified as non-label nodes and removed. This reduces the size of nodes dra-

matically. In the remaining nodes, there are 12,455 label nodes. The proportion 

of label nodes is increased from 13.49% to 74.22%. That means large amount 

of non-label nodes are eliminated in phase 1. 94.80% non-label nodes are iden-

tified correctly and eliminated. However, 529 label nodes are identified wrongly 

as non-label nodes and eliminated. These nodes are only a small proportion, 

4.07%, of label nodes. Although few label nodes are removed, it is only a small 

proportion and similar labels could still be discovered. These removed labels 

could be discovered later by the results of the algorithm. In fact, the error of 

mis-identification of non-label nodes is very small, only 0.67%. So phase 1 could 
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Before After 
Number of nodes 96,264 16,782 
Number of label nodes ~12,984 12,455 

“Proportion of label nodes 13.49% 74.22% 
Proportion of non-label nodes 86 .51%25.78% 

Table 5.3: Statistics of Phase 1 

improve the quality of data to be processed. 

In short, we could observe that phase 1 of labels discovery algorithm could 

largely reduce the number of non-label nodes in a set of hierarchical structures 

but retain almost all label nodes. The statistics are shown in Table 5.3. Non-label 

nodes are regarded as noise in the algorithm as they will decrease the accuracy of 

similar labels discovery. From the statistics of phase 1, noise is reduced greatly in 

this phase. Therefore we could say that the rule of non-label nodes identification 

defined in definition 15 can identify large amount of non-label nodes correctly. 

5.3.2 Phase 2 Results 

Phase 2 of labels discovery algorithm discovers candidate label nodes from the 

remained nodes after phase 1. Nodes with same own data set are merged. From 

the 16,782 nodes remained in phase 1, there are 163 nodes with distinct own data 

set. 76 nodes contain labels and 87 nodes contain non-labels. Their support is 

then evaluated according to their frequency in the set of web pages. As well, 

their features are formed. Stopwords are then removed from the features of each 

node and stemming is applied to the words in the feature. 

Statistics on the support values and features of each node are shown in Table 

5.4. The average support of nodes is 0.025739 which is very low. The low support 

means that each node occurs in few web pages only. This should be explained by 

the reason that many different labels are used to represent the same attributes. In 

addition, in Figure 5.8, we could observe the distribution of each node's support 
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average support 0.025739 
average support of label nodes 0.041786 
average support of non-label nodes 0.011721 
average feature length 152.79 
average feature length of label nodes 267.89 
average feature length of non-label nodes 52.24 

Table 5.4: Statistics of Phase 2 

value. It shows that most of the nodes having support smaller than 0.1. However, 

there are some nodes having large support. Also, in the 163 nodes, over half of 

them are non-label nodes. These nodes have low support as the average support 

of non-label nodes is 0.011721. In contrast, label nodes have a higher support 

that the average support is 0.041786. The distribution of support values of 

label and non-label nodes is shown in Figure 5.9. We could observe that most 

label nodes have higher support values than that of non-label nodes. A large 

proportion of non-label nodes have very low support values. Therefore we could 

observe that non-label nodes always have small support. Accordingly, from the 

results, a node with a high support has a higher chance to be label node. 

Sup(n) > esup 
Esup No of nodes Label nodes Label nodes included 

0.0418 28 71.43% 26.32% 
0.0257 34 67.65% 30.26% 
0.0117 39 66.67% 34.21% 
0.0045 49 59.32% 46.05% 
0.0018 - 80 - 5 2 . 5 0 %一 55.26% 一 

0.0015 85 51.76% 57.89% “ 

Table 5.5: Proportion of label nodes for different Sgup 

In Table 5.5, we shows the statistics of label nodes for different min^upport 

£sup- For different threshold values, the number of nodes with support higher 

than the threshold (candidate label nodes), the proportion of label nodes in 

these nodes and the proportion of label nodes with support greater than the 

threshold are shown. For example, for Csup = 0.0418, there are 28 nodes with 
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Number of nodes > e sup 
1801 1 1 1 1 1 1 
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Figure 5.8: Distribution of support of nodes 

Number of nodes > e sup 
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Figure 5.9: Distribution of support of label and non-label nodes 
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support > 0.0418 and in these 28 nodes, there are 71.43% label nodes. As well, 

there are 26.32% of all label nodes with support > 0.0418. As we do not have 

any methods to choose Ssup, the threshold values are chosen from the median and 

mean support of all nodes, label nodes, as well as non-label nodes. The median 

support of all nodes, label nodes and non-label nodes are 0.0018, 0.0045 and 

0.0015 respectively. The mean support for these three categories are shown in 

Table 5.4. It is obvious that the threshold chosen should make no non-label nodes 

become candidate label nodes. However, it is difficult to include no non-label 

nodes as candidate label nodes as fewer label nodes will be included as candidate 

label nodes. We could observe this from the Table 5.5. When the proportion 

of label nodes increase for different threshold, the label nodes included as the 

candidate label nodes become fewer. Therefore, we should choose the threshold 

such that more label nodes are included and more non-label nodes are excluded. 

However, it is difficult to discover a method for choosing such value, so we choose 

the value arbitrarily from the six values. 

Another interest point of the results is that the average feature length of label 

nodes, which is 267.89 words, is greater than that of non-label nodes, which is 

52.24 words. That is more words are in the feature of label nodes than non-label 

nodes. The reason is that values of labels are located in the feature of each label 

nodes and they provide information of the labels in the nodes. On the other 

hand, non-label nodes do not provide any information in the web page so their 

features are not representative of the non-labels in the nodes. Therefore the 

feature could then be used to determine similar labels as it provides information 

of the labels in the nodes. 
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5.3.3 Phase 3 Results 

Phase 3 of labels discovery algorithm discovers similar labels and their features. 

There are two thresholds that affect the results of the algorithm. They are 

min_sup Sgup and min^im Ss. Csup affects the number of label nodes regarded as 

candidate label nodes and the number of labels that could not be discovered. Cs 

affects the result of similar labels discovery. These could be illustrated by the 

results of experiment. 

301 1 1 1 1 

20 - / -

. { 
- 1 5 _ — ^ -

o' 1 1 1 I 
0 0.01 0.02 0.03 0.04 

min_support 巴^叩 

Figure 5.10: Number of labels with support < 

Figure 5.10 shows the number of label nodes regarded as non-candidate label 

nodes after phase 3 for different values of Ssup and We could observe that 

with a lower esup fewer label nodes are regarded as non-candidate label nodes. 

However, with a lower £卿 more non-label nodes are regarded as candidate label 

nodes and they will remain in the final result. In addition, the similarity threshold 

£s also affect the number of label nodes remained as non-candidate label nodes as 
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shown in Figure 5.10. The reason is that if €s is higher then higher similarity value 

between two nodes should be high enough to be similar and merged together. 

That means fewer nodes will be considered as similar and then fewer label nodes 

in non-candidate label nodes will be discovered as similar nodes to candidate 

label nodes. However, lower ES will let more dissimilar nodes merged together. 

Figure 5.11 shows the number of wrong similar labels for different values of the 

two thresholds. In a candidate label node, there is a set of labels {h^h.h.U} 

where � I ) � / 已 but U is dissimilar to them, then U is called the wrong similar 

label to this node. In the Figure, if £s is lower then the number of wrong similar 

labels is higher. Therefore the choice of Csup and Cs could affect the results of the 

algorithm. 

14| 1 1 , , — — ~ 

12 - ¥ \ . 

I ^ 

1 ^ ^ . 

2 - . 
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Figure 5.11: The number of wrong similar labels 

Now we would show the similar labels discovered by the algorithm. Figure 

5.12 shows the five nodes with highest support for =0.0117 and = 0.3. 

The wordings in a box are similar labels. In each box, all the wordings are correct 

similar labels. They represent the same attribute in the job employment class. 



Chapter 5 Similar Labels Discovery 83 

job department | hocatioJ fposition 1 frequired skill set ) f . , , ~ ~ ‘ 
^ ^ r ^ ideal successnil candidate posses 

job purpose support =0.622 title salary required qualifications 
essential duties job title required years programming experience education 
key responsibilities work group personal attributes abilities 
typical responsibilities position title personal qualifications required 
. L ^ ) support = 0.11425 
job summary support =0.61125 Position information 
key tasks basic qualifications 

job scope degree computer science equivalent 

key duties responsibilities desired qualifications 

position description candidate possess following 

description preferred requirements 

responsibilities desired 

position summary experience & skills required 

responsibilites background required 

position responsibilities ideal candidate 

basic function preferences 

job duties job requirements 

scope skills 

duties & responsibilities requirements experience 

primary responsibilities candidate qualifications 

job duties essential J required 

support = 0.81625 Position requirements 
qualifications 

requirements 

experience 

job responsibilities • 

support = 0.4715 

Figure 5.12: The five highest support nodes with ê up = 0.0117 and = 0.3 

In the node with support=0.81625, all the labels describe the duty of a job, 

e.g. "job purpose", "typical responsibilities", "job summary", "key tasks", "job 

scope", etc. We should observe that most of similar labels could be discovered 

correctly. However, there are few errors. For example, "job department" is not 

similar to the labels in the node with support=0.81625. There are only very few 

labels are wrong. Therefore the labels discovery algorithm could discover similar 

labels in a class of web pages correctly. 

5.4 Classifying a Web Page 

Given any web page, we are interested to know if it belongs to a certain class. 

For example we may want to locate web pages that contain job descriptions. So 
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we scan web pages and determine if each belongs to the class of pages for jobs. 

Note that this is different from the more common classification problem: given 

a number of classes, classify each given object as one of the classes. Here we are 

given only one class at a time, and we want to see if an object belongs to the 

class. If there are multiple classes, the same object can be discovered to belong 

to more than one class. 

In labels discovery algorithm, we obtain a set of nodes which each contains a 

set of similar labels and a feature. Each node represents an attribute in the class 

of web pages. The feature is the characteristics of the corresponding attribute. 

This set of nodes could be used as the knowledge of the class of web pages. 

It also could be used as a classifier for the class. So we use the set of nodes to 

determine whether a web page belongs to the class. In next section, the similarity 

measurement of a web page to a class is defined. 

5.4.1 Similarity Measurement 

For a web page w to belong to a class C, the information stored in w is the same 

as that in the web pages in C. A class has a set of attributes used to describe 

the data stored in the class of web pages. Therefore, each web page in the class 

should be stored similar data with some common attributes. In definition 4, the 

structure of a web page is represented by a set of labels in that web page. In 

addition, in definition 8，the structure of a class of web pages is a set of labels-

sets. The labels in the web page that belong to that class should be similar 

or identical to the labels in the set of labels-sets of the class. Therefore, by 

comparing the labels in the web page w to that of a class C, we could determine 

if w belongs to C. 

In an attempt to measure the similarity between labels in a web page w and 

a class C of web pages, the hierarchical structure of the web page w should be 
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constructed as this could reveal the labels and values in w. Then each node 

is expressed as structure-expression. That is, a node rii has a set of data set 

Then w consists of a set of nodes. Each node is then 

compared with those nodes in the knowledge obtained from labels discovery 

algorithm and has a similarity value. The similarity values indicate whether 

they are one of the labels in the class. If a node has high similarity then this 

node should contain a label that is in the class. 

To compare the nodes between the web page w and the class C, each node 

in w should have a feature as described in the labels discovery algorithm. The 

right sibling and children data sets are union to form the feature of the node. 

Therefore w now consists of a set of nodes N = {n i ,n2 , . . . ,nk} where each node 

rii contains an own data set of"' and a feature However, unlike the nodes 

in the knowledge, the words in the feature in the nodes of w are not associated 

with confidence values. 

There are two cases for the similarity measurement. First, if the own data 

set of a node n m w appears in a labels set of one node m in the class structure, 

then we said that the similarity value between the two nodes is 1. Otherwise, 

the features fn and /爪 of two nodes will be compared by the following similarity 

function. 

sim.feature(U, U = 、 副 mConf 饥⑷ 

where M is the number of words matched in the two features, n / J , and Nf^ 

is the number of distinct words in 人，|九|. If the intersection of the two features 

is large, then the two features would be similar as they contain many common 

characteristics. That is, the more two features have common words, the more 

they are similar. As well, if the common words have higher confidence then these 

words would be significance in the feature and the two features are more similar. 

Then the similarity function between the node in w and C could be introduced 

accordingly. In the structure of a class of web pages, there is a node m,- containing 
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a set of labels L and a feature /爪 ‘ . T h e n in a web page, there is a node rij 

containing an own data set which may be a label, and a feature fn厂 The 

similarity function of Uj and rui is defined as follow. 

• ^ / � f 1 if d：^ G L; , � 
simjnode{nj,mi) = (5.9) 

sim-feature(fnj, fm‘) otherwise. 

Each node rij in w is compared to all nodes Mc = {爪1,爪2,.. •,爪AJ in the 

class C. Then rij has a set of similarity values. The highest one is regarded as 

the similarity value of rij to C. The similarity function between a node nj in a 

web page and a class C is defined below. . 

sim-class(jij,C) = max simjnodeirij.mi) (5.10) 
miEMc ‘ \ ' 

Consequently, each node in the web page w has a similarity value the class 

C, We could define the similarity function between a web page w and the class 

C based on the similarity value of each node in w to C. We have two pre-defined 

thresholds and Cm such that if w has enough number of nodes in its hierarchical 

structure (greater than that has a large similarity value (greater than £爪) 

then it is classified as the given class C. The condition to be satisfied to classify 

a web page w with a set of nodes {ni，n?, •.., rik} to belong to a class C is then 

defined as follow. 

{rij ： sim-class{nj, C) > em}\ > (5.11) 

These two thresholds could be obtained by using a training set of positive exam-

ples and a training set of negative examples. From the results, we use the two 

values that can provide the optimal result as the thresholds. 

5.4.2 Performance Evaluation 

Experiments on the classification of web pages have been carried out. We use 

the structural knowledge obtained from the 4000 job employment web pages 
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in Section 5.3.3 for classification. There are 10897 web pages used to test the 

performance of the knowledge obtained in the labels discovery algorithm. In 

the 10897 web pages, there are 3651 job employment web pages and 7246 web 

pages of other classes. The 3651 job employment web pages are from 23 different 

companies arbitrarily chosen from the company list in yahoo search engine. These 

23 companies are different to the 34 companies used in the experiments of labels 

discovery algorithm. The reason is that a company usually used the same format 

to represent its job employment data. That is structure of the web pages are 

the same. Therefore if the web pages from the same company are used to be 

classified then the performance should be very good. On the other hand, the 

7246 non-related web pages used as noise to the experiment are retrieved from 

yahoo search engine. By using the yahoo search engine, web pages are iteratively 

retrieved by following the links in the retrieved web pages. These web pages are 

obtained by removing those web pages containing the keyword job. 

已 m 
£N 0.5 0.6 0.7 0.8 0.9 

" T " 99.92% 99.92%" 99.92% 
~ 99.10% "98.74% 98.74rr 95.59% 9 5 ^ 5 ^ 
丁 8 9 . 4 3 % 8 8 . 8 8 R R 8 8 . 5 0 % S O ^ 
" T " 72.20% "72.20% 72.06% 72.06% 
" T 36.65% 36.65% 36.65% 36.65% 36^64^ 

Table 5.6: Correctness for classification of positive web pages 

^m 
£n 0.5 0.6 0.7 0.8 0.9 

"~1 96.41% %A17~ 96.42% 96.42% 
~~99.77% 9 9 . 7 7 ^ 99.77% • 99.77% 9 9 7 ^ 

3 ~99.99% "9^99% 9 9 . 9 9 f 99.99% 99.99% 
4 "100.00% "TOO.00% 100.00^ 100.00% 100.00% 
5 100.00% 100.00% 100.00% 100.00% 100.00% 

Table 5.7: Correctness for classification of negative web pages 

The knowledge we used in the experiment is obtained with the threshold 

values, Csup = 0.0117 and = 0.3. For different threshold, £爪 and we would 
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first measure the accuracy of distinguishing positive web pages, which refer to 

the correct pages, and the accuracy of distinguishing negative web pages, which 

refer to the wrong pages. The results are shown in Tables 5.6 and 5.7. Table 5.6 

shows the accuracy of correctly identifying the web pages in the class. Table 5.7 

shows the accuracy of correctly identifying the web pages that do not belong to 

the class. From the result, we could observe that the effect of e-m is lower than 

that of Cn on the accuracy of distinguishing web pages. The result shows that the 

structural knowledge could distinguish the web pages accurately at a precision 

of about 99%. 



Chapter 6 

Conclusion 

Seeing that large amount of data is available on the World Wide Web, we need 

to manage web data so as to query and search more efficiently. However, due 

to the semistructured nature of web data problems are arisen. Different labels 

representing the same attribute is one of these problems and it was discussed in 

this thesis. 

First we define the characteristics of web data. Web pages containing the 

same type of information belong to the same class. Each class contains a number 

of attributes used to describe the data stored in the class of web pages. However, 

the attributes appear in different format in the web pages. We call the data 

used to represent the attribute in a web page to be label. Then the data of the 

attribute is called value. Due to loose standard of web pages publishing, different 

labels are used to represent the same attributes and we called them similar labels. 

Therefore similar labels are required to be discovered. 

In an attempt to make the web data more convenient for discovering similar 

labels, a hierarchical structure, which is constructed by five heuristic methods, 

is introduced for each web page. The structure organizes data in the web page 

according to the concept hierarchical relation of data in the web page. As label 

describes briefly its value, it has higher concept hierarchical level than value. As 

89 
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a result, from the structure we could discover that most values are in the children 

and right sibling nodes of their labels. From this relations, we could then propose 

labels discovery algorithm to discover similar labels. 

Labels discovery algorithm consists of three phases. Phase one removes non-

label nodes. Phase two identifies candidate label nodes. Phase three discover 

similar labels. The similarity between labels is calculated by their values. From 

the hierarchical structure, a feature containing values is formed for each label. 

By comparing the features of two labels we could determine whether they are 

similar labels. Experiments show that the algorithm could discover similar labels 

successfully from a class of web pages. The similar labels and their features are 

then used to classify web pages. From the experiments of web pages classification, 

high accuracy of classification is obtained. The similar labels and their features 

could be useful for web pages classification. 
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