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摘 要 

本文的主要目的是硏究直接序列碼多分址系統抗多址接入干扰的能 

力 . 首 先 , 基 于 非 周 期 用 戶 碼 的 假 定 ， ^ ^ 一 种 具 有 結 构 陣 列 天 線 的 

肓自适應線性接收机.這种接收机收編了類似于E- 95標准中的M 

進制調制方案.与周期性用戶碼的比較，^^多用戶干扰接收机的設 

計中，非周期用戶碼序列的設計通常有一定的難度.j^,本文建議 

一种非周期和周期用戶碼的組合擴頻方案.該方案增加了多用戶檢 

測和肓自适應接收.atb,給出了一個有效的具有陣列天線接收干扰 

的肓自線性接收机.這种接收机即使在所希望接收的信號和干扰來自 

相同的方向也能克服多址接入干扰. 
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Abstract 

The main objective of this work is to investigate the multiple-access interfer-

ences (MAI) rejection capabilities of receivers for direct-sequence code-division 

multiple-access (DS/CDMA) systems. A blind adaptive linear receiver with an-

tenna arrays model based on the aperiodic signature sequence assumption is 

studied. Modification is made on the receiver structure to incorporate the use of 

M-ary modulated signals as in the IS-95 standard. The use of aperiodic random 

sequences presents some difficulties over the periodic sequence assumption usu-

ally made in the design of MAI rejecting receivers. A novel spreading scheme 

is proposed to combine spreading with aperiodic sequences and spreading with 

periodic sequences. This scheme enhances the combining of the multiuser detec_ 

tion (MUD) and the blind adaptive receiver. Hence, it gives rise to an effective 

blind linear receiver with antenna arrays which can combat MAI even in situa-

tion when the desired user and the interferers are in the same direction-of-arrival 

(DOA). 
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Chapter 1 

Introduction 

1.1 Use of Antenna Arrays in Mobile Commu-

nications 

1.1.1 Overview 

The demand of wireless communications is growing at an explosive rate and 

the provision of communication channels which can support a large number of 

mobile devices becomes an important issue in the development of the wireless 

communication systems [1]. Among the various schemes which target to increase 

the channel capacities of the wireless system, the application of antenna arrays 

provides a promising solution to overcome the problem of limited channel band-

width [2]. Studies [3] show that when an array is appropriately used in a mobile 

system, it helps in improving the system performance by increasing channel ca-

p a d t y and spectrum efficiency, extending range coverage and steering multiple 
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Chapter 1 Introduction 

beams to track many mobiles. It also reduces multipath fading, cochannel in-

terference and bit error rate. An array can be used in various ways to improve 

the performance of the wireless system and its capacity to cancel cochannel in-

terferences is one of the most important features. Since the the desired signal 

and the unwanted interferences often arrive at different directions, the antenna 

array can adjust and combine tlie received signals to enhance the desired signal 

by using appropriate weighting in each antenna. Different schemes [4]-[6] exist 

to differentiate the desired signal and the interfering signals. Some requires the 

knowledge of a reference signal, a training sequence or the direction of the de-

sired signal source to accomplish the task. In this thesis, we will look at a blind 

adaptive scheme which does not require any reference or training sequence. 

1.1.2 Beamforming 

In a typical adaptive antenna array system (Fig.1.1) the signals induced on 

different elements of an array are combined to form a single output of the ar-

ray. T h e process of combining the signals from different elements is known as 

beamforming. Consider an array of D elements and let the complex vector w 

represent the weights of the beamformer. A number of algorithms have been 

suggested to update the weights in accordance with the object for optimization. 

For example, in the null beamformer, the weights are estimated by using the 

directions of interfering sources in order to place nulls in these interference di-

rections [7]. T h e null beamforming scheme requires knowledge of the directions 

of the interference sources and it becomes hard to implement if the number of 

interference sources grows or if the interference sources are mobile . A n optimal 

beamforming scheme is proposed to overcome the limitation [7]. It is optimal 
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^ ^ \ 
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^ y ^ — — ^ Output 

^ ^ Z 
Figure 1.1: Beamformer structure 

in the sense that it maximizes the output signal to noise ratio (SNR) and does 

not require the directions of tlie interference sources. For an array which is not 

constrained, w is given by [8 

w = |iRjj^So (1 .1) 

where So is the array response vector associated with the look direction, K ^ is 

the array correlation matrix of the noise alone and “ is a constant. For an array 

constrained to have a unit response in the look direction this constant becomes 

^ = - ^ H ^ ^ (1.2) 
®0 ^-N ®0 

leading to the expression for the weight vector 

A R;v^So , 

w = rf^ ( U ) 
®0 ^ N So 

In practice when the estimate of the noise alone matrix is not available, 

the total array correlation matrix R (signal plus noise) is used to estimate the 
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Chapter 1 Introduction 

weights. These weights are the solution of the following optimization problem: 

miiiw w � R w 
. . (1.4) 

subject to w so = 1. 

Thus, the processor weights are selected by minimizing the mean output 

power of the processor while maintaining unity response in the look direction. 

The constraint ensures that the signal passes through the processor undistorted. 

Therefore, the output power is the same as the look direction source power. T h e 

minimization process then minimizes the total noise, including interferences and 

uncorrelated noise. Minimizing the total output noise while keeping the output 

signal constant is the same as maximizing the output SNR. 

1.2 DS/CDMA Systems and Multiple Access 

Interferences 

Direct sequence / coded division multiple access ( D S / C D M A ) system is one of 

the major developments in multiple access technology and the IS-95 D S / C D M A 

standard now plays an important role in many wireless communication systems 

'20]. Basically, in a D S / C D M A system, all users share a common bandwidth 

and the detection of the signals is achieved by differentiating the different sig-

nature sequences assigned to the users. With the use of conventional matched 

filter to match against the user's signature sequence, the desired signal can be 

demodulated but the system performance will degrade in the presence of fading, 

narrowband interferences and multiple access interferences (MAI) [9]. Multi-

path fading have typically been handled by using a R A K E receiver [10] which 
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Chapter 1 Introduction 

is a maximal-ratio linear combiner that combines the received energy from the 

various paths. For interference which is relatively narrowband compared with 

the bandwidth of the spread spectrum signal, a time domain technique with the 

use of notch filters often results in large improvement in system performance. 

Suppression can also be done with a frequency domain technique which employs 

the transform domain processing (excision). Both techniques were shown to 

have the potential of yielding a sizable improvement in system performance rel-

ative to that achievable by a conventional matched filter [11]. W h e n the number 

of interferers increases, M A I will become a dominant interference source in a 

D S / C D M A system. In the presence of MAI , it can be difficult to recover the de-

sired signal by simply using the matched filter since the cross correlation of the 

signature sequences can be significant when the number of interfering sources 

increases or when the interfering signals are much stronger than the desired 

signal. 

Many methods have been developed to alleviate the problem of M A I . One 

way to reject M A I is by adding spatial diversity to the system and exploiting 

the correlation between the received signals [2]. For example, the application 

of antenna arrays can enhance the rejection of M A I by exploiting spatial diver-

sity. T h e received signals from the antenna elements are correlated. Assuming 

the M A I and the desired signal come from different directions, we can filter to 

remove the M A I components from the desired signal component since the corre-

lation between the M A I components is different from that between the desired 

signal components. With the deployment of antenna arrays, the M A I rejec-

tion capability is found to be enhanced and the system performance is greatly 

improved [12]. 
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Chapter 1 Introduction 

Another effective solution to the rejection of M A I is by using multiuser de-

tection. In a conventional C D M A system, all users interfere with each other. 

However, in the view of multiuser detection, all user signals are considered to-

gether. They are being used for their mutual benefits by joint detection. This 

new point of view initiates the development of the multiuser detection and re-

search shows that there are promising improvements in the system performance 

with the use of multiuser detection. The derivation and mechanism of the mul-

tiuser detection will be discussed in the next section. 

The common assumption made in most M A I rejecting C D M A system models 

13]-[14] is that the signature sequences are periodic. However, in the IS-95 stan-

dard, the signature sequence is so long that they can be regarded as aperiodic. 

W i t h the use of long sequences most of the receivers proposed may not be able 

to reject MAI . To facilitate the development, we consider a linear receiver for 

D S / C D M A signals with aperiodic random sequence. As the signature sequences 

are aperiodic, it is reasonable to model them as independent random variables. 

This assumption greatly simplifies the analysis of the system and it is crucial in 

the derivation of the optimization algorithm in our work. 

In resemblance to the optimal beamformer, the proposed receiver uses an 

antenna array. It consists of a conventional matched filter followed by a beam-

former. In addition to the spatial diversity, we use M-ary orthogonal modulated 

signals to provide coding gain to the system. 64-ary orthogonal modulation is 

used as in the IS-95 C D M A standard. M A I is suppressed by choosing the opti-

mal weights in the beamformer and a blind adaptive algorithm is used to obtain 

the weights which maximize the SNR. 
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Chapter 1 Introduction 

1.3 Multiuser Detection Schemes 

In the presence of MAI, the near-far problem is a major limiting factor in the 

performance of C D M A systems [15]. It arises when the powers of some of the 

users are much stronger than those of others and renders the reception of the 

weaker signal extremely difficult. As a result, a near-far resistant detector is 

needed so that no stringent power control is required. This leads to the devel-

opment of multiuser detection (MUD) which proves to be an effective solution 

to the near-far problem [19 . 

For simplicity, we can look at the derivation of multiuser detectors for syn-

chronous C D M A system [15]. Asynchronous case can also be found in [16 . 

Assume that there are K users, the received signal is 

r[t) = j2 A^'^h^'^a,{t) + an(t) (1.5) 

k=i 

where 6(而）is the k-th information bit which takes the value -1 or 1, A(") and 

ak{t) is the amplitude and the signature waveform of the A;-th user, and an(t) is 

the noise contribution. We assume that Jal(t)dt = 1 for all k. T h e output for 

the k-th. matched filter is 

Vk = J r{t)ak(t)dt (1.6) 

= / ak{t) [E A^'^b^'^a,(t) + an{t)] dt (1.7) 

J ii=i � 

=A(A06(A0 + Pk A(06(0 J aj,(t)a,(t)dt + 0 J ak(t)n(t)dt (1.8) 

Note that yu consists of three terms. The first term is the desired information 

bit 6(左）and the second term is the result of the M A I and the last is due to the 

noise. Usually, the cross correlation between the signature sequences makes the 
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second term the dominating noise and the cancellation of the M A I effect of one 

user upon another can be achieved if tlie cross correlation between signature 

sequences are known. Suppose there are only two users in the system. Let a be 

the cross correlation between the signature waveforms of the two users 

a = J a1(t)a2(t)dt (1.9) 

the outputs of the matched filters for user 1 and 2 are 

m = A _ + aA(2)6(2) + n(1) (1.10) 

V2 = A � 6 � + a A � 6 � + n � （ U l ) 

The M A I terms for users 1 and 2 are aA(2)6(2) and a A ( ” & ( ” . If the signal of 

user 1 is much stronger than that of user 2 (near-far problem), the M A I term 

o;/l(i)6(i) present in the signal of user 2 is very large, and can significantly degrade 

performance of the conventional detector for that user. One way to remedy the 

problem is to make decision for the stronger user 1 by using the conventional 

detector. Since user 2 is much weaker than user 1，this decision is reliable from 

the point of view of user 2. So, this decision can be used to subtract the estimate 

of M A I from the signal of the weaker user. The decision for user 2 is given by 

g(2) = sgn(y2 - aA^'^P^) ( 1 1 2 ) 

=sgn (A(2)6(2) + ^义⑴(…一 l(i)) + n(2)) (113) 

where & � is the decision for the first user. Provided the decision for the first 

user is correct, all M A I can be subtracted from the signal of user 2, This simple 

example motivates the use of multiuser detectors for C D M A channels. 

T h e output vector in (1.8) can be written in matrix form 

y = R A b + n (I.14) 
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where y is the output vector from the matched filters, b is given by the in-

formation bits from the users and R is the cross correlation of the signature 

waveforms 

R,’J = J ai{t)aj(t)dt (1.15) 

A is the diagonal matrix with J^k,k given by the amplitude of the k-th user and 

n is the Gaussian noise vector. From (1.14) we can see that the information 

component b can be found by multiplying both sides of the equation by R " i , 

i.e., 

y = R " V = A b + R - ' h .. (1.16) 

For very low noise level the M A I can be eliminated and the decision is 

b = sgn{y) (1.17) 

This is the decorrelating detector [17]. The desirable feature of this detector is 

that it does not require information of the user and interferers power. Only the 

cross correlation between signature sequences is needed to make the decision. 

However in a noisy environment the detector would be erroneous since the noise 

vector is enhanced by the R - i factor. With the knowledge of the received ener-

gies, an optimal detector [16] can be constructed by maximizing the likelihood 

function 

b 二 arg [mm( J(r(t) — ^ A _ � “ , ) ) 2 ^ ) (1.18) 
\ k=l 乂 

= a r ^ ( m a x ( 2 亡义⑷&⑷ J r(t)ak(t)dt 一 

5：£#1)义")妒�)炉2)义叫(咖^)叫） （1.19) 
ki k2 
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in matrix form the decision can be written as 

b = arg ^max(2y^Ab — b ^ A R A b ) ) (1.20) 

Unlike the decorrelating detector, the optimal detector can obtain decisions by 

selecting the symbol sequences which maximizes the likelihood function without 

enhancing the noise component. However it is not a practical receiver since the 

operational complexity increases exponentially with the number of users. 

Working towards practicality, the MMSE mulituser detector [18] is a more 

promising scheme which does not require the information of signature waveforms 

and amplitudes of the interferers. It is based on the minimization of the mean-

square-error between the output and the data, 

/ � A ' . 1\ 
min £： J2(bk - hkf (1.21) 

V U=i � } 

In fact the decorrelating detector can be considered as asymptotic form of the 

M M S E detector as the noise level goes to zero [15 . 

In general, multiuser detection is found to be very effective in the demodula-

tion of signals in the presence of MAI , which typically occurs in the C D M A sys-

tems. There are several types of multiuser detectors which provide the near-far 

resistant feature. However, the complexity of the detector is another important 

issue for the practical implementation. In terms of the simplicity and practical-

ity of the detector, M M S E multiuser detector seems to have more advantages. 

Linear multiuser receiver can be developed based on the M M S E criterion [17'. 

We will look at a blind adaptive multiuser detection model in chapter 3 which 

is derived from the M M S E detector. 

10 
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Chapter 1 Introduction 

1.4 Outline of Thesis 

In chapter 2，we will look at a blind adaptive receiver with the antenna array 

and M-ary orthogonal modulation for the D S / C D M A system. The mechanism 

of M A I rejection of this receiver is by using spatial diversity provided by the 

antenna array. The received signals from the antenna elements are constructively 

combined by the beamformer. The optimal weights are evaluated by an adaptive 

algorithm which maximizes the output SNR. The major difference between our 

receiver and that in [25] is the addition of 64-ary orthogonal modulation in our 

model. Also, in our model, the demodulation is done by a pair of orthogonal 

matched filters instead of a single conventional matched filter. Then both the 

desired signal statistics and the noise statistics can be readily obtained for the 

adaptive algorithm. 

The receiver in chapter 2 works well when the user and interferers are not 

too close with each other so that the added spatial diversity by the antenna 

array can improve the system performance. However, in realistic situation, it is 

possible that the interferers are in proximity to the user. The receiver may fail 

to detect the desired signals. Hence, we introduce the use of multiuser detector 

to solve this problem in chapter 3. The combined scheme of the blind adaptive 

receiver and the multiuser detector is realized by a novel spreading scheme. T h e 

scheme consists of two stages of spreading. For each user, the data sequence 

is first spread with an aperiodic random signature sequence. The resultant 

sequence is then spread with a periodic deterministic signature sequence. T h e 

scheme combines the advantages of the two types of spreading techniques. Signal 

processing algorithms developed for deterministic sequences, as well as those 

11 
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developed for random sequences, can be readily applied. In particular, multiuser 

detection and channel estimation can be easily combined in a blind adaptive 

fashion. Working towards practicality, we have also investigated a simplified 

structure of the receiver based on the adaptive algorithms. 

In chapter 4, conclusions will be drawn from the work and possible extensions 

will be discussed. 

12 
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Chapter 2 

A Blind Adaptive Receiver with 

Antenna Arrays and M-ary 

Orthogonal Data Signals 

2.1 Introduction 

Direct Sequence / Code Division Multiple Access (DS/CDMA) systems provides 

improved performance in terms of capacity and coverage area [20]. However, the 

performance of the system degrades in the presence of multiple access interfer-

ence (MAI). One approach to mitigate the effects of MAI and multipath is the 

use of spatial diversity. With the use of antenna arrays, spatial diversity is em-

ployed to increase the capacity of C D M A system and to suppress interference 

sources with arrival angles different from that of the desired user. The combin-

ing of an adaptive array antenna and a canceller of interference is found to be 

able to reject the cochannel interference in DS-Spread spectrum multiple access 

13 
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systems [21]. The effect of base station antenna arrays in cellular C D M A is also 

studied in [22] and it is found that there can be substantial increase in system 

capacity by incorporating antenna arrays at the base station. 

In IS-95 C D M A standard, 64-ary orthogonal modulation is used. Analysis for 

D S / C D M A with M-ary orthogonal modulation but without antenna arrays has 

appeared in [23]-[24]. An antenna arra.y-based receiver structure for D S / C D M A 

with M-ary orthogonal modulation is proposed in [12]. It uses feedback to ‘ 

determine the winning post-correlation signal vector which are then used to 

estimate the weight vector with the received signal vector. The decision feedback 

used in the above system requires training sequence for initialization and hence 

the receiver may suffer from error propagation. 

Based on the need to construct a simple and practical D S / C D M A receiver, a 

blind adaptive linear receiver is proposed which can suppress M A I spatially and 

combine multipaths temporally [25] without the complexity of decision feedback. 

The receiver consists of the conventional matched filter followed by a tapped 

delay line with the provision of incorporating the use of antenna arrays. It 

has the ability of suppressing M A I without explicit estimation of any channel • 

conditions. However, the receiver model is developed under the binary data 

assumption which differs from the orthogonal coded data assumption in IS-95 

standard. 

In the light of this, we consider a blind adaptive linear receiver with M-ary 

orthogonal modulation. The receiver has the ability of suppressing M A I in an 

A W G N channel with 64-ary orthogonal modulated signals. Computer simulation 

shows that the system performance of the proposed receiver can be maintained 

under a multipath fading environment. In our model, we also use two matched 

14 
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filters which are orthogonal to each other so that the noise and interference 

statistics can be collected from the orthogonal matched filter readily. Eigen-

analysis and adaptive algorithms are used to obtain the optimal weight vector 

which maximizes the SNR. 

2.2 System Model 
«« 

We assume that there are K simultaneous users in the system. The yHh user ‘ 

for 1 < k < K, generates a sequence of data, symbols which are independent and : 

identical distributed (iid) random variables taking values of 1 or -1. T h e data 

symbols are then grouped into groups of l0g2 M bits with interleaving. Each . 

group is mapped into one of the M orthogonal Walsh functions, forming an 

M-ary orthogonal coded data signal. The overall data signal bk{t) is given by 

h{t)= f : 6 ^ ^ ( Z - # ) , (2.1) � 
i=-oo •> 

where T is the duration of each of the M Walsh symbols 6!") from each M-ary 

symbol and pr(t) is the unit rectangular pulse of duration T. j 

The kth user is provided a randomly generated signature sequence ^ � 二 

( . . . , a f ) , 4 义 • . •，a{ l̂_i, • •.). The elements af^ are iid random variables such 

that Pr(ap) = 1) = Pr(af^ = —1) = 1/2. The sequence “ � is used to spectrally 

spread the data symbols to form the signal 

00 
Sk{t) = h{t) Y^ a p W , - ^;¾, (2.2) 

i = - o o 

where the chip duration T�is given by T, = MT/N, N is the number of chips 

15 
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Chapter 2 A Blind Adaptive Receiver with Antenna Arrays and M-ary Orthogonal Data Signals 

per symbol interval, and prd^) is the rectangular pulse given by 

, � 1 if 0 < t < Te, 
PTcW = (2.3) 

0 elsewhere. 

The transmitted signal for the A:tli user, for 1 < k < K, can be expressed as 

Re[y/2PkSk{t) exp(juJct)], (2.4) 

where Pk is the power for the A:th signal, and ujc is the carrier frequency. 

Without loss of generality ( W L O G ) , we will consider the signal from the 

first user as the communicating signal and the signals from' all other users as 

interfering signals throughout the chapter. 

We now describe the channel model. We assume that the channel is cor-

rupted by A W G N with two-sided power spectral density of No/2. T h e signals 

are received by an antenna array of D elements and there is no multipath fading 

for now. The signal vector received by the antenna array in complex baseband 

notation is given by 

r ( 0 = y ( ” + M 0 + —”， (2.5) 
<« 

where u w { t ) represents A W G N . We assume that the A W G N is also spatially 

white. T h e first user signal contribution y(t) is given by 

y ( 0 = # h ( Z - r i ) e - j ( - T i + M d i . (2.6) 

The M A I contribution ni(t) is given by 

ni{t) = J2 y/^kSk(t - rOe-j(%T,+0,)d&. 
k=2 

In (2.6) and (2.7), the parameters T k , h and d^ represent the delay, the phase 

shift and the array response vector associated with the signal from the kth 
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transmitter. For example, a typical array response vector for the k-th signal 

source by D antenna elements is given by 

dk = [e-j2"cTi(<M, ’ g-j2./r^(0,)jT^ (2.8) 

where fc is the frequency, ^k is the incident angle, and Tni^k) is the time taken 

by a plane wave arriving from the k-th source to the D-th antenna element. For 

instance, we consider a linear phase array of equispaced elements [7] with each ‘ 

element separated by half a wavelength ( 全 ) ， t h e TD(<h) becomes 

1 -
M M = ^ ( D - 1) sin((fc) (2.9) 

Y j^) Sj w"& 1 
~| > V j ( t ) ^ ~ > ® r ^ HadamardSequence 

r Correlator ^ 
I @jmT I \ 

• W \ 
• max^^ Decision 

/ Statistics 

y M̂—— / . 
�Hadamard Sequence y J 

^ ^ Correlator ^ 

Figure 2.1: Linear receiver for the j t h M-ary symbol 

Consider t h e j - t h symbol interval [jMT, ( i + l ) M T ) . T h e signals are received 

at each base station by an antenna array of D elements forming a vector r(^) 

which is then passed through a matched filter with impulse response hm (t) for 

the m-th Walsh symbol in the j - th symbol interval. 

.吾一1⑴ 

^m,j{i) = E ^l+jN+{m-l)^PTci-t —仏)，1 < TU < M (2.10) 
{ZZlO 
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The output of the matched filter is sampled once every T second to give the 

sample vectors and the matched output of tlie j t h M-ary symbol s ” which 

consists of M vectors, is given by 

Sj = ( S i ’ j , . . . , S M ’ j ) (2 .11) 

where S i j is the corresponding s for the zth Walsh symbol of the j t h symbol 

interval. , 

The sample vectors are passed through a beamformer to give the weighted 

vector w ^ S j , where w is a weight vector whose components remain to be de-

termined. The decision statistic for the j t h M-ary symbol is evaluated from 

w % . 

To demodulate the signal, the weighted signal vector w ^ S j is passed through 

a bank of M Hadamard sequence correlators (Fig.2.1) and the decision statistic 

is formed by selecting the index associated with the maximum output from the 

correlators. 

To facilitate the derivation of the receiver, we assume that the communication 

channel is time-invariant. In particular, the number, the powers, the locations ‘ 

the phase shifts, and the delays of the users are fixed (but unknown). Only the 

data, the signature sequences and the A W G N are random. It turns out that the 

resulting receiver is able to adapt quickly. Therefore, such an assumption does 

not affect the usefulness of the receiver. 

We assume that we have achieved synchronization with the signal from the 

first user. Hence, we may assume 7\ = 0. For coherent detection, we may 

assume the phase shift Oi = 0. 

To derive the weight vector w , we consider the time interval [0,T) without 
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loss of generality. Equivalently, the received signal r(^) is passed through a 

correlator as shown in Fig.2.2. The output of the correlator is given by 

p T 

犷⑴ K g ) ^ 
i i 

N J 0 
—1 

V � 

S &i Px (t-iT ) j 
î 

Figure 2.2: Symbol detection using an equivalent correlator \ 

^ 

s = z + n (2.12) ; 

where the first user contribution is given by \ 

z = V ^ r C ^ d i (2.13) V 

，； 

•M 

and the overall noise and interference contribution is given by '； 

•J 
K r 

n = iiH/ + X ^ U . (2 14) : 
k=2 ^ ’ ^ 

In (2.14), the A W G N contribution is represented by n^/, and the interference 

due to the A:th user is given by 

K^X 

h = y ^ i « ! i ) [ « ! \ _ i a , + 
i=0 

c a j i ; - a O ] e - j ( - T W O d & (2.15) 

where 

Tj^ 
� 二 L g (2.16) 
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and 

ak = Tk - %T,. (2.17) 

In order to facilitate the process of optimizing the weight vector, a counter-

part of s that contains only noise and interference contributions is needed. More 

precisely, the received signal r{t) is passed through another correlator as shown 

in Fig.2.3. The sequence ( 4 ” , 4”，..., c(|)_J is chosen to be orthogonal to the 

p T 

r(t) K ^ ^ 

N J 0 

— ' 
V � 

S Ci Px (t-iT^) 

Figure 2.3: Orthogonal matched filter 

/ (1) (1) (1) X . 
sequence («0 , <̂ i , • •.，«V ), i.e., M~̂  

ĝrM̂^ = 0. (2.18) ； 
0* 

The purpose is to remove the first user signal contribution while the statistics 

for the noise and the interference contributions are maintained. The output is 

given by 
K ^ 

s = n = iW + X^i , . (2.19) 
k=2 ‘ 

Notice that n^^ is identically distributed as n w , and for each k, 1知 is identically 

distributed as ik. 
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2.3 Eigen-Analysis Algorithm 

We consider the correlation matrices of the output vectors. Inherent from the 

correlation properties (Appendix A) of the despread signal at the matched filter 

output, the correlation matrix obtained from s is given by 

Rs = E[ss"] = R , + R„ (2.20) 

where ； ] 
R z 二 E [ z z ^ (2.21) I 

and : 

R„ - E[nn"]. (2.22) ； 

The correlation matrix obtained from s is given by , 

Ri 二 Rn. (2.23) 
V 

We consider the weight vector that maximizes SNR defined by for w 士 0 ’ 
， i ’ ^ 

CMD,� w^Rj,w •； 

SNR(w) = ^ ^ ^ . (2.24) . ： 

It can be shown that the weight vector that maximizes the S N R is the general- “ 

ized eigenvector associated with the largest generalized eigenvalue of the matrix 

pencil (Rz, R„). Since, for w + 0, 

w^RgW � 
^ ; ^ = SNR(w) + l, (2.25) 

the optimal weight vector is also the generalized eigenvector associated with the 

largest generalized eigenvalue of the matrix pencil ( ¾ , R„). Since R^ = R the 

optimal weight vector may be found by the generalized eigenvector associated 

with the largest generalized eigenvalue of the matrix pencil ( R g , R g ) . 
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To find the optimal weight vector, we need estimates of R , and R^. Any 

consistent estimators of the correlation matrices R^ and R§ can be used. For 

example, the correlation matrices R s , R s can be estimated by using the timing 

average of the M-ary symbols. For each M-ary symbol is now represented by M 

Walsh symbols, we can combine the M signal contributions before averaging. 

1 J-1 M 
Rs - 7 g i ^ s 5 ， (2.26) ^ 

1 J-l M ] 

R^ ~ j E E ^ s 5 - (2.27) : 

j = 0 1=1 .:! 

where Si,j and ^' , are the corresponding s and s for the zth bit of the j t h symbol > 

interval. 

2.4 Simulation Results 
�� 

In the computer simulation, we assume aperiodic signature sequence. The sig-

nature sequence employs rectangular chip waveforms. There are 256 chips per 

symbol, thus N=256. 64 Walsh functions are used to represent the 64-ary or- : 

thogonal modulated data as in the IS-95 C D M A standard. There are 2 users in 

tlie system. An antenna array of 5 elements is used. The power of the interferer 

is 20dB stronger than that of the desired user and the signal-to-white-noise ratio 
( S W N R ) is 15dB for the desired user. 

Fig.2.4 shows the average SNR obtained for different number of symbol in-

tervals. We compare the results with the antenna array against the results when 

there is only one antenna element, i.e., no weighting applied. We assume that 

in both cases, the same amount of total energy is collected. It is clear from the 

figure that without weighting the average S N R maintains at a low level while in 
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- •• 
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0 10 20 30 i M S ^ ^ i 0̂0 

number of symbol intervals 

Figure 2.4: Average SNR of 64-ary orthogonal modulated signals j 

the weighting case the average SNR is approaching the maximum (15dB) as the •！ 

number of sample vectors increases. -

Next，we assume the user signal comes at 0 �w h e r e a s the interferer comes : 

at 6 0 � . The normalized directional magnitude responses of the receiver for a 

5-element array and a 9-element array are shown in Fig.2.5. It shows that 

tlie receiver performs spatial selection to avoid signal in the direction of the 

interferer. 

T h e average maximum SNR achievable by the receiver using antenna array 

with different number of elements ( B ) is plotted in Fig.2.6. We assume each 

interfering signal power is 20dB above the desired signal power and the D O A 

of the interfering signals are random. The advantage of using antenna arrays 
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i . n n 
I . | - D = 5 ! ； ； ， 

I [ - 叫 / ； ； J 

^ ^ ^ " > x W y 丨 / l A ^ • 

10_1 ’ ‘ ‘ ‘ 1 1 1 . , , " 
-100 -80 -60 -40 -20 0 ^ ^ ^ ^~~^00 

angle to normal (in degree) 

Figure 2.5: Directional magnitude response of the system : 

instead of a single antenna can be clearly seen from the result '| 

The performance of symbol error probability is shown in Fig.2.7 It can be 

seen that the difference between the probability of error for the weighted (D—5) 

and the unweighted ( D = 1 ) case becomes dramatic as Eb/No value increases. 

Now we consider the system under a multipath fading environment. In ur-

ban environment, the D S / C D M A system has coherence t ime much larger than 

the symbol duration T. The coherence bandwidth is much smaller than the 

bandwidth of the transmitted signal. Therefore, the channel can be assumed to 

be slow frequency-selective fading [20, Ch.8 . 

hi the s i ^ l a t i o n , we assume that the path delay, � � � , is uniformly dis-

tributed on [0, T^ax) where Tmax = 5Tc. 
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Figure 2.6: Average maximum SNR achievable vs number of users �� 

Fig.2.8 shows the SNR achieved under multipath fading assuming that the 'l 

path delays for the desired user can be correctly estimated. T h e optimal mean ' 

S N R can be obtained after 30 samples and the convergence rate decreases slightly 

comparing with the result obtained in the non-fading environment 

In order to combat multipath fading without knowledge of the path delays 

we introduce a sampling scheme in the proposed receiver to catch the multipath 

signals. More precisely, in the previous receiver model, the matched filter output 

for the i - t h symbol is sampled at mT for m 二 0，1,…’ M ~ 1 to form s, while in 

the new sampling scheme (Fig.2.9), we sample the matched output at m T ^ T , as 

well to form s, . The two samples are then concatenated and the same algorithm 

can be used to determine the weight by using the concatenated sample. T h e 
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1 0 。 L - . - . , - _ ^ - _ _ ^  
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Figure 2.7: Error performance of the receiver, M = 6 4 

reason of using the new sampling scheme is that we want to catch the mult ipath 

signals by sampling at an arbitrary delay, in this case, we try to sample at a 

delay of one chip interval Z . Theoretically we can have more than two samples, ‘ 
for example, we can add a new sample at a delay of 2T, and concatenates with 
the previous two samples to determined the weight vector. The tradeoff is that 

as the number of samples increase, the complexity of the system will increase 

too. 

Fig.2.10 shows the S N R performance of the system with the introduction of 

the new sampling scheme. In this scenario, we assume there are 2 users and the 

mrniber of multipaths for each user is 8. The path delay is uniformly distributed 

on [0’ 3Tc). T w o samples of the matched filter output are collected, one at 
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Figure 2.8: Average SNR under multipath fading, L^=5 

m T and another at mT + T,. The result shows that with the use of the new 

sampling scheme, the SNR can converge very close to the optimal value even in 

the presence of a large number of multipaths with unknown delays. J 

2.5 Adaptive Algorithm 

Tlie major disadvantage of the eigen-analysis algorithm is the computational 

complexity involved in obtaining the generalized eigenvector, which limits the 

practicality of the system. Moreover, the convergence rate can also be limited by 

the accuracy in the estimation of the relevant matrices. It is possible to develop 

adaptive algorithms [25] to obtain the optimal weight vector for the receiver 
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Figure 2.9: Receiver model with the new sampling scheme 

based on the constrained minimization of output energy criterion (Appendix :� 

B). The algorithm solves the constrained minimization problem of the output 

energy and it requires the knowledge of R , and z z " . To obtain a blind adaptive ‘ 

algorithm, we estimate R , and R§ by s j s f and s j s f where sj is the j - th matched 

filter output vector and sj is the j - th orthogonal matched filter output vector. 

When N is large, it is also reasonable to estimate z z ^ by s j s f - sjs^ Hence 

the blind adaptive rule becomes 

W ( J ) = w ( , - 1 ) + ^[sfw(, - l)[(sfs,.)sj - ( s f s j ) s j ] l ( 2 . 2 8 ) j 

The algorithm can be viewed as projecting the current weight vector to the 

direction of the noise and signal, then removing the noise part by orthogonal 

projection and changing the current weight vector by a small amount in the 

resulting direction. 

Fig.2.11 compares the SNR performance achieved by the adaptive gradient 

algorithm with that of the eigen algorithm. We assume the use of antipodal data 

in this comparison. There are 2 users and the D O A of the interfering signal is 

60 degree, with power 20dB above the desired signal. T h e step size (6) used in 
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Figure 2.10: Average SNR with the new sampling scheme, D=b 

this case is 0.001. It shows that the gradient algorithm settles faster than the 

eigen algorithm. The reason is that no estimation of matrices is required. In 

tlie gradient algorithm, only the signal vectors sj and sj are needed to perform ^ 

iterative operation to update the weight vector. 

The SNR performance of the adaptive gradient algorithm for 64-ary orthogo_ 

nal data is shown in Fig.2.12. We assume that there are 2 users and the D O A of 

the interfering signal is random, with power 20dB above the desired signal T h e 

step size � is set to IxlO—6 in this scenario. Again, the result shows that with 

the use of M-ary orthogonal modulated signals, the gradient algorithm settles 

faster than the eigen algorithm. • 
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Figure 2.11: Average SNR achieved by the gradient algorithm 

2.6 Summary 丨 

This scheme focuses on the suppression of multiple access interference of M- ： 

ary orthogonal-modulated signals by using a novel blind adaptive receiver. The 

receiver consists of a conventional matched filter followed by a beamformer. 

The capability of rejecting MAI is realized by choosing the optimal weights in 

the beamformer so as to maximize the signal-to-noise ratio. In IS-95 C D M A 

standard, 64-ary orthogonal modulation is used. We have incorporated the 

M-ary orthogonal modulated signals in our system. The proposed receiver is 

simple, blind adaptive and is suitable for practical implementation with the 

adaptive algorithm. 
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Figure 2.12: Gradient algorithm with 64-ary modulated signals 
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Chapter 3 

Detection with the Use of the 

Two-Stage Spreading Scheme 

3.1 Introduction 

Multiple access interference (MAI) has been the key problem limiting the ca-

pacities of practical direct sequence code division multiple access (DS/CDMA) 

systems. To remove or reduce MAI, many signal processing algorithms have 

been developed. 

Verdd [16] worked out the optimum multiuser detector, which was, how-

ever, often too complex to implement. Working towards practicability, many 

researchers proposed different suboptimal receivers. For example, Lupas and 

Verdd [17], and Madhow and Honig [18] considered some linear receivers. Re-

cently，Honig, et al. [26] proposed a blind adaptive linear receiver which elim-

inated the need for training sequences. Practical implementations of these re_ 

乂 ceivers with reasonable complexity rely on the use of short periodic signature 
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sequences. However, with short periodic signature sequences, blind estimation 

of some channel parameters, such as the direction of arrival ( D O A ) of a user 

signal, can be quite difficult. 

Another way to mitigate the near-far problem is to explore the spatial rela-

tionship between a user and the interferers and to utilize the steering capability 

of an antenna array. For example, Wong, et al, [25], [27], and Naguibi, et al. 

28], [22] worked in this direction. Blind adaptive implementations of these al-

gorithms rely on the use of aperiodic signature sequences (In practice, sequences 

with long periods are used). However, with aperiodic signature sequences, blind 

multiuser detection schemes become almost impossible. 

In this chapter, we consider a novel spectral spreading scheme that combines 

spreading with aperiodic sequences and spreading with short periodic sequences. 

Aperiodic sequences are modeled as random sequences while short periodic se-

quences are modeled as deterministic sequences. For each user, the data sequence 

is first spread with an aperiodic random signature sequence. T h e resultant se-

quence is then spread with a periodic deterministic signature sequence. ^ T h e 

scheme combines the advantages of both spreading techniques. Signal process-

ing algorithms developed for deterministic sequences, as well as those developed 

for random sequences, can be readily applied. The reason is that the final signal 

can be interpreted in two different ways - a signal spread with a deterministic 

sequence or a signal spread with a random sequence. To see the first interpreta-

tion, notice that the sequence after the first stage of spreading can be viewed as 

a sequence of coded data symbols (with a repetition code changing every symbol 

interval). Therefore, the final signal can be viewed as the result pf spreading a 

iln practical implementations, the two stages of spreading can be done in a single step. 
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coded sequence with a deterministic sequence. To see the second interpretation, 

notice that the second stage of spreading can be viewed as assigning a gener-

alized chip waveform to the user. Of course, different users can now be using 

potentially different generalized chip waveforms. Therefore, the final signal can 

be viewed as the result of spreading with a random sequence. 

With the simple interpretations, it can be readily seen that many algorithms 

for deterministic sequences or random sequences can be applied separately. How-

ever, as we will show, suitable joint applications might yield superior perfor-

mance. 

3.2 System Model 

In this section, we describe the model of the D S / C D M A system. We assume 

that there are K simultaneous users in the system. 

The kth. user, for 1 < k < K, generates a stream of data symbols 6(知)，given 

by 

6叫=(...4~丨"),4、...). (3.1) 

The data symbols bf^ are random variables with E[\bf^\^] 二 1. 

T h e kth user, for 1 < k < K , is provided an aperiodic random signature 

sequences a(&) given by 

«浏=(...’4*),«!"),...’4二”...) (3.2) 

where the elements ap) are modeled as independent and identically distributed 

(iid) random variables such that Pr(ap) = 1) = Pr(ap) = - 1 ) = 1/2. T h e kth 

user is also provided a periodic deterministic signature sequences c(*) of period 
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N2 given by 

c(̂ ) - ( c(") c(A) c(A) � /<, <5� 
c — V' • • ？ ^0 ’Ci , • • • , CA/-2-l' • • •/• ( 3 . 3 ) 

The data sequence is spread with the aperiodic sequence to give the sequence 

&⑷仃⑷b^a(M /凡⑷ • • • "0 " o ^0 " 1 • •. % a^Yi-i 

/凡⑷//〜⑷ /凡⑷ （3.4) 
1̂ ^Ni ^1 <^'Ni+l . . . 1̂ 2̂ATa . •. 

The resultant sequence is then spread with the period sequence and appropri-

ately modulated to give the following transmitted signal 

Mi) = ̂ k E îv/L，k/。# — 'Tc) cosM) (3.5) 
i=-oo 

where the overall spreading factor N = N1N2, Tc is the delay between consec-

utive chips, uj is the carrier frequency and ^(t) is the chip waveform that is 

normalized ( f : l^(t)l^dt = 1). Pk is the power for the A:th user signal. Notice 

that (3.5) can be rewritten as 

Mt) = M E ^kjc|')# —叫 cosM) (3.6) 
i = - o o 

where & [ J j ^ �= ^ 7 V � 4 ” i V 2 r Equation (3.6) gives the first interpretation — a 

signal spread with a periodic deterministic signature sequence at a spreading 

factor of N2. Equation (3.5) can also be rewritten as 

00 
Mt) = 4^Pk E 7̂Vi」aP)̂ “, — iN^c) cos(u;0 (3.7) 

i=-oo 

where 
N2-1 

少乂力）=E # ) # —孔). (3.8) 
i=o ‘ 

Equation (3.7) gives the second interpretation - a signal spread with an aperiodic 

random signature sequence at a spreading factor of N^ with a generalized chip 

waveform. 
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Without loss of generality, we consider the signal from the first user as the 

desired signal and the signals from all other users as interfering signals. 

We now describe the channel model. For simplicity, we consider a multiple 

access channel with additive white Gaussian noise ( A W G N ) only. Extensions 

with multipath fading can be handled similarly as in [25] and [27]. A n antenna 

array is used for signal reception. The received signal vector in complex baseband 

representation is given by 

r(o = ^=1 vm{ Er=-oo ^[-j;vj 4 5 k j cP) 
, J (3.9) 

-Ht-n-iT,)]dk^n{t), 

where Tk represents the delay, d̂ ： accounts for the overall effects of phase shift 

and direction of arrival (DOA) of the A:-tli user signal, and n( , ) represents 

A W G N . We assume that synchronization has been achieved with the first user 

signal. Therefore, the delay of the first user signal T\ can be taken to be zero. 

3.3 Blind Beamforming 

W i t h the interpretation given by (3.7), it is possible to perform blind beamform-

ing in way similar to those in [25] and [27]. 

Consider the receiver shown in Fig.3.1. The received signal vector is passed 

through a linear filter. Let ^k(t) be the response of the linear filter to ^k{t) 

The output of the linear filter is given by 

^ = E i i i V ^ { z : o 4 ^ ^ 4 ; ) 
. , L � （3.10) 

'^k{t-Tk-iN2T,)]dk^n{t). , 

T h e output is sampled once every N2Tc seconds. (With suitable choices of the 

chip waveform ip(t) and the linear filter, it is possible to eliminate intersymbol 
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every 
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Figure 3.1: Receiver with beamforming 

A 

interference, i.e., ^ki^iNiTV) = 0 for any integer i • 0 and any 1 < k < K. We 

assume such choices throughout the chapter.) 

The samples within a symbol interval are combined with a sequence corre-

lator according to the sequence a ( ” . Without loss of generality, we consider the 

symbol interval [0，NTc). The output of the sequence correlator is given by 
K 

s = z + n + [ i f c , (3.11) 
k=2 

where the desired signal contribution is given by 

z = y ^ i v 4 i ) ^ i ( 0 ) d i , (3.12) 

the interference due to the A:th user is given by  

Ni 
h = M E « r H E ^ U j « [ A J ^ ^ ( ( ^ ' - A ) M l — T , ) j d , , (3.13) 

i=0 A 

a,nd the A W G N contribution is represented by n. 

Finally, a weight vector w 二 [w^i,w;2,..., WmY combines the contributions 

from the output vector to give the decision statistic Z = w ^ s . T h e same 

algorithms as discussed in chapter 2 can be used to find the weights. Similarly, we 
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T 

———— K' ~ ~ ： ~ 
• LPF ~ • ? ( - t ) — — ^ ^ Multiuser 

L____J Detector 

Figure 3.2: Receiver with multiuser detection 

estimate the correlation matrix Rg and Rg by ss^ and ss^, where s is the output 

from the sequence (a(”）correlator and s is the output from the orthogonal 

sequence (6(”) correlator. We consider the weight vector that maximizes SNR. 

From the formulations in section 2.3, the optimal weight vector is the largest 

generalized eigenvalue of the matrix pencil (Rg, Rg). 

3.4 Blind Adaptive Multiuser Detection with-

out Antenna Arrays 

With the interpretation given by (3.6), blind multiuser detection can be readily 

performed as in [26]. Consider the receiver shown in Fig.3.2. The received signal 

is given by 

rw = E(iix/^{Er�C�4W” 
•t-Tk-iTc)}e-3e>^+n�t), (3.)*) 

where Ok is the phase shift and n(t) represents A W G N . 

It is passed through a chip matched filter, and is sampled at chip rate. Consider 

the interval [0, T) . The input to the multiuser detector is the jV2-dimensi0nal 

vector r, which is formed by N2 outputs of the chip matched filter. T h e lin-

ear multiuser detector to be considered is an A^dimensional vector m, which 

correlates with r to give the output m ^ r . 

T h e Blind Multiuser Detector proposed by Honig, et a/.[26] is based on the 
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decomposition of the linear multiuser detector as the sum of two orthogonal 

components. One of the components comes from the periodic signature sequence 

of the desired user and is given by 

c i - [ c i i ) r ( i ) J i ) i T 广 … 、 
ci — [Co ,Ci ’ . • .,C;v2-1J (3 .15) 

The other component x is orthogonal to Ci The canonical representation of the 

detector is 

m = c i + x (3.16) 

where 

< c i , x > = c f x = 0 (3.17) 

In order to get the adaptation rule for x, we minimize the mean output energy 

MOF(x). The reason for using MOE function in the adaptation is that it 

eliminates the need to know the data in order to implement a gradient descent 

algorithm, and the minimization of MOE is equivalent to the minimization of 

mean-square-error. Tliis results from the fact that 

MOE{x) = E[\<r,c,^x>\'] (3.l8) 

where r represents the received signal vector. 

Now 

MSE(x) 二 ^ v ^ 7 V 2 6 j ; ) 4 i ) ^ - < r, d + x > 鬥 （3.19) 

then 

MSE(x) = 2P^N^ + MOE(x) - 2P,N2Re[< c,,c, + x >] (3.20) 

therefore 

MSE{x) = MOE(x) - 2P,N^ (3.2i) 
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3.4.1 Stochastic Gradient Descent Algorithm 

The derivation of the adaptation rule for x follows from the unconstrained gra-

dient of the MOE in (3.18) which is equal to a scaled version of the observations 

^ [ < r , c i + x > r ] (3.22) 

We consider a stochastic gradient algorithm and consider the term < r, Ci + x > 

r. We need to find the projection of the gradient of the mean output energy 

MOE{^) onto the linear subspace orthogonal to Ci, so that the orthogonality 

condition (3.17) is satisfied at each step of the algorithm The component of r 

orthogonal to Ci is equal to 

r - < r , c i > c i (3.23) 

Therefore, the term to update x becomes < r, Ci + x > (r— < r, c i > c i ) 

Let's denote the received waveform in tlie z-th interval by r M , then the i-th 

output of the receiver is 

z[z]=<r[z],ci + x[z]> (3.24) 

and the z-th output of the single matched filter be 

Zm/W = < r[z],ci > (3.25) 

so the adaptation rule can be written as 

^W 二 x[i — 1] — ̂ zW(rb'] - z<[ i ]ci ) (3.26) 

where fx is the step size. 
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3.4.2 Alternative Matrix Approach 

As an alternative to the gradient decent approach, we could evaluate m by using 

the matrix operation. Minimization of the MOE in (3.18) can be written as 

m i n E [ | r " m | 2 ] ( 3 . 2 7 ) 

subject to 

m � i = 1 (3.28) 

The solution to this optimization problem from the Lagrange method is 

m = A ; R i : i c i (3.29) 

where k is a constant and Rr is the average of the input vector r, i.e., 

Rr = £^[rr^] (3.30) 

Hence, only r and Cj is required to work out m in this interpretation. However, 

this alternative method is not practical for actual implementation of the receiver 

since it is cumbersome to find the inverse of Rr. We will look into the issue of 

practicality for implementation in later section. 

3.5 Theoretical Combined Receiver Model 

The concept of the two-stage spreading of the data is essential to the develop-

ment of the combined receiver model. The reason the combined scheme can be 

implemented is due to the fact that the transmitted data are spread by both an 

aperiodic random signature sequence and a periodic deterministic signature se-

quence as described in section 3.2. The advantage of applying the two spreading 
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techniques is that we can combine both the multiuser detection technique using 

the periodic sequence and the blind beamforming technique using the aperiodic 

sequence. With this scheme, the problem of degradation of performance due to 

strong close interferers in the beamforming algorithm can be solved since the 

strong interfering signals are suppressed by M U D in the first stage, and the 

desired data can be isolated from strong interferers even in the same direction 

of arrival. The detected signal vector is then weighted and combined in the 

beamforming stage to give the decision. 

Fig.3.3 shows the theoretical structure of the receiver. Firstly, we assume 

there is a M U D in each antenna element and the received signal r j for the i-

th antenna is detected by the corresponding M U D using the periodic signature 

sequence. The detected signal vector z from the first stage is then passed through 

the blind adaptive beamformer in the second stage where the aperiodic sequence 

is used for despreading and the despread data are constructively beamformed to 

give the final decision. 

Y rl 门 
MUD 

Y r2 ~ ~ z � 
|MUD ‘ ~ ^ Beamforming >- Decision 

Y ri ~ ~  
‘ MUD  

Figure 3.3: Proposed receiver structure 

For theoretical comparison of the overall combined system performance, ,we 
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use both the matrix type M U D and the eigen type blind beamformer. We con-

sider the synchronous C D M A system where the number of rectangular spreading 

chips per symbol 7V=128. In the case of the two-stage spreading for the com-

bined scheme, we assume the period of the periodic sequence 為 = 1 6 and the 

number of the aperiodic spreading chips per symbol A^i=8, so that the overall 

number of spreading chips per symbol N=128. The number of antenna elements 

D^b. 
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Figure 3.4: Comparison of the systems 

Fig.3.4 compares B E R performances of the combined receiver with the two 

individual components. We assume there are 2 users. T h e interfering signal is 

20dB above the desired signal while the signal to white noise ratio for desired user 

from each antenna is 12dB. The D O A of the interferer is 60 degrees. Obviously 
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Figure 3.5: Normal case 

the B E R performances of the combined scheme and M U D are superior to that of 

the beamformer. Also, we can observe that the B E R of the M U D and combined 

scheme is close at low Eb/No and the combined scheme starts to outperform 

the M U D as Eb/No increases. 

Next, we compare the average SNR attained by both the combined scheme 

and the M U D as the number of user increases. In Fig.3.5, we assume the power 

of the desired and interfering signals are the same and the signal to white noise 

ratio is 12dB. The D O A of interferers are random. It shows that as the number 

of users increases, the combined scheme maintain a higher SNR over the M U D 

W h e n the number of users is small, both schemes have similar S N R performance. 

However, when the number of users exceeds 8, the performance of M U D starts 
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Figure 3.6: Extreme near-far situation 
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to drop at a faster rate. This is due to the additional spatial diversity provided 

by the antenna array which enhances the performance of the combined scheme, 

so that the combined scheme experiences a smaller drop in SNR comparing to 

the M U D . 

12[̂  1 1 1 T- 1 1 , 
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11 - � \ ^ 
� \ ^ ^ \ 
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\ 
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N 1 = 1 6 , N 2 = 8 \.\ 

\ 
6- 、、、. _ 

� 
\ 

\ 
\ 

5l 1 ‘ ‘ 1 1 —1 1 I � 
1 2 ^ ^ 5 6 ； 8 9 10 

numberof users 

Figure 3.7: Effect of different ratios of chip lengths 

Then we look at the scenario when the interfering signal power are much 

stronger than the desired user's. We assume the interferers are 20dB above the 

desired signal and the D O A are random. Fig.3.6 shows that the difference in 

the average SNR attained by the systems becomes significant as the number of 

users increases beyond 10. The SNR performance of the M U D drops drastically 

while the combined scheme maintains a smaller drop under this extreme near-far 

situation. The difference in performance can also be explained by the additional 
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Figure 3.8: Convergence of the combined scheme (5 users) 

spatial diversity exploited by the antenna array. 

Fig.3.7 demonstrates the fact that as the period of the periodic signature 

sequence N2 increases, a larger number of users can be supported for a given 

average S N R level. This is because the longer the period of the periodic signature 

sequence, the larger the user signature subspace such that more users can be 

differentiated in the M U D stage. However, as N2 increases, the convergence 

issue of the system becomes significant. As shown in Fig.3.8, the convergence 

rates of the combined scheme with different ratio of N1/N2 are compared. We 

assume that there are 5 users in the system and each interferer's power is 20 d B 

above the desired user's. The figure shows that at N2=8, the system converges 

pretty quick to a steady SNR at around 20 symbol intervals, but it cannot reach 

47 

• • 



Chapter 3 Detection with the Use of the Two-Stage Spreading Scheme 

the ideal maximum value of 12dB since the user subspace provided by N2=S 

is comparatively small for tlie differentiation of users. As N2 increases to 16 

and 32, the system converges to a higher SNR value since a larger N2 provides a 

larger signature subspace to support more users. However, the larger the N2, the 

longer it takes to converge to the steady SNR as shown in the case when A^2=64. 

Therefore, there is a trade-off between the length of N2 and the convergence rate 

of the system. 
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Figure 3.9: Comparison between the 2-stage and aperiodic spread scheme 

Next, we compare the performance achieved by using the two-stage spread 

data with that achieved by using the pure aperiodic spread data (Fig.3.9). We 

assume that there are 5 users and 5 antenna elements in the system. T h e D O A ' s 

are random. For the aperiodic spread data, the number of spreading chips per 
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Figure 3.10: Comparison between the 2-stage and periodic spread scheme 

symbol iV=128 and the beamforming technique is used to obtain the output 

signals. For the two-stage spread data, the period of the periodic sequence 

A^2=16 and the number of aperiodic spreading chips per symbol N i = 8 . T h e 

combined scheme is used to obtain the output signals for the two-stage spread 

data. T h e result shows that the two-stage spread scheme provides a higher 

average S N R over the pure aperiodic spreading scheme in the same environment. 

T h e improvement can be explained by the intrinsic periodicity embedded in 

the two-stage spread data which can be utilized by the multiuser detector to 

differentiate user signals. 

Furthermore, we compare the performance achieved by using the two-stage 

spread data with that achieved by using the pure periodic spread data. We 
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assume there are 2 users and the D O A are random in this scenario. The period of 

the randomly generated periodic spreading sequence N=32 and the M U D is used 

to obtain the output of the periodic spread signal. For the two-stage spread data, 

the period of the periodic sequence N2=8 and the number of aperiodic spreading 

chips per symbol A^i=4. The combined scheme with 2 antenna elements is used 

for the two-stage spread data. For the ease of comparison, we use a smaller 

number of spreading chips since, with the use of M U D , it would take very long 

for the periodic spreading scheme to converge with large N. Fig.3.10 shows that 

the two-stage spread scheme outperforms the pure periodic spreading scheme. 

This is because the aperiodic sequence in the two-stage spread data can be used 

to perform beamforming which improves the overall performance. 

3.6 Practical Implementation of the Receiver 

3.6.1 Combined Scheme with Adaptive Algorithms 

T h e matrix approach in the previous section is not a practical implementation 

since its complexity is high due to the matrix operations. Hence, we propose 

a gradient type combined scheme where the adaptive algorithm (Chapter 2) is 

used in the beamformer and the M U D is built upon the stochastic gradient rule 

described below. The gradient type combined receiver is a linear system consists 

of a blind linear multiuser detector followed by a blind beamforming system 

T h e received signals (r) from the antenna array are first detected by the blind 

linear multiuser detector following the gradient descent algorithm described in 
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the previous section. The output of the blind multiuser detector is 

z[z] -<r[z] ,ci + x [ z - l ] > , (3.31) 

where x[z] is evaluated by the stochastic gradient adaptation rule (3.26). After 

the periodic sequences are detected, the aperiodic signature sequences are sub-

sequently used to despread the output of the MUD's . The despread data are 

then weighted by the gradient beamforming algorithm as in chapter 2 to give 

the final decision. 

Y r ^ ; ; ; r n 4t- w z m 

‘ > M^ched 叫 C ! ^ ~ r ^ K | ) ~ ^ K g h ^ K g ) ^ 

, a「） 
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_ L 八 ⑴ 

Vector signal a j 

Scalar signal 

Figure 3.11: Practical receiver structure 

Fig.3.12 compares the convergence of the gradient approach and the matrix 

approach. We assume there are 2 users where the interfering signal is 20dB 

stronger than the desired signal and there are 5 antenna elements with random 

D O A of the users. The _ 2 ratio is equal to 8/16. It shows that both 

approaches attain roughly the same maximum SNR and the gradient approach 

converges to the steady SNR at a faster rate comparing to the matrix approach, 

with the step sizes for the M U D (厂)and the beamformer {S) are 0.001 and 

0.001 respectively in the gradient approach. The result reveals that without the 

presence of the complexity of the matrix operations and with suitable choices of 
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Figure 3.12: Comparison between gradient and matrix approach 

the step sizes, the gradient type combined system provides a faster convergence 

and renders a simpler and more practical implementation of the receiver. 

3.6.2 Simplified Structure 

^ rl �- ^ t n a 1 P Z � ~ ~ ^ ^ 
^ ^ MUD Beamforming ^ Decision 

Y ;i 

Figure 3.13: Simplified receiver structure 
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Figure 3.14: Average SNR achieved with 1 M U D 

The receiver structure we discussed in the previous sections assume the use 

of M U D in each branch of the antenna element. However, under our antenna 

model, the received signals from any particular user at each branch of the an-

tenna differs only by a phase difference. Therefore, the M U D for different an-

tennas are linearly related and we can simplify the system by training only one 

M U D (Fig.3.13) instead of training every single one at each branch. 

The average SNR achieved by training 1 M U D is plotted in Fig.3.14. We 

assume there are 2 users with the interfering signal is 20dB above the user's 

and the D O A are random. The graph shows that with the simplified struc-

ture of training 1 M U D , the system still maintains the desired average S N R 

performance. 
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3.7 Summary 

In this chapter, we liave demonstrated tliat with the novel spreading scheme 

which combines spreading with random sequences and spreading with determin-

istic sequences, M U D and beamforming can be utilized simultaneously. The 

combined scheme outperforms the adaptive beamforming scheme in chapter 2 

particularly in situation when the interferers are in the direction of the desired 

user. This is due to the fact that the deterministic sequence of each user is 

first despread by the M U D before the despreading of the random sequence. T h e 

desired signal can be detected even though the user and interferers have the 

same D O A . Simulations also show that in a near-far environment, the combined 

scheme can maintain a better SNR performance comparing to the blind adaptive 

M U D as the number of users increases. Practical and simple implementation of 

the receiver is realized by the use of adaptive algorithms. 
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Conclusions and Future Work 

In this work, we have investigated blind adaptive linear receivers for MAI rejec-

tion. The presence of MAI is the main obstacle in multi-access communication 

such as DS/CDMA systems. There are many ways to mitigate the effect of 

MAI and one of the effective method is to use diversities. By using the antenna 

arrays, we add spatial diversity to the system which enhances detection of the 

desired signals. In addition to the spatial diversity, 64-ary orthogonal modula-

tion is considered as in the IS-95 standard. The MAI rejection performance is 

found to be improved with the use of spatial processing techniques. 

One of the key issue for the design of the receiver is the implementation com-

plexity. In most of the MAI rejection receivers for D S / C D M A , training sequences 

or feedback are required. The proposed receiver in this work is more practical 

since a blind adaptive algorithm is used to find the optimal receiver to maximize 

the SNR, and no prior knowledge of channel parameters are needed. Moreover, 

the MAI rejecting capability is realized by a linear structure. In the development 

of the blind adaptive algorithm, the assumption of aperiodic signature sequence 
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is required. B y doing so, we can provide a simple and computational efficient 

model to perform blind adaptive channel estimation. Blind channel estimation 

is an important research topic in detection since many receivers required some 

form of channel information to operate. 

In order to adapt the blind algorithm for blind channel estimation to work 

together with multiuser detection, we have to modify the aperiodic sequences 

spreading scheme since most multiuser receivers are developed under the periodic 

sequence model. In light of this, we consider a novel spreading scheme that 

combines spreading with random sequences and spreading with deterministic 

sequences. The data sequence is first spread with an aperiodic random signature 

sequence. T h e resultant sequence is then spread with a periodic deterministic 

signature sequence. The advantage of the combined scheme is that the multiuser 

detection can be readily performed using the embedded deterministic sequence, 

whereas the aperiodic sequence can be used in the blind channel estimation 

algorithm. 

In combining the multiuser receiver with the blind receiver by the novel 

spreading scheme, we find that there is significant improvement to the system 

performance, especially in the case when the interferers are in close proximity 

with the desired user. The original blind adaptive beamforming will fail to 

detect the desired signal when the interferers and user are too close to each 

other. However, with the use of the combined scheme, this problem can be 

solved since the desired signal can be isolated from the interfering signals in 

the same direction of arrival by M U D with the deterministic sequences. Then 

blind adaptive algorithm can be performed from these despread data. Overall , 

with the application of adaptive algorithms, the proposed receiver becomes a 
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practical and simple solution to combat MAI. 

Throughout this work we have employed the rectangular chip waveforms. As 

an extension to the work, we can investigate the effect of different chip waveforms 

on the performances of the system. Also, investigation can be done on the effect 

of channel coding to the system. For example, in IS-95, 64-ary orthogonal coding 

is used, we can modify the combined system to allow M-ary data detection. 
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Appendix A 

Correlation Properties 

We assume that the signal vector received by the antenna array in complex 

baseband notation is given by 

r{t) = y{t) + Mt) + ^Mi) (A.1) 

where nw{t) represents A W G N . The signal contribution y ( , ) is given by 

y{i) = V ^ E 9i,xai(t — Ti - ri’A)e”A(Ti+Ti,A)di 入 (A.2) 
A=1 ’ ’ 

The M A I contribution n/(t) is given by 

K I _ L, 
n / W = E y 2 P ^ E gk’>Mt 一 Tk - n,x)e-^^^(^^+->^>^)dk X ( A . 3 ) 

k=2 A=1 ‘ ‘ 

In A.2 and A.3, Lk is the number of propagation paths from the k-th. transmitter 

to the antenna array. Pk is the power and the parameters Tk,\, gk,x and d̂ Â 

represent the delay, the complex gain and the array response vector associated 

with the A-th path of the signal from the A;-tli transmitter. We assume that we 

have achieved synchronization with the path of the signal from the desired user 

that arrives earliest at the antenna array. Hence, T\ = 0, n , i = 0 and Ti x > 0 for 
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2 < A < L i . 

The despread signal at the output of the matched filter fo(”，for t > 0, is given 

by 

f � ( 0 = y[ t ) + n/(0 + i V ( 0 (A.4) 

where y{t),hi{t) and nw{t) are the matched filter output due to the desired 

signal, the M A I , and the thermal noise components, respectively. Under the 

aperiodic random sequence model, the random processes y(^), h[(t) and hw(t) 

are uncorrelated. Hence, the correlation matrix Rf(^,^) defined as E[ro{t)r^[s) ' 

is given by -

Rr(^, s) = Ry{t, s) + R f i i ( � s ) + Rfiw(Z, s) (A.5) 

where 

R y ( ^ ^ ) = m t ) y ^ { s ) ] (A.6) 

= ^ P i T ' E E ^ i . A ^ . e - ^ - ( ^ M - . . ) d , , , d f , . 
A=1 iy=l ‘ 

A A. 

.i^{t 一 Ti,xW(s - n,p) 
1 00 

+]v ^如 -仏 -、入 )灼卜2『。、） 
2_= — 00，‘邦 

, 1 N—i A ^ - | z U , . 
+ ] v [ ~ ~ ] ^ # -孔—^l,A)^*(3 一 lTc - n , . ) ] 

丄 i=-7V+l,i^0 丄、 

(A.7) 

Rfii(i,<s) = ^:[ni(^nf(3)] (A.8) 
K cy p rp2 Li Li 

= E 女 E E 9、命他’\-、、八、此. 
k=2 丄、 A=1u=l ， 

oo 
[ # —仗 - T , — uM\s 一 吼 一 T, - T,,p) 

i=-oo 

(A.9) 
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and 

Rni(^5) - E[hw{t)h^(s)] (A.10) 

= N o T i > { t - 5)I^xD 

( A . 1 1 ) 

A 

In (A.7)-(A.11) , the function ^(-) is the autocorrelation of the chip waveform 

defined by 

孙)二 T I-oo ^s)Us 一 t)ds (A.12) 

We observe an important asymptotic property of the correlation matrix R f ( � , s ) . 

From (A.7), 

lim R y ( t , ^ ) - z ( t ) z ( 5 ) ^ (A.13) 
N—oo ^ ’ 

where 

m = ^ P i T ^ g � x e〜 ， + t - ri,,)di,A (A.14) 
A=1 

i.e., when the number of chips per symbol is large, we can neglect the effect 

of interchip interference and approximate the correlation matrix of the desired 

signal component as an outer product of two vectors. 

W i t h Rr(t,s), we see that the correlation matrix R^ = E[ss^] of the sample 

vector Rg can be decomposed into two parts, 

Rs = E[ss^] = R , + R„ (A.15) 

The first part, R^, is due to the desired signal contribution in s. Just as Ry(^, s), 

R z is also asymptotic equal to an outer product of two vectors when N tends 

to infinity. More precisely, 

Ji ;mR, = zz^ (A.l6) 
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The second part, R n , is due to the overall noise and interference contribution in 

s. 

Similarly, the correlation matrix R^ = E[ss^] of the sample vector s has the 

same form as Rg. It can also be decomposed into two parts. The first part, 
A 

which we denote by R^, is due to the signal contribution in s. Since the output 

vector from the orthogonal matched filter contains mainly noise and interference 
A 

contributions, so R^ is approximately equal to zero. The second part, which we 
A 

denote by R „ , is due to the overall interference contribution in s. Due to the 

independent random sequence assumptions, Rn = Rn. Consequently, we have 

Jim R s - R g = z z " (A.17) 

N—oo ^ , 
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Appendix B 

Adaptive Algorithm 

The asymptotic equivalence of the constrained minimization of output energy 

(CMOE) and the minimization of signal-to-noise ratio (MSNR) [25] suggested 

that we can determined the optimal weight vector by constrained minimization 

of the output energy cr(w)when N is sufficiently large. Assume the matrices Rg 

and zzH are given. Consider the matrix P^ defined by 

ZZH 
Pz = 瓦 (B.1) 

It defines a projection operation onto the space spanned by the vector z. The 

gradient vector of the output energy function cr(w) is g^(w)=RgW. Restricted 

by the constraint w H z = c , we cannot descend in the direction opposite to g^(w) 

as in the steepest descent algorithm. Let g^(w) be the component of g^(w) 

which is orthogonal to the vector z, 

g^ 二 ( I - P z ) R s W (B.2) 

Notice that the vector g^ is determined directly by P^ and Rg. It is easy to 

see that descending in the direction opposite to g^(w) does not violate the 
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constraint w ^ z = c . Hence, it is possible to set up an adaptive algorithm [25 

which descends in that direction to solve the constrained minimization problem. 

Algorithm: for j > 1, 

w ( ; ) = [ I - < ^ ( I - P , ) R , ] w ( ; - l ) , (B.3) 

where 6 > 0 and w ( 0 ) ^ z = c . 
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