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Abstract 

W e b information discovery is a process to locate unfamiliar information 

on the World-Wide Web. It discovers W e b documents based on the tradeoff 

between two main objectives: exploration and exploitation of the W e b infor-

mation space. Generally, browsing and searching are two human interaction 

paradigms used on the Web. As more information is made available on the 

Web, those manual interactions become less feasible, time-consuming and frus-

trating. The aim of our research is to meet the tradeoff objectives using an 

automatic intelligent search paradigm and relevance feedback techniques. 

W e develop a new approach for information discovery on the Web. Our 

system allows the user to specify the topic profile (information need) by means 

of various topic profile specifications. An entire example page or an index 

page can be accepted as the input for the discovery. This is particularly use-

ful when the user does not know how to express the information need. It 

makes use of a simulated annealing algorithm to automatically explore new 

Web pages. Simulated annealing algorithms possess some favorable properties 
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to fulfill the discovery objectives. Information filtering techniques are adopted 

to evaluate the content-based relevance of each page being explored. The W e b 

documents can be evaluated automatically by assigning meaningful, realistic 

relevance scores. The system is domain independent and does not rely on any 

prior knowledge or information about the content of W e b pages. By employing 

automatic textual analysis techniques, it has no need of index database mainte-

nance. Furthermore, our approach allows users to provide relevance feedback. 

A model for relevance feedback is developed as a learning mechanism so as 

to make the system more adaptive to the variability of the document content 

and the user's need. Three forms of the relevance feedback model, namely the 

positive page feedback, the negative page feedback and the positive keyword 

feedback are proposed. For the positive page feedback handling, the full-text 

and the page-attribute feedback strategies are developed. 

Extensive experiments have been conducted to demonstrate the discovery 

performance achieved by our discovery system. The results show that the av-

erage precision values for the discovery processes using the example pages as 

input are higher than those only using keywords as input. The input by the 

index page has also shown its strength in the information discovery on the Web 

and is comparable with the example page input. The page-attribute based 

positive page feedback model proposed has been shown to be preferable to the 
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full-text strategy. 

Keywords: WWW, information discovery, information filtering, simulated 

annealing, relevance feedback. 

iii 



論文摘要 

「萬維網資訊開發」乃是在萬維網(\^0[14-*丨46 W e b )中發掘資訊，並 

基於資訊探測及資訊利用兩項開發原則中取得平衡的一項過程。一般而 

言，萬維網使用者普遍採用瀏覽和搜尋兩種人手方法使用萬維網，但以上 

兩種方法隨著萬維網蓬勃的資訊發展而變得浪費時間，實行上會遇上困 

難。本硏究課題旨在使用自動化智能搜尋方法及相關回應技術，在附合以 

上兩項原則下進行資訊開發。 

我們現正爲「萬維網資訊開發」發展一套薪新的系統，這系統能令使 

用者透過不同形式的「論題剖像詳述」（Topic Profile Specification)表達對 

資訊的需求，使用者可以將整篇網頁或索引頁(IndexPage)輸入系統，這 

些输入法針對使用者在表達資訊需求出現困難時提供協助。由於模擬冶 

煉演算法(Sinmlated Annealing Algorithm)擁有一些優越特性以附合開發原 

貝1]，系統將利用此演算法進行自動網頁探測，而資訊過爐法(1打化1瓜3*丨0打 

Filtering)則應用於評估網頁在文字上與資訊需求之相關性，繼而爲每一 

網頁編配相關值。這系統沒有受知識範圍所控制，亦毋需預先設定任何關 

於網頁的資料，透過自動化文字分析技術，系統毋需建立索引資料庫。此 

iv 



外，這系統容許使用者提供相關回應(Relevance Feedback)，並利用這些相 

關回應作爲學習機制，從而使它更能適應萬變的網頁内容及使用者的資訊 

需求。 

實驗已對這系統進行測試，結果發現以整篇網頁输入法或索引頁输入 

法的開發結果，準確性高於只利用關鍵字，相關回應也能提高系統的準確 

性 ° 
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Chapter 1 

Introduction 

This chapter gives a brief introduction on the World-Wide W e b and brings 

out the discovery issues on the World-Wide Web. An intelligent content-based 

information discovery system is proposed. The contributions of our research 

are mentioned. 

1.1 The World-Wide Web 

The World-Wide W e b ( W W W or Web for short) is one of the information 

services on the Internet [5]. It is a distributed, heterogeneous, hypermedia sys-

tem for information storage and retrieval. Originally, it was built to support 

the scientists at C E R N , the European Particle Physics Laboratory in Geneva, 

Switzerland [6]. It was opened to public along with the popularity of the In-
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CHAPTER 1. INTRODUCTION 2 

ternet. Basically, W W W is constructed based on the client-server architecture. 

The W e b documents, or pages, which are composed by the Hypertext Markup 

Language ( H T M L [5]), are published (stored) in different W e b servers on the 

Internet. These servers have their own IP addresses that can be accessed by 

their individual unique Uniform Resource Locator (URL [5]). The W e b pages 

requested is transferred by the Hypertext Transfer Protocol (HTTP [5]) from 

the remote W e b servers through the TCP/IP connections. The H T M L pages 

will be parsed and displayed by a software tool called the W e b page browser 

(the client). By clicking the hyperlinks embedded in the hypermedia pages 

through the user interface of the browser, the user can read information from 

pages to pages, from servers to servers by further traversing the information 

network hierarchies. As inspired by the architecture of the hypertext system, 

information is globally distributed over millions of W e b servers. With the spec-

ifications of H T M L and multi-platformed browser, the browsing of Web pages 

is made to be machine-independent. 

1.2 Searching Information on the W W W 

Generally, there are two human interaction paradigms [10] used on the Web 

in order to satisfy an information need: 
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1. Browsing. It is sometimes called exploration. It refers to the human-

guided activity to explore the information network. Users may follow the 

hyperlinks and try to find relevant information on the fly. Users may not 

get a clear idea on what they want but just wandering. 

2. Searching. It refers to the human activity on submitting a description 

of their desired information to a searchable index and the index will spot 

out the relevant information for the user. 

The architecture of W W W promotes the ease for publishing W e b pages 

on the W e b servers. Information can be easily updated from time to time. It 

also promotes the ease of accessibility and usability. A large pool of distributed, 

heterogeneous, networked information is made available for people on the earth. 

In the recent years, both of the number of Web servers and the user population 

are growing exponentially. These two increasing factors have led to the growth 

in the amount of information put on the network. This situation is termed as 

"information overload" [9]. As more information becomes accessible, both of the 

mentioned interaction paradigms may be very time-consuming, inefficient and 

less feasible. Web users face the frustrating task of sorting through thousands of 

documents available on a particular subject. Browsing allows users to explore 

only a very small portion of the large W W W information space. Web users 

may be confused when they are following the hyperlinks down to a certain 



CHAPTER 1. INTRODUCTION 4 

level and finally disoriented. Even they may omit some links and may never 

reach the useful resources. Besides, it is difficult for the users to place exact, 

precise descriptions of their information needs in searching. In this way, pin-

pointing useful and relevant information from the sparsely distributed pages are 

hard to achieve. Though there are several automatically generated searchable 

indexes created, each of them has an unique interface and a database covering 

different parts of the Web. Users have to try their queries repeatedly across 

those indexes. These indexes may return hundreds of unrelated pages [25]. To 

address the above problems, an intelligent, active, automatic textual analytical 

discovery system is crucial for facilitating the information discovery task. 

1.3 Intelligent content-based information dis-

covery on the Web 

Information discovery, or resource discovery, is a process to locate relevant 

and useful information on a information repository. By projecting such kind of 

process onto the Web, it locates relevant and useful information on the W e b 

25]. Discovering resources in such a large information network is usually based 

on a tradeoff between two objectives: 
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1. Exploitation, which places a focal consideration on the currently avail-

able configuration (solution). 

2. Exploration, which achieves a possibly better configuration (solution) 

from the current search space. 

A W e b information discovery system will be able to retrieve, filter and evaluate 

W e b information resources with the above tradeoff considered. The discovery 

results are ranked and recommended to the user. As the user's browsing and 

searching on the W e b are some repetitive tasks, the goal of the information 

discovery system is to traverse the W e b automatically and intelligently so as 

to satisfy some long-term information needs. The discovery system needs to 

incorporate a model to evaluate the usefulness of the discovered information 

by analyzing the textual content of the W e b pages. Furthermore, as the user 

interest and the online information are said to be ever-changing, the system 

should be able to learn the user's preference and adapt to the changes in the 

information space. A new W W W information discovery approach is proposed 

71] and will be fully discussed in subsequent chapters. 

The main contributions brought by our system include the followings : 

• It is an intelligent, active information discovery system, with a new tech-

nique for W e b page exploration. It learns the user information need ex-

pressed by the topic profile and keeps minimal human-guided document 
jf 



CHAPTER 1. INTRODUCTION 6 

evaluations. Through an automatic W e b page evaluation model, a rel-

evance score is assigned to each page being examined. It recommends 

pages that are believed to be relevant to the topic. 

• Automatic intelligent W e b exploration model is developed based on a sim-

ulated annealing algorithm. Simulated annealing has some nice properties 

that can fulfill the exploitation and exploration objectives. The discov-

ery problem will be treated as an optimization problem. The objective 

is to find a page on the W e b with an optimal, or good relevance score 

under fixed computational resources. Our simulated-annealing-based ex-

ploration possesses some desirable properties suitable for this problem. It 

will be explained in Chapter 4. 

• It allows a variety of topic profile specifications describing the user in-

formation need. It supports the example page profile specification and 

the index page profile specification. These profile specifications serve as a 

more descriptive basis for the system to set off on a discovery trail. The 

keyword profile specification, like the ones used in conventional searching 

indexes, is also supported. As the incoming streams of documents are 

transferred, information filtering techniques are adopted to measure the 

similarity between the topic profiles and those documents fetched. 

• A relevance feedback model is developed as a learning mechanism so as to 
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make the system more adaptive to the variability of the page content and 

the user's need. Page-based relevance feedback models are proposed to 

relieve the user from manual determination of relevant or irrelevant key-

words. In addition, two relevance feedback feature extraction strategies, 

namely the full text as well as the page-attribute feedback strategies have 

been introduced. 

• It does not require any prior knowledge about the information need or 

the content of W e b pages. Therefore, it does not place any restriction on 

the application domain. No index database is required. Furthermore, it 

can incorporate with a thesaurus which can enhance the discovery per-

formance. 

• Extensive experiments have been conducted to demonstrate the discovery 

performance achieved by the system prototype. The results are evaluated 

and analyzed. 

1.4 Organization of the Thesis 

The rest of this thesis is organized as follows. The next chapter reviews 

some of the previous work. Chapter 3 provides an overview of the proposed 

discovery system, the document representation, and the topic profile represen-
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tation. Chapter 4 discusses the content-based relevance score calculation. It 

also introduces the relevance feedback model for adapting to the content of 

the W e b documents and the topic profiles. Chapter 5 discusses the automatic 

W e b page exploration model which is based on simulated annealing techniques 

and how the exploration algorithm incorporates with various relevance feedback 

models. Chapter 6 presents the experimental results obtained from the system 

implemented and the results are analyzed. Chapter 7 makes some conclusions 

and introduces some future work. 



Chapter 2 

Literature Review 

This chapter discusses some related research work and similar systems. In 

recent years, the Internet has increased its popularity. As mentioned before, the 

interactive and multimedia properties make the W W W applicable for publish-

ing information. The volume of online information has tremendously increased 

and the trend is still in upwards direction. Advanced tools or systems should 

be built in order to facilitate the user to dig the pieces of relevant information 

out from the W W W universe. 

2.1 Search Engines 

Various W W W information discovery or search systems share the primary 

goal of digging the pieces of relevant information out from the W W W for the 

9 
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W e b users. The most common and popular ones are the searchable indexes (i.e., 

search engines). Some of such tools and systems developed have been reviewed 

in [24]. They allow the users to place some keyword queries and return a set of 

search results to the users. For example, Webcrawler [55] maintains a full-text 

index of the W e b that can be queried for documents about a specific topic. It 

periodically makes use of a W e b robot to discover and make index on new pages 

by using a graph traversal algorithm. It promotes searching in a server-breadth-

first approach. Such breadth-first practice is to ensure a broader coverage in 

results. Besides, it supports a real-time search mode. The Lycos system [47 

employs a Gnu D B M file to store partial information of pages. The information 

includes titles, headings, some weighty words, several lines of documents. Other 

examples of search engines include AltaVista [18], Hotbot [20] and Infoseek [34 . 

They are comprehensive, automatically generated indexes. 

These searchable indexes possess some common disadvantages. They re-

quire the users to describe their interests by specific words that match those 

in the target W e b pages. Pinkerton conducted a study on the user behavior of 

using search engines. He found out that only a limited number of keywords are 

specified in the query [55]. This will lead to thousands of "related" documents. 

Those keywords may have different semantics, (e.g. "Java" is a kind of coffee, 

but can also be a type of computer language). Even, they do not take into ac-

i 



CHAPTER 2. LITERATURE REVIEW ]0 

count that documents are organized as information network in which hyperlinks 

contain important clues for information discovery. In this way, they may return 

a large set of imprecise, or unrelated pages. Besides, most of them make use of 

exact keyword matching for searching and retrieval, the search results contain 

many duplicated hyperlinks. Furthermore, the validity of the hyperlinks stored 

in their databases is not validated frequently. As a result, those search results 

will contain many meaningless or unreachable hyperlinks. 

2.2 Information Indexing Systems 

Research on the Internet information extraction applying some advanced 

techniques like information retrieval (IR) and information filtering (IF) has 

begun recently [12] [46] [66] [69]. They try to consider the meta-data, the doc-

ument attributes, the hyperlink information together with the content of the 

document. In some of those research work concerning the W e b information dis-

covery, document information and hyperlink information about a portion of the 

W W W are stored in a database. This database will act as a cache. Searching 

in response to the query will make reference on this database first, before any 

traversal of the W W W information network. The database is constructed with 

the Web robots which pre-traverse the links and obtain the necessary informa-

tion. Repository Based Software Engineering [23](RBSE), which was developed 

i 
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by Eichmann, is a content-based index. It discovers the W e b by retaining the 

structure as a graph representation and a full text index of the W e b pages en-

countered in a database. Harvest [11] is a system that gathers information from 

diverse repositories, builds topic-specific content indexes and builds cache for 

the objects from the Internet. It can be configured to automatically collect and 

summarize related objects from the Internet into a large collection or to collect, 

summarize and handle a tiny specialized collection. W I S E [72] makes use of an 

autonomous W W W robot which visits a W e b page, traverses the hyperlinks in 

a breadth-first manner to retrieve pages, extract keywords with hyperlink data 

from the pages as well as insert those keywords and hyperlink data into an in-

dex. It also makes use of information retrieval techniques to evaluate and rank 

the documents. These systems require occasional updating of their databases. 

Eguchi et. al. introduced a W W W retrieval system [22], similar to WISE. It 

is a W W W IR system with an index-database architecture. The parameters 

in the standard Rocchio model is dynamically tuned according to the user's 

retrieval behaviors. 

Though this type of discovery systems apply some advanced techniques like 

Web robots, they share similar disadvantages as stated by Koster [38]. Due to 

the limitation of storage, only limited, partial features of the documents will be 

stored in the database. Also, in order to keep the searching valid, the databases 

j 
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will need occasional updating. As a result, it requires high traffic demand of 

network loading. 

2.3 Agent-based Systems 

Recently, discovery systems applying intelligent agent [29] technology have 

been under investigation. As discussed in [45], a software agent is a program or 

computing system that can operate autonomously and accomplish some specific 

tasks without much user intervention. Such agents may be introduced to the 

context of the W e b information discovery so as to browse and search the W e b 

pages on behalf of the users. Etzioni gave a brief introduction on how the intel-

ligent agent are deployed on the W e b [26]. The user interaction is minimized. 

They also possess the capability of adapting to user's ever-changing informa-

tion need and searching behavior. They look for relevant information, analyze 

and evaluate pages against induced users' profiles. Hence, they are suitable for 

serving long-term user information needs. Chen et. al. summarized some tech-

niques in artificial intelligence like neural networks, symbolic learning that can 

incorporate with information retrieval systems [16]. The problems as well as the 

framework of the Internet search was addressed. The framework proposed in-

cludes the Internet categorization using multi-layered Kohonen self-organizing 

feature map, concept-based search based on cluster analysis and Hopfield net 

i 
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associative retrieval, and an intelligent agent supporting efficient client-based 

search of relevant Internet information. Letizia [44] is a user interface agent 

that tracks user's personal behavior and attempts to anticipate items of inter-

est by doing concurrent, automatic exploration of hyperlinks. It keeps tracks of 

the user's past behavior. A rough approximation of the user interest can be ob-

tained. Rhodes and Starner developed the Remembrance Agent [57], which is a 

system augmenting human memory by displaying a list of documents relevant 

to the user current context. It runs continuously without any user intervention. 

Syskill & Webert [53] learns to evaluate the W e b pages by analyzing the page in-

formation using several learning algorithms. Those algorithms include Bayesian 

classifier, nearest neighbor classifier, decision trees and similarity measurement 

in information retrieval. The system possesses an algorithm [54] to learn and 

revise the user profile so as to suggest which links a user would be interested 

to explore and to create a Lycos query to find pages that would interest the 

user [7]. WebWatcher [1] is a learning apprentice [50]. It performs look-ahead 

searches and suggests the user on the basis of reinforcement learning. It learns 

to assist by creating and maintaining a log file for each user. It improves its 

guidance through user feedbacks. It also incorporates machine learning meth-

ods to automatically acquire knowledge for selecting an appropriate hyperlink 

given the current W e b page viewed by the user's information goal. Balabanovic 

i 
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and Shoham developed a system [3] which learns to browse the W W W on be-

half of a user. It surfs the W W W in a bounded amount of time, selects the best 

pages at a moment by the best-first search algorithm and receives a feedback 

from the user. The feedback evaluation will update the search and selection 

heuristics. Ngu and W u proposed a W e b agent, SiteHelper [52], which helps the 

W e b users by learning and identifying their areas of interest. It works with a 

local W e b server and indexes the W e b pages on the W e b server by using a key-

word dictionary local to the W e b server. Furthermore, it supports interactive 

and incremental learning based on the indexing of the W e b pages. Recently, 

Menczer proposed the A R A C H N I D [48]. It is a distributed algorithm for in-

formation discovery in the W W W . The algorithm is based on a distributed, 

adaptive population of intelligent agents making local decisions. Unsupervised 

machine learning techniques, evolution techniques are used to make the agent 

more adaptive. B. Starr et. al. described the Do-I-Care agent [70], which also 

uses machine learning to detect "interesting" changes to W e b documents pre-

viously found to be relevant. It periodically visits a user-defined list of target 

documents and identifies any changes since the last time it has visited. By 

extracting some attributes, it decides if the changes are interesting and notifies 

the user. Krulwich and Burkey proposed the Infofinder Agent [40] which learns 

user information interest from sets of messages or other online documents that 
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users have classified. It is an intelligent agent that uses heuristics to extract sig-

nificant phrases from documents for learning. The agent's induction algorithm 

was developed based on the non-uniformly distributed sample documents. It 

also learns standard decision trees for each user category which can be easily 

transformed into search query strings. By applying those tools, the wealth of 

information can be made effective. (For a more detailed list of other similar 

Internet spiders/agents, readers are advised to refer to the W e b page [37]). But 

this type of systems may require domain expert knowledge. 

2.4 Information Filtering Systems 

Information filtering (IF) concerns about a variety of processes involving 

the discovery of information to people who need it. Belkin and Croft [4], Foltz, 

and Dumais [27] defined IF as the counterpart of information retrieval (IR) 

63][64]: They share many similarities . An IF system is an information system 

designed for unstructured data. Primarily, it deals with textual information. 

In fact, it should be more general that multi-media data can also be handled. 

In most cases, those kinds of data involve large amount of incoming streams. 

As a result, filtering is often meant to imply the selection or elimination of data 

from a dynamic incoming streams of data. The filtering process will be based 

on the descriptions of individual information preferences, often called profiles 
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45]. Such profiles typically represent long-term and stable interests. Both of 

the profiles and the data streams will act as the input of the filtering systems. 

Binkley and Young developed the R A M A [8], which proposed an architecture 

for the general Internet information filtering. It makes use of the personal 

information profile, to filter Internet information such as the U S E N E T news, 

or the information from an anonymous F T P server. 

Like other classical IR systems, the initial issue is to obtain a representa-

tion of each textual document and the profiles suitable for a machine to digest. 

A document (profile) representation could be a list of extracted words consid-

ered to be significant. The systems will have some evaluation mechanisms to 

compare the incoming document streams (in document representation) against 

the specially represented profiles. Those documents that are found to be com-

plied with the profiles will be extracted from the streams and returned to the 

users. The performance of the filtering will be measured by the precision and 

recall percentages [63]. As a whole, those IF systems are assumed to be used 

repeatedly by persons with long-term goals or interests. 

The evaluation mechanism is referred as the information retrieval models, or 

ranking algorithms in some literatures [28] [63] [64]. There are three commonly-

used methodologies, namely the Boolean, the vector space and the probabilistic 

retrieval models. The Boolean model allows the user to input a simple query 
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such as a sentence or a phrase. The system will retrieve information based 

on the concept of an exact match of the profile representation with one or 

more document representations. The result of the comparison operation in the 

Boolean retrieval is a partition of the incoming streams into a set of relevant 

documents, and a set of irrelevant documents. A drawback of this model is that 

it does not allow any form of relevance ranking of the filtered document. On 

the contrary, presenting filtered document according to the degree of relevance 

will make the system more usable and effective. The vector space model [63] is 

proposed and has been incorporated with the IF systems as described in [42 • 

It treats the documents and the profiles as vectors in a multidimensional space. 

The elements in those vectors (the terms in the profiles and the documents) 

can be weighted in order to reflect the importance. Vectors can be compared 

by some correlation similarity measurements. The more similar a vector rep-

resenting a document is to a profile vector, the more likely that the document 

is relevant to that profile. The probabilistic retrieval model is developed by 

Robertson and Sparck Jones [61]. It ranks the documents in the order of their 

probabilities of relevance to the profile, given all the evidence available. Such 

evidence may be the statistical distribution of terms in the datastreams. To 

achieve optimal performance, documents should be ranked according to their 

probability of relevance to the profile. 
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Apart from the aforesaid classical information retrieval models, the study 

of using logic in information retrieval model has begun. From 1986 onwards, 

Van Rijsbergen proposed some work on logical information retrieval [59] [60 . 

Both of the classical and non-classical logic are defined and used to model an 

information retrieval system. The use of logic for IR modeling is still in its 

infancy and on-going. 

h 



Chapter 3 

Overview of the Proposed 

Approach 

This chapter presents an overall view of our discovery approach. It also 

introduces the topic profile specification which is the representation of the user 

long-term information need or specific interest. In order to allow effective pro-

cessing by our discovery system, the topic profile specification and the doc-

uments fetched from the W W W are converted to an internal representation, 

namely, the profile feature representation and the document feature represen-

tation respectively. Details of the representation will be given in this chapter. 

20 
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3.1 System Architecture 

In general, our proposed system consists of several modules, as depicted in 

Figure 3.1. 
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Figure 3.1: Block diagram of the Web document discovery system. 
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The W e b Document Fetcher fetches the document from the W W W . The fetched 

document then passes to the W e b Document Feature Extraction in order to 

extract the necessary document features. Those features are basically the 

stemmed words from the fetched pages with the stop words removed. The 

W e b document feature vector is created. The topic profiles expressed by the 

topic profile specifications represent the topic of the documents to be discov-

ered. They represent some long-term information needs or specific topics to 

be discovered from the W W W . Topic feature vectors are formed by extracting 

features from the topic profile specifications. At the same time, a thesaurus 

can be incorporated with the discovery system to expand the words in the 

topic profile, e.g "football" can be described by another word, "soccer". The 

topic feature vectors may be augmented, if any, by a thesaurus so as to get a 

wider coverage of pages with similar topic. The Relevance Score Evaluation 

Process makes use of information filtering techniques to compute a relevance 

score for a Web page against the topic features. This relevance score acts as 

a metric measuring how close a W e b document is related to the topic profile. 

The filtering model appears to be effective in information retrieval or filtering 

on W W W [73]. The Intelligent Exploration Module will determine which Web 

documents will be explored next. W e propose a simulated annealing algorithm 

to achieve this task. It will decide where to traverse down the Web network. 
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The system will return a set of discovered documents found to be relevant to 

the topic profile. Users may optionally give positive and negative feedbacks 

on the discovered documents. The feedback handling module will extract the 

necessary feedback attributes from the relevant and non-relevant documents so 

as to refine the topic profile vector. With respect to the design of the discovery 

system, it possesses several advantages. Pages can be arranged according to 

the order of relevance score. The topic feature vectors can be easily modified, 

making it possible to adapt to the document space dynamically. This dynamic 

changes will be easily invoked by the relevance feedback processes. 

The main features of our proposed approach are summarized as follows: 

1. The discovery system is designed based on new models of information 

filtering and intelligent search for automatic Web page evaluation and 

exploration. 

2. The W e b documents are automatically evaluated against the user infor-

mation need. This is accomplished by information retrieval techniques in 

the Relevance Score Evaluation Process shown in Figure 3.1. A relevance 

score is assigned to each document encountered. 

3. A simulated annealing algorithm is employed in the component called In-

telligent Discovery Module. Simulated annealing is adopted since it has 

some desirable properties that are suitable for exploiting as well as ex-
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ploring W e b documents automatically. It tries to find a document from 

the W W W with an optimal, or good, relevance score under fixed compu-

tational resources. 

4. A variety of topic profile specifications are supported. An example page 

can be fed into the system as input explicitly. This is useful when the 

user may not know how to specify their information need. Likewise, an 

index page which contains some hyperlinks of similar example pages can 

be submitted to the system. In this case, the index page specifies a set of 

example pages with similar topics. 

5. A learning model based on relevance feedback is developed. At any point 

of operation, users may suggest which documents are relevant or irrel-

evant. As a result, there is no need for the user to supply appropriate 

keywords. Two relevance feedback feature extraction strategies, namely 

the full text relevance feedback and the page-attribute feedback are pro-

posed. 

6. The system does not require any prior knowledge about the information 

need. No indices or databases have to be maintained. Besides, it can 

incorporate with a thesaurus which can increase the coverage of the search 

results. 
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3.2 Topic Profile Specification 

The topic profile specification allows users to specify a certain topic or in-

terest. The system allows several means for a user to specify profiles. One form 

is an example W e b page specification. It is particularly useful when W e b users 

do not get a clear idea on which keywords they should supply for the query. It 

is also useful when they want to dig out some similar pages described by the 

example page. For example, a user may use the example page, as shown in 

Figure 3.2, to request the discovery system to find documents about intelligent 

agent. 

Our system also allows users to specify the profile by means of an index 

page. This index page is a plain text file written in H T M L containing some 

Web page addresses having a similar topic. It may be an arbitrary chosen Web 

page containing hyperlinks, or it can be explicitly created by the user. For 

instance, the user may find a document about intelligent agent, which contains 

several outgoing hyperlinks leading to other intelligent agent resources as shown 

in Figure 3.3. Or the user may also prepare manually a self-made index page 
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Figure 3.4: A self-made index page specification describing the topic "Intelligent 

Agent". 



CHAPTER 3. OVERVIEW OF THE PROPOSED APPROACH 2^ 

by including the hyperlinks. A n example of such self-made index page is shown 

in Figure 3.4. In essence, the index page topic profile specification provides a 

means for submitting multiple "document-queries" to the system. 

Lastly, the system also supports keyword specification like the one used in 

conventional search engines as the user may want to give specific keywords to 

describe the profile. 

3.3 Text Representation 

W e employ the vector space model to represent W e b documents and topic 

profiles. In vector space representation, documents and queries will be trans-

formed into vectors in some hyper-space. A distance metric is defined over the 

space. When a query is received, it is translated to its vector representation. 

Document vectors in the proximity of the query vector are retrieved in response 

to the search. The advantage of using the vector space model is that it sup-

ports partial matching. A raw Web document can be served as the input of 

the system explicitly. Once the text is transformed to a vector, the defined 

distance metric can be applied. An intelligent query can be constructed. By 

taking a further leap, several documents can be taken as one query. A group 

of documents with similar topic can form a more descriptive query class for 

document filtering. 
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3.3.1 Profile Feature Representation 

Before any further processing, certain distinctive features need to be ex-

tracted from the topic profile specification. Those features, composed of words, 

are automatically extracted to represent the information need. The stop words, 

which appear due to grammatical purpose (e.g. the, of, a, to), will be removed. 

The remaining words will further be automatically stemmed to form the word-

stems. These pre-processed words are usually known as "terms". 

To deal with an example page submitted by a user as shown in Figure 3.2, 

the system makes use of all the words, with the H T M L tags and the program-

ming scripts removed as features. The word-stems and their corresponding 

term frequencies are extracted as shown in Table 3.1. Likewise, those text en-

closed by the < T I T L E > H T M L tag will be transformed to their word-stems, 

with their term frequencies shown in Table 3.2. Those term frequencies of the 

ordinary terms and the title terms are the elements for the profile. Back to our 

example just given, it can be observed from the tables that the word-stems like 

"agent", "intellig", and "bot" can be extracted. 

If an index page is given, all of the pages specified in the index page will 

be fetched. Words found in those fetched Web pages that are highlighted by 

the special H T M L tags such as boldface, italic, underlined, or words enclosed 

by heading tags are extracted to form the topic feature vector by the same 
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""Word-Stem Term Frequency || Word-Stem Term Frequency 

agent l0 interpret 1 

inform 6 regul 1 

site 5 botspot 1 

internet 3 brought 1 

intellig 3 defin 1 
techn 3 ibm 1 

gather 3 einstein 1 

anal 2 interact 1 
program 2 person 1 

bot 2 specif 1 
present 2 market 1 
interest 1 april 1 
regist 1 organ 1 
council 1 plast 1 
updat 1 search 1 
push 1 provid 1 
typ 1 period 1 

watch 1 part 1 
cent 1 sandom 1 
call 1 sourc 1 
basi 1 reserv 1 
base 1 servic 1 
simpl 1 web 1 
refer 1 paramet 1 

perform 1 copyright 1 
right 1 robot 1 
daily 1 typic 1 

schedul 1 usag 1 
report 1 develop 1 
event 1 includ 1 
americ 1 practic 1 
short 1 built 1 
compet 1  

Table 3.1: The word-stems with the corresponding term frequencies represent-

ing the example page shown in Figure 3.2. 
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Title Word-Stem Term Frequency 

defin 1 

agent 1 

intellig 1  

Table 3.2: The title word-stems with the corresponding term frequencies rep-

resenting the title of the example page shown in Figure 3.2. 

extraction model. The term frequencies for those extracted terms are multiplied 

by the degree of importance for different H T M L tags. The degree of importance 

for the H T M L tags adopted in our discovery system is shown in Table 3.3. For 

H T M L Tag Degree of Importance 

<b> 5 
< big > 5 
< em > 5 
< hl > 6 

< h2 > 5 
< h3 > 4 
< h4 > 3 
< /i5 > 2 

< h6 > 1 
< i > 5 
< u > 5 

< strong > 5  

Table 3.3: The degree of importance for the H T M L tags adopted in our discov-
ery system for augmenting the various term frequencies. 

the keyword profile specification, the keywords are transformed to terms in the 

topic feature vector directly. 

With those terms, the topic profile is expressed by a topic feature vector as 

follows: 
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VQ^{w{Q,qi),...,w{Q,qm)} (3.1) 

where each component w{Q, qi) represents the weight of the corresponding term 

q̂  among the m terms extracted. These weights represent the importance ofthe 

terms in a topic profile specification. Once the topic feature vector is formed, the 

corresponding synonyms of those terms can be drawn from the thesaurus. The 

dimension ofthe topic feature vector can then be expanded. The interpretation 

of the term weights in the topic feature vector will be discussed in Chapter 4. 

3.3.2 Document Feature Representation 

The documents retrieved from the remote sites also need to be converted to 

feature vectors. Like the one associated with the topic profile specification, all 

of the words except the H T M L tags and the programming scripts are automati-

cally extracted, stemmed, with the removal of stop words. These pre-processed 

words are grouped to form the document feature vector D, 

VD^{w{D,di),...,w{D,dn)} (3.2) 

where w{D, dj) represents the weight of term dj upon the n terms extracted 

from the document. Likewise, these weights represent the importance of the 

terms in the corresponding document. With both of the query and the Web 
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pages retrieved in the form of vector, relevance score can be calculated by a 

specially designed similarity function. The term weight definition, relevance 

score evaluation process and the relevance feedback model will be discussed in 

Chapter 4. 

3.4 Advantages of the Topic Profile Specifica-

tions 

Through our proposed example page and index page topic profile specifica-

tions, a large vector of keywords can be extracted from the specifications, just 

like the one shown in Table 3.1 and Table 3.2. The combination of keywords 

can provide sufficient descriptive information describing about the information 

need. In this way, the precision of the discovery system can be increased, as 

comparing with the information searching approaches used in the search en-

gines. In those search engines, usually the user may only submit a few of 

simple keywords to the engines but a large set of imprecise results will be re-

turned. The precision is affected. If an equivalent precision has to be achieved 

by the search engines, ones should submit such a large number or dimensions 

of terms (features) to those search engines. Such practice will be impossible 

in reality. Besides, search engines cannot handle such a large vectors though 
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such vectors may be entered as query. Our proposed approach can produce an 

effective query for the user. Experiments showing the results achieved by the 

topic profile specifications will be shown in Chatper 6. 
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Chapter 4 

Relevance Score Evaluation 

Process and Relevance Feedback 
\ 
f 

Model 

This chapter discusses the relevance score evaluation process and the rele-

vance feedback model. A specially designed similarity function is developed for 

the relevance score evaluation between the topic profile specification and the 

documents fetched. Three relevance feedback models with two feature extrac-

tion schemes on these models are proposed. 

36 
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4.1 Term Weights 

After a topic profile specification has been transformed to the topic feature 

vector, the system starts to explore the W W W . Once it encounters a document 

fetched by the W e b Document Fetcher, the document feature vector is produced 

and a relevance score against the topic feature vector is determined. This 

relevance score measures how closely a W e b document is relevant to the topic 

profile. Basically, this relevance score is calculated based on the term weights in 

the topic feature vectors and the document feature vectors. The various terms 

weights are determined by the TF-IDF scheme [63]. The "TF" is the term 

frequency, whereas the "IDF" stands for the inverse document frequency [64] of 

a term. This formulation enhances the terms which appear in fewer documents, 

while degrading the terms occurring in too many documents. As a result, the 

document-specific features will be highlighted while the collection-wide features 

are diminished in importance on the contrary. The inverse document frequency 

(IDF) is denoted by the following formula: 

M 
/ ⑷ = l o g ( ^ ) (4.1) 

where N is the number of documents in the information space (document col-

lection) and the function f{x) is usually known as document frequency which 

is the number of documents among the N documents that contain the term x. 

As we can see, most of the Web documents have titles, which are those text 
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enclosed by the <Title> tag in the corresponding HTML-written file. Most 

probably, they may be treated as alternative features denoting the topic of the 

documents. W e make use of this characteristic to augment the classical TF-IDF 

function so as to make the system more suitable for the W W W environment. 

The weight of a term is calculated as follows: 

(,、 ( / M ) + " / W ) ) x / ^ 
wia, h) = , l4.^j 

VEvca((/(a,c) + ^/'(a,c))x/(c))2 

In the TF-IDF function shown in Equation 4.2, w{a, b) represents the combined 

weight of the term b in the document a. The function /(a, b) denotes the term 

frequency, which is the number of occurrence for the term b on the document 

a. The term /,(a, b) is introduced to represent the term frequency of the term b 

in the title of document a. The denominator of Equation 4.2 is a normalization 

factor, which is the Euclidean vector length of the document. The parameter j3 

associated with the function f'{) determines the degree of importance for the 

title term weight. The underlying principle for this design is to emphasize those 

terms which take part in the document title. Through this formulation, all of 

the term weights for a document will be determined. 

The topic feature vectors based on the three types of topic profile specifi-

cation can be constructed using the same formulation but different extraction 

models. According to the example page given by the user, all of the words are 

used as features, with the H T M L tags and the programming scripts removed. 
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Those terms will be checked for existence against the title of the example page. 

If an index page is given, all of the documents specified in the index page will 

be fetched. Words found in those fetched W e b pages that are highlighted as 

boldface, italic, underlined, or words enclosed by heading tags are extracted. 

Their corresponding term weights will be determined by comparing with the 

titles of all fetched documents. For the keyword profile specification, the key-

words are transformed to the terms with the corresponding weights composing 

the topic feature vector directly. 

4.2 Document Evaluation through Relevance 

Score 

With the topic feature vector and the document feature vector defined, the 

system assigns an estimated relevance score to a document encountered through 

a similarity function. This similarity function S{D,Q) for a document vector 

D against the topic profile Q consists of two components, namely the textual 

content score Sc{D,Q) and the hyperlink score Sh[D,Q). The textual content 

score, based on the Jaccard's similarity function, is computed as follows: 

M 
E w(Q,qj)w(D,qj) 

Sc{D^ Q) = 1^ 'i^ M (4.3) 
E w^{Q, Qj) + E w2(D, qj) - E w{Q, qj)w{D, qj) 

j=i j=i J=^ 
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The function w{X, y) is the combined term weight for the term y on a document 

X , as defined in Section 4.2. 

Based on the information architecture of the W W W , we observe that the 

outgoing hyperlinks from a W e b document provide another dimension to de-

termine the similarity other than the ordinary text content. This scenario is 

depicted by Figure 4.1. If two documents A and B are found to be containing 

some identical outgoing hyperlinks, it is very likely that they are dealing with 

the same topic. This concept can be projected to our topic profile specifications 

and the target document being evaluated. To handle this situation, the hyper-

link score, Sh{D, Q), is introduced. The score is a ratio between the number of 

common hyperlinks found in the topic profile specification and the document 

being explored. The interpretation assumes that the more common hyperlinks 

they contain, the more similar they will be. It is computed as follows: 

聊 卜 絲 （4.4) 

From Equation 4.4, the term Dh represents the set of outgoing hyperlinks on 

the document D. For the example page topic profile specification, Qh will be 

the set of hyperlinks appeared on the example page. If an index page is given, 

the set of hyperlinks on those subordinate pages under the index page will form 

the set Qh- The keyword form of topic profile specification will leave the Qh as 

an empty set. 
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I _ _ l h ^ 
Figure 4.1: Two documents, A and B, containing some identical hyperlinks 
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With the above textual content score and the hyperlink score defined, the 

similarity function S{D,Q) will be the average of the two components and is 

denoted as: 

S{D, Q) 二 0 . 5 ^ p , Q) + 0 . 5 & ( A Q) (4.5) 

Based on Equation 4.5, the content-based relevance score for a document D 

against the topic feature vector Q, R[D, Q), is formulated as: 

R(D, Q) = (1 — a)S{D, Q) + “仏 1耶“。 )， o < a < 1 (4.6) 
Th 

W e include the weighted average similarity functions for the child document 

Li of the document D via direct hyperlinks. The rationale behind is to allow 

the document D, which has direct access to some relevant child documents, to 

have bonus on the relevance score. The parameter a is a weight for setting the 

importance of the child documents' average similarity score. 

4.3 Learning via Relevance Feedback 

Our discovery system will present a set of discovered documents for the user 

after a certain time interval. The result set may be too broad or contain some 

irrelevant resources. At that moment, the user can optionally communicate with 

the system by providing relevance feedback about the documents. As mentioned 

in Section 4.3.1, the topic feature vectors will be refined in accordance with the 
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relevance feedback. Terms or attributes found in documents which are specified 

as relevant will be used to expand the topic feature vector, while those in 

irrelevant documents will be used to diminish the topic feature vector. The 

term weights in the topic feature vector Vg as well as the hyperlinks in the set 

Qf^ will be modified. By using this newly refined topic feature vector and the 

hyperlink set, a more satisfactory filtering result can be obtained. 

4.3.1 Introduction to Relevance Feedback 

Some IF systems make use of machine learning techniques to adapt to a 

model of the user's interest and using this model to find relevant documents 

13]. Lewis et. al. introduced the Widrow-HofF and E G algorithms as the 

machine learning algorithms for text retrieval, routing, categorization systems 

43]. For the sake of handling the dynamic environment of IF where users 

are interested in more than one topic and have changing interest, the usage 

of the genetic algorithms (GA) [32][33][49] were investigated. IF (IR) systems 

incorporating the GAs were developed in the recent decade [2][14][15] [67] [68. 

Relevance feedback may be treated as a form of machine learning or adap-

tation. After a set of documents is retrieved, they will be brought to the users 

for the evaluations. The users may evaluate the retrieval results against the in-

formation interest, or their motivating goals or even their new interest aroused 
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by the discovery results. These evaluation processes may lead to the modifica-

tion of the original queries. These refer to the relevance feedback procedures. 

The most well-known feedback mechanism is the standard Rocchio model [62 • 

The basic concept is to "move" a given query (profile) towards the relevant 

documents and away from the irrelevant ones by formulating a better profile. 

Other mechanisms are introduced in [28]. Salton and Buckley [65] investigated 

the relevance feedback methods which were shown to be effective in improving 

the retrieval performance. Kroon, et al [39] proposed the "Auto-class", an 

algorithm for automatic classification, to reduce the lengthy time for profile 

learning. Through the user feedback mechanisms, the IF systems can learn 

more precisely what the users want. A more satisfactory filtering result, with 

an improved precision percentage, may be obtained. 

4.3.2 Feature Extraction from the Relevance Feedback 

Models 

Our relevance feedback model requires a set of positive feedback with a 

minimal negative feedback. As the vector processing model ranks the result in a 

descending order of the relevance scores, it is convenient to choose the topmost 

irrelevant documents for the feedback process. Such design facilitates three 

means of relevance feedback models which are also illustrated in Figure 4.2: 
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RelevanceFeedbackModel 

Positive Negative Positive 

Page Page Keyword 

Feedback 編 M ) a c k 

Full-text Page-attribute FuU-text Full-text 
Feedback Feedback Feedback Feedback 
Feature Feature Feature Feature 
Extraction Extraction Extraction Extraction 

、丨 w 

Positive Feedback Vectors Negative Feedback Vector Positive Feedback Vector 

Figure 4.2: Our relevance feedback model 
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1. Positive Page Feedback. This feedback model allows the user to specify 

some explored documents or some other example documents as relevant. 

2. Negative Page Feedback. This feedback model allows the user to 

specify the irrelevant documents. 

3. Positive Keyword Feedback. This is the most elementary way which 

allows the users to suggest some keywords that are believed to be impor-

tant and relevant. 

Figure 4.3 depicts an example showing a user specifying the relevance feed-

back, through the three relevance feedback models. In order to refine the topic 

feature vector, features will have to be extracted from those models forming 

the positive and negative feedback vectors. As our system allows multiple doc-

uments to be submitted for the positive page feedback, terms will be extracted 

from these documents to form positive feedback vectors which will further be 

taken to refine the topic feature vector. There are two feature extraction strate-

gies proposed, namely the full text feature extraction and the page-attribute 

feature extraction. As reflected by its name, the full text feature extraction will 

make use of all the words found on those positive documents and transforms to 
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the positive feedback vectors. This is the most elementary way to handle the 

positive feedback, without omitting any features. 

In contrast, we find that the W e b documents are composed by structured 

H T M L , which contains various H T M L tags. Usually, those tags are used for 

emphasizing certain information within the passages. These constructs provide 

a way facilitating relevance feedback handling. All those words highlighted by 

the H T M L tags such as: 

< b〉，< i >, < hl > . • • < /i6〉，< em >, < strong〉，< u〉，< big > 

will be extracted to form the positive feedback vectors. The term frequencies 

of the terms in the positive feedback vector will be multiplied by the degree of 

importance for various H T M L tags as shown in Table 3.3. The term weights 

of the original topic feature vector will be adjusted based on these specially 

created positive feedback vectors. This is the idea of the page-attribute fea-

ture extraction. Experiments on these two feature extraction strategies have 

been conducted and their results will be presented in Chapter 6. The posi-

tive feedback keyword will be taken to produce the positive feedback vector 

directly. Similarly, full-text feature extraction will be used to generate the neg-

ative feedback vector from the negative page feedback model. At the same 

time, the words found in those feedback vectors have to be stemmed, with the 

stop-words removed. 
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4.3.3 Topic Feature Vectors Refinement 

As mentioned above, the positive feedback vectors together with the nega-

tive feedback vector will be generated. The weights of the terms in these two 

kinds of vectors are calculated by Equation 4.2. The terms extracted from var-

ious models are associated with different weights. The topic feature vector Vg 

and the set of hyperlinks originated from the topic profile specification repre-

sented by Qh will be updated. Mathematically, our feedback processing model 

is depicted by, 

‘ V^+' = V ^ + E i ; - i V , 

^ Qi+1 = (Qi U (¾.) - N,, 

for i = 1, 2,..., n , j = 1, 2,... 
w 

where the vector V^ depicts the topic feature vector at filtering iteration j. The 

positive feedback vector Yi represents the relevant document i. The negative 

feedback vector N represents the most irrelevant document. Similarly, the term 

Q{ is the hyperlink set from the topic profile at filtering iteration j, whereas 

{Yi)h is the hyperlink set from relevant document Yi. The hyperlink sets of the 

topmost irrelevant document Nh is excluded from the set Q{^\ Furthermore, 

the titles of the positive feedback pages will augment the title of the topic profile 

specification, whereas the negative page title will be used to adjust the title in 

an opposite manner. For those terms whose weights are worth negative are 

removed in V^^. 
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In addition, those terms found in positive feedback and the negative feed-

back vector have another purpose. Terms extracted from the positive feedback 

page and the positive feedback keywords will be used to generate some starting 

documents. These positive terms may introduce a new information space for 

exploration of more related resources. They provide a known, positive direction 

of exploration. On the other hand, the negative feedback page are taken to stop 

any further exploration. The Intelligent W e b Exploration deals with this task 

and it will be discussed in Chapter 5. 



Chapter 5 

Intelligent Web Exploration 

This chapter presents the technique for exploring the W W W information 

network according to the relevance scores calculated. A simulated annealing 

algorithm is proposed so as to accomplish the two aforesaid discovery objec-

tives: exploration and exploitation. The relevance feedback combined with the 

discovery algorithm is discussed. 

5.1 Introduction to Simulated Annealing 

Simulated Annealing (SA) was introduced in the early 1980s by Kirkpatrick, 

Gelatt and Vecchi [36]. It is a general purpose function optimization algorithm 

based on an analogy between the simulation of the annealing of solids and the 

problem of solving combinatorial optimization problem [41]. The SA approach 

51 
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has been studied intensively in the fields ofmathematics, statistics, physics, and 

many other areas. It has been applied to many problems in artificial intelligence 

and machine learning. Wherever SA is applied, the main purpose is to avoid the 

problem of trapping in a local optima. This problem is the most important one 

encountered in conventional hill climbing search [58]. Hill climbing is a search 

technique that exploits the current configurations. Being a greedy algorithm, it 

is very likely to be trapped in a local optima. Random search is another extreme 

which performs exhaustive search, without considering the best solution found 

so far. SA is an algorithm in between these two extremes. Generally speaking, 

SA is a kind of heuristic search strategy as well as a variation of hill climbing 

process [17]. At the beginning of the process, some downhill movements are 

allowed. Movements to worse states are accepted so as to avoid local optima 

and to cover a wider area of the search space. As the algorithm progresses, the 

frequency for the downhill movement is gradually reduced. These properties are 

suitable for the W W W information discovery. An example of the SA algorithm, 

which is also adopted in this research, is described as follows: 

1. Initial configuration: 

A finite solution space S is initialized and a cost function C is assigned. 

The function C is a real number to each solution. The algorithm is 

initialized with a high value for the control parameter T, usually known as 
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the temperature, and with an initial solution. According to the selection 

between a current solution and an alternative solution based on some 

heuristics, a new sequence of solutions will be generated. 

2. Cooling and generating new configurations: 

The value of the temperature T is gradually decreased as the algorithm 

progresses according to a cooling schedule. At each value of the tem-

perature, a sequence of solutions are generated. The cost for each such 

solution is computed. Let AE be defined as 

& E = C'current — âlternative (5.1) 

where Ĉ current and C^lternative stand for the current solution and an 

alternative solution respectively. The AE is usually known as the energy 

level The alternative solution is accepted and used to generate a sequence 

of solutions according to the distribution following probability Pa： 

Pa = Min{l,eM-^)) (5.2) 

The current solutions are always accepted while the alternative transi-

tions might or might not be, depending on the energy level AE and the 

temperature T. 

3. Termination: 
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The algorithm terminates at some small value of the temperature T. The 

current solution is then taken as the solution to the problem at hand. 

To implement the SA algorithm, it is necessary to select an annealing sched-

ule which consists of three components. The first component is the initial value 

to be used for temperature T. The second one is the criteria for deciding when 

the temperature of the system should be reduced. The third component is the 

amount by which the temperature will be reduced each time it is changed. If 

the cooling occurs too rapidly (a steep decrease of the temperature curve), a 

local but not global optimum is more likely obtained. However, if a slower 

schedule is used, a global optimum is more likely obtained. 

5.2 Intelligent Web Exploration by Simulated 

Annealing 

W e make use of simulated annealing which is an advanced search technique 

to develop the intelligent exploration strategy. Simulated annealing possesses a 

desirable property of finding an optimal solution statistically [21][30] [35]. It is 

adaptive and capable of finding high quality solutions. All these features make 

it an attractive method for the automatic traversal in the huge, heterogeneous 

W W W information network. 
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For every W e b document we encountered, we compute a relevance score ac-

cording to the mathematical formulations introduced in Chapter 4. Therefore, 

the discovery problem becomes an optimization problem with the objective of 

finding a set of nodes from those subgraphs with high relevance scores. It can be 

observed that exploring from the set of documents with higher relevance scores 

may provide a better chance for searching a solution as those pages probably 

contain more related information as well as outgoing hyperlinks. Using only this 

strategy reduces to the best-first search. However, the W W W can be viewed as 

a large set of enormous cyclic subgraphs. The various documents are the nodes 

of the subgraphs while the hyperlinks are the arcs. Those subgraphs may or 

may not be interconnected. It is common that two or more documents that are 

of similar topic residing in two different W W W subgraphs. There may not be 

any connection in between the subgraphs as shown in Figure 5.1. On the other 

hand, it may be possible for a less favorable documents to have some outgo-

ing hyperlinks somehow leading to some relevant documents. Therefore, only 

relying on the best-first strategy is not adequate for discovering relevant doc-

uments. This situation corresponds to local optimal solutions. An exploration 

strategy based on SA is a feasible strategy in tackling this problem. 
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Figure 5.1: Documents with similar topic residing in two different W W W sub-

graphs. 
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5.2.1 Mathematical Setting of the Discovery Process 

Like other heuristic graph searching strategies in AI, a list called the O P E N 

list is maintained. Each node in the list represents a W e b document to be 

explored next. The list is sorted according to the corresponding relevance score. 

Our simulated annealing model is formulated as: 

AE = R(F,Q)-R(M, Q), (5.3) 

n = To/log(#), (5.4) 

A_E* 
pf = mm(l,exp(—•—)), (5.5) 

J-k 

for k=l，2，..., 

^ > 0 

In our case, the cost function is the relevance score evaluation function R{). The 

document P is the first document ranked in the O P E N list, which possesses 

the highest relevance score. The current solution is set to this document. As 

the simulated annealing model allows some explorations, a page in the O P E N 

list other than the topmost ranked document, depicted by M, is chosen for 

evaluation. It is the alternative solution mentioned in the above example. The 

term AE is the change of energy level. Tk is the temperature at time k. The 

symbol 0 is the temperature decrement step size. The product of 4> and k is 

controlled so that it will not be 0 or 1. Our annealing schedule is expressed in 



CHAPTER 5. INTELLIGENT WEB EXPLORATION ^ 

Equation 5.4. The drop in the temperature will have direct influence on the 

probability pf for starting the exploration from a random document. 

5.2.2 The Entire Exploration Algorithm 

With the setting introduced in Section 5.2.1, we can present the entire 

exploration process incorporated with the simulated annealing algorithm. Here 

are the steps of the algorithm: 

1. Create the topic feature vector from the various topic profile 

specifications. Submit to several search engines to obtain a 

set of Web document V. 

2. Form the OPEN list with each node representing the 

documents in the set V，with the relevance 

scores sorted. 

3. Determine the AE. 

4. Compute the probability pr and generate a random 
real number ranged from 0 to 1. 

5. If the random number < pf, 

• explore from the document M. 
• remove the node representing document M from the OPEN list. 

• expand the OPEN list with the relevance scores of 

subordinate documents referenced by M. 

else, 

• explore from the document P. 
• remove the node representing document P from the OPEN list. 
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• expand the OPEN list with the relevance scores of 

subordinate documents referenced by P. 

6. Revise T^, repeat step 3 until filtering deadline expired. 

7. Return the document discovered. 

The probability pf is interpreted as the probability for exploring from the 

random page selected. At the beginning of the discovery process, the proba-

bility pf gets a larger value. Exploring from the random page will be highly 

probable. This scenario is equivalent to exploration. As pf decreases and ap-

proaches zero, it will be less probable to explore from the random page but 

will be more concentrate on exploring from the "best-so-far" page. In this case, 

exploitation with some interleaving exploration takes place. The "deadline" is 

the time when the user-specified discovery duration expires and at which a set 

of discovered documents is suggested to the user. By using the simulated an-

nealing techniques proposed and an appropriate annealing schedule, a balance 

between the two information discovery objectives, exploitation and exploration, 

can be maintained. 
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5.3 Incorporating with the Relevance Feedback 

Model 

It has been mentioned in Section 4.3.3 that the positive terms extracted from 

the two positive feedback specifications will be used to generate new exploration 

origins. Technically speaking, this can be accomplished by submitting some 

of those terms to some searchable indexes in order to obtain several starting 

points leading to new W e b subgraphs. As the O P E N list is keeping track of the 

documents to be explored in future, the hyperlinks returned from the searchable 

indexes will be inserted into the O P E N list. As a result, those origins will get 

some chances ofbeing explored in future. Related documents against the refined 

topic feature vector may be obtained. Likewise, the negative page feedback 

specification will stop any further exploration from the undesirable documents. 

The hostname part i of the negative feedback document is extracted. The 

hostname is then verified with the O P E N list. The documents in the O P E N 

list with the hostname being equal to the extracted hostname, or any document 

resides in the W e b site specified by the extracted hostname, will be removed 

from the O P E N list. This will prevent further traversal from these unpromising 

origins. 

1 Hostname is usually the first component of an URL, delimited by the 
single slash, e.g. www.se.cuhk.edu.hk is the hostname for the document 
http://www.se.cuhk•edu.hk/aboutseem•html. 

http://www.se.cuhk.edu.hk


Chapter 6 

Experimental Results 

Several sets of experiments have been conducted to evaluate our discovery 

model. This chapter presents the design ofthe experiments as well as the results 

obtained. Analysis of the results is also conducted. 

6.1 The Design of the Experiments 

A prototype of our information discovery system has been implemented. 

The graphical user interface of our system prototype is shown in Figure 6.1. 

Currently, the system is able to handle English text. Certain mechanisms guar-

antee non-repetitive visit for each document. Hyperlinks leading to common 

Web sites or documents with common gateway interface scripts have been re-

61 
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''W^$^^^^M^^^^^^^^^^M$mi^ 
;|_^^^^^#^1?*耀^?键丨縫_織；!教縫纖變灣§_;丨__丨丨難__1_露缀編_錄灣_黎缀:缀_纖錄蔡纖_謹丨變_緣_^^1_藝獲__諮凝_纖雞鐵:;森凝§__续_變縫— 
:;!¾^;^^^^¾¾¾¾¾:¾¾¾¾::^ ^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^m 
^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^^m 

Submit Query C!ear Query ByeByel 
MtyacePte&eA — ； 

, R e i e v a n c e Feedback by words (l 00): 

"* „,_J,-J- -ui[-inr【Liiui. - u ,|,.UK um,i",̂uuu .LrG-rrr.n---Q-i .uuŵŵ  ̂.̂  ŷ , ̂̂»»>̂̂,<,̂  ŝ  ̂ »«.««̂  ̂.i»̂yi.wK>̂»̂̂  .•» 供 »»、《 •办*^ ‘,供、、…‘…"z»«»w« …权 ̂  ̂»«•»''"""̂^̂ '̂ •>〜•»、̂,,̂/«̂%v«««,»o ~»«»«'«~'«̂''«̂  ‘ 
i|̂  ̂ ^̂ ¾̂¾¾!¾!¾¾;¾!¾!¾¾¾!¾¾¾!!¾¾ 
； T h e most Non-Relevant page (100}: 

I :. -|，_»̂-本1职丄卿.-__nn,cr.,,r-r »" ——— 
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moved. Outdated or unreachable W e b documents are ignored by assigning zero 

relevance scores. Several sets of experiments were set up to evaluate and verify 

the performance of our system in a practical environment. W e use a metric 

based on precision to measure the performance. Precision is a common metric 

in information retrieval (information filtering) systems. Generally speaking, the 

users will judge the documents in the retrieval or discovery results according 

to the current information needs or topics. The precision is determined by cal-

culating the ratio between the number of relevant documents retrieved to the 

total number of documents retrieved by the same retrieval process. 

Rating Document Content Degree of Relevance 

1 Relevant document title & 1 
relevant content with relevant hyperlinks  

— — ^  
2 Relevant content only |  
3 Relevant document title with 2 

relevant hyperlinks or similar topics  
4 Relevant hyperlinks only ^  

5 Nothing relevant 0  

Table 6.1: The five ratings in the user evaluation scheme 

In our experimental settings, we design a scheme to evaluate how relevant 

a document is against the information need captured in the topic profile. The 

main characteristic of our scheme is the incorporation of the relevance of hy-

perlinks. The scheme includes 5 ratings of documents with various degree of 

relevance. W e have studied several different sets of the degree of relevance for 
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the 5 ratings and found that those sets of degree of importance have no effects 

on our document evaluation. W e have chosen a typical scheme as depicted in 

Table 6.1. The first rating represents the most favorable documents. Docu-

ments of this rating possess relevant content, relevant title as well as outgoing 

hyperlinks leading to other relevant pages. The second rating includes docu-

ments relevant to the desired topic but without relevant hyperlinks connecting 

to other relevant documents. The third rating covers a more diverse range 

of documents. It includes the so-called "pointer-document" which contains a 

relevant title with only some of the relevant outgoing links only. Besides, it 

also includes documents having a similar topic with the topic profile. The doc-

uments ranked as the forth rating contain only relevant hyperlinks. Typical 

examples are various personal or organizational homepages with some hyper-

links leading to a relevant W e b location, but its own content is not relevant to 

the topic profile. Those totally irrelevant documents will fall into the fifth rat-

ing with degree of relevance of zero. For each discovery output session, the first 

U documents were examined manually and their degree of relevance were de-

termined based on the evaluation scheme. The precision for a discovery process 

will be computed by the following formula: 

Total Degree of Relevance ( 、 
precision 二 — (b.i) 

LA 
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In our experiments, the denominator U of Equation 6.1 is set to 50. The 

parameter /3 in Equation 4.2 (i.e., the degree of importance for the title term 

frequency) is set to 8. Since the document title usually provides descriptive and 

direct information on what the document is about, the degree of importance 

for the title terms are made superior to those tags defined in Table 3.3. The 

parameter a in Equation 4.6 (i.e., the weight defined for setting the importance 

of the child documents' average similarity score) is set to 0.3 so as to allow the 

parent document to have more contribution in the relevance score. Experiments 

were conducted to assess the discovery system's ability to fulfill and adapt to 

different information needs. The details of the experiments and results are 

shown in the following sections. 

6.2 Experiments on the Effects of the Simu-

lated Annealing Schedule upon the Discov-

ery Precision. 

The purpose of this experiment is to demonstrate the effect of the simulated 

annealing schedules upon the discovery precision. It also compares the precision 

of the discovery processes using the example page topic profile specification as 

well as the keyword topic profile specification. 
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6.2.1 Experiment Setup 

There were 11 randomly selected topic profiles chosen for this experiment. For 

each topic profile, the example page profile specification and the keyword pro-

file specification were submitted. Figure 6.2 shows the example page topic 

profile specification for the Topic 4 (i.e., Global Positioning System) in the 

experiments. Two types of annealing schedules, namely the schedule A and 

the schedule B upon those profile specifications, were under investigation. The 

probabilities pf in the SA processes with the schedule A were controlled to have 

an average around 0.9. The implication for the schedule A is to simulate the 

scenario of exploring from mostly random pages. In the schedule B, the average 

p/ is set to around 0.5. This provides both of the "best-so-far" pages and the 

random pages with equal opportunities for exploration. 

6.2.2 Results 

Table 6.2 and 6.3 show the precision values of the discovery processes upon 

two schedule types by the example page topic profile specification and keyword 

topic profile specification respectively. 

For the two different types of annealing schedules, the discovery processes 

with the schedule B are generally providing higher precision values compared 
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Figure 6.2: The example page topic profile specification for the topic "Global 

Positioning System" in the experiment. 
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Search Topics Schedule A Schedule B 
(Example page) Precision Average pf Precision Average pt 

T Bicycle 0^ 0.988 096 0.502 
2. Computer Vision 0.175 0.991 0.75 0.51 
3. Geographic Information System 0.49 0.994 0.72 0.738 
4. Global Positioning System 0.84 0.883 0.88 0.486 
5. Global System for 0.85 0.684 0.585 0.829 

Mobile Communication (b) 
6. Honda Civic 0.795 0.996 1.00 0.59 
7. Honda Motorcycle 0.915 0.985 0.92 0.583 
8. Moon Apollo 0.455 0.989 0.76 0.647 
9. Palmpilot 0.8 0.776 0.96 0.493 
10. Titanic 0.99 0.967 0.92 0.628 
11. Warcraft || 0.68 0.964 0.89 0.664 

Average || 0.717 0.9288 0.85 0.606364 

Table 6.2: The precision values of the discovery processes by the example page 
topic profile specification upon the two schedule types. 

Search Topics Schedule A Schedule B  
(Keyword) Precision Average p/ Precision Average p 

1. Bicycle | ~ ~ ^ ~ ~ 0.992 ~~0.705~~ O ^ I 
2. Computer Vision 0.48 0.922 0.78 0.348 
3. Geographic Information System 0.32 0.938 0.83 0.453 
4. Global Positioning System 0.81 0.863 0.76 0.677 
5. Global System for 0.29 0.943 0.76 0.53 

Mobile Communication(b) 
6. Honda Civic 0.84 0.841 0.9 0.424 
7. Honda Motorcycle 0.66 0.989 0.88 0.481 
8. Moon Apollo 0.79 0.852 0.78 0.521 
9. Palmpilot 0.835 0.859 0.7 0.612 
10. Titanic 0.98 0.743 0.985 0.429 
11. Warcraft || 0.615 0.775 0.96 0.328 

Average || 0.67727 0.8834 0.822 | 0.4776 

Table 6.3: The precision values of the discovery processes by the keyword topic 
profile specification upon the two schedule types. 
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Search Topics Schedule A Schedule B 
(Example Page) # of discovered # of fetched # of discovered # of fetched  

I I page page page page 
1. Bicycle || 7 ^ 4 ^ ^ M 0 
2. Computer 269 3556 134 1223 

Vision 
3. Geographic 494 4512 140 1432 

Information 
System 

4. Global 355 5117 284 2381 
Positioning 
System 

5. Global System 170 1424 481 2103 
for Mobile 
Communication(b) 

6. Honda Civic 102 1702 452 2364 
7. Honda 581 6115 214 809 

Motorcycle 
8. Moon Apollo 94 961 208 6840 
9. Palmpilot 116 3000 312 3245 
10. Titanic 402 10044 231 1040 
11. Warcraft || 132 2036 289 1155 

Average || 312.55 3881.45 276.27 | 2145.64 

Table 6.4: The number of discovered page and the number of fetched pages of 
the discovery processes by the example page topic profile specification upon the 
two schedule types. 



CHAPTER 6. EXPERIMENTAL RESULTS 70 

Search Topics Schedule A Schedule B  
(Keyword) # of discovered # of fetched # of discovered # of fetched  

page page page page 
1. Bicycle 1 ^ m ^ 1348 
2. Computer 95 611 243 1924 

Vision 
3. Geographic 88 947 182 1844 

Information 
System 

4. Global 60 1236 154 2449 
Positioning 
System 

5. Global System 75 2933 305 3219 
for Mobile 
Communication(b) 

6. Honda Civic 66 855 354 1713 
7. Honda 461 2387 200 1459 

Motorcycle 
8. Moon Apollo 236 3915 139 1046 
9. Palmpilot 351 1753 453 2193 
10. Titanic 455 5156 421 2116 
11. Warcraft 155 1228 371 1412 

I Average || 198.18 1984.36 278.55 1883.91— 

Table 6.5: The number of discovered page and the number of fetched pages of 
the discovery processes by the keyword topic profile specification upon the two 
schedule types. 
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with the schedule A，for all the topic profile specifications used. This is mainly 

due to the simulated annealing properties described in the previous chapter. 

Schedule A is actually simulating the random search algorithm. The high value 

of the average probability pf promotes an emphasized exploration from ran-

domly selected pages. In this case, documents with higher rank will have less 

chances for further exploration. Therefore, the average precision of discovery 

processes using Schedule A is lower than those documents under the simulated 

annealing schedule B. 

It can also be observed that by taking the same schedule type, the average 

precision of the discovery processes initiated by the example page topic profile 

specification is higher than the ones by the keyword-based profile specification. 

The most probable reason for this observation is that all of the text found on 

the example page is used as features. More descriptive, detailed features can be 

obtained from example pages. W h e n a document is fetched, a more meaningful 

and accurate relevance score can be calculated. 

Table 6.4 and Table 6.5 show the total number of documents discovered to-

gether with the total number of documents fetched by the discovery processes of 

both schedules using the two topic profile specifications. A n identical discovery 

time duration was taken. These figures are highly dependent on the network 

loading on the W W W . 
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As the annealing schedule type B can achieve the properties of exploitation 

and exploration of the W e b documents, this type of schedule is adopted for 

conducting the following sets of experiment. 

6.3 Experiments on the Index Page Topic Pro-

file Specification 

The purpose of the experiment is to further demonstrate how the index 

page topic profile specification can fulfill the information need of the user. The 

user is not required to formulate the keyword query, but just feed our discovery 

system with those index pages. 

6.3.1 Experiment Setup 

There were 11 selected topic profiles for evaluation. Those index pages were 

arbitrarily chosen on the W W W or they were manually constructed by the user 

him(her)self. The simulated annealing schedule B described in Section 6.2 was 

adopted for the discovery process, which keeps a fair exploration opportunities 

between the "best-so-far" pages and the random pages. 
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Search Index 11 Average Average # of discovered # of fetched 
Topics Page Type Precision pf page page 

1. Bike S n ~ ~ 0 ^ ~ ~ 0.509 n47 3 l ^ 
2. DVD S 0.94 0.673 200 1312 
3. Genetic Algorithm A 0.83 0.625 668 4830 
4. Intelligent Agent A 0.685 0.738 319 3042 
5. Motorcycle S 0.815 0.56 171 1029 
6. Palmpilot S 0.775 0.471 165 912 
7. Photography(a) S 0.66 0.779 245 1592 
8. Photography(b) A 0.705 0.734 504 2480 
9. Photography(c) A 0.8 0.555 352 3048 
10. Titanic S 0.78 0.499 298 1565 
11. Year 2000 A 0.495 0.464 631 4226 

Average 0.766 0.601 427.273 2475.727 “ 
S-index 
Average 0.819 0.698 445.2 1921.4 
A-index 
Average 0.703 0.623 494.8 3525.2 

Table 6.6: The experiment results of the discovery processes using the index 

page topic profile specification. 

6.3.2 Results 

Table 6.6 shows the precision obtained from our discovery system for serving 

the 11 topics of various information needs. In the column "Index Page Type", 

the letter "S" stands for the topic profile represented by the self-constructed 

index page topic profile specification. The letter "A" stands for an arbitrarily 

chosen W W W documents taken to be the index page. The values of precision 

and the average exploration probability pf, the total number of discovered pages 

as well as the total number of pages fetched by our discovery system are shown. 

From Table 6.6, it is observed that the average precision value of the dis-

covery processes using the index page topic profile specifications is 0.766. The 
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average pf was kept at 0.601. As mentioned in Chapter 3, all of the pages 

specified in the index page will be fetched. Words found in those fetched W e b 

pages that are highlighted as boldface, italic, underlined, or words enclosed by 

heading tags are extracted to form the topic feature vector by the feature ex-

traction model. By comparing with the example page topic profile specification 

which applies the full-text feature extraction, the index page approach may use 

the storage efficiently as only the emphasized features are stored. The results 

of index page specification are found to be comparative with the example page 

topic profile specification. Our system is able to draw the emphasized text on 

the pages to form the descriptive features. By taking a closer observation in 

Table 6.6, the average precision for the self-made index page specification is 

0.819 while the one for arbitrary-chosen index page specification is 0.703. This 

difference may be explained by the situation that the arbitrary-chosen index 

page may have "noisy" hyperlinks. Not all of the outgoing hyperlinks are de-

scribing the same topic in the "A type" index page. But for the self-made index 

page, the hyperlinks are constructed by the users with care. 
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6.4 Experiments on the Relevance Feedback 

with Full-Text Feature Extraction Strat-

egy 

The purpose of this experiment is to demonstrate the capability of the rel-

evance feedback models of our discovery system. As mentioned before, there 

are altogether three relevance feedback models, namely the positive page feed-

back, negative page feedback and positive keyword feedback. For handling the 

positive page feedback, the full-text feature extraction strategy as well as the 

page-attribute feature extraction strategy are verified. This experiment focuses 

on the full-text strategy. The experiment in the next section is concerned with 

the page-attribute strategy. 

6.4.1 Experiment Setup 

There were 13 topic profiles submitted to the discovery system. Among 

various topic profiles, the example page together with the index page topic 

profile specifications were used for representation. According to the discovery 

results returned by our discovery system, relevance feedback of the result pages 

were given. Several relevant documents and some relevant keywords as well 

as the most irrelevant documents were submitted to the discovery system for 
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the refinement of the topic feature vectors. In handling the positive page and 

negative page feedbacks, all of the text found on those feedback pages were 

used for the topic feature vector refinement. 

6.4.2 Results 

Search Initial Precision after Precision 
Topic Precision Feedback Improvement 

1. Computer Game (Quake) [| 0 0.375 0.375 
2. DVD 0.32 0.8 0.48 

(factual, technical info.) 
3. IF — > IF, ID, IR 0.165 0.405 0.24 
4. Jeep (pajero - > prado) 0.2 0.13 0.13 
5. GIS 0.25 0.7 0.45 
6. IA - > EC 0.04 0.29 0.25 
7. MCSE 0.27 0.31 0.04 
8. Motorcycle(honda,yamaha) 0.56 0.58 0.02 
9. Palmpilot (software, application) 0.605 0.7 0.095 
10. Photography — > camera 0.15 0.17 0.02 

camera — > digital camera 0.17 0.36 0.19 
11. Simulated annealing 0 0.34 0.34 
12. Subaru 0.22 0.63 0.41 
13. Software Agent || 0.215 0.68 0.465  

Average 11 0.213 0.462 0.25 
Improvement in Percentage 117% 

Table 6.7: The improvement in precision by the relevance feedback models 

using the full-text feature extraction strategy. 

Table 6.7 and Table 6.8 shows the various search topics and the correspond-

ingprecisionvalues. The abbreviations "DVD", "IF", "ID", "IR", "GIS", "IA", 

"EC", "MCSE" represent digital versatile disc, information filtering, informa-

tion discovery, information retrieval, geographic information system, intelligent 

agent, electronic commerce and Microsoft certified system engineer respectively. 
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n ~~Topic~~ Pos. Neg. P^ . 
Search Profile Pages Page Keywords 
Topic Spec. Model Model Model 

1. Computer Game (Quake) Example s| Ĵ \l 
2. DVD S-index \j yJ 

(factual, technical info.) 
3. IF — > IF, ID, IR A-index ^ y/ ^ 
4. Jeep (pajero — > prado) Example Ĵ y/ 
5. GIS A-index ^ 7 y/ 
6. IA - > EC S-index : yJ 
7. MCSE Example \j ^ y| 
8. Motorcycle(honda,yamaha) S-index yJ yJ V 
9. Palmpilot (software, application) S-index yJ ^ 
10. Photography - > camera S-index ^ ^ 

camera— >digital camera yJ yJ 
11. Simulated annealing Example ^ ^ yJ 
12. Subaru A-index ^ ^ 
13. Software Agent S-index J ŷ   

Table 6.8: The distributions of the feedback models submitted for the topic 

profile refinement using the full-text feature extraction strategy. 

The improvements achieved by the relevance feedback models are demonstrated. 

The "v^' sign in Table 6.8 indicates the type of the relevance feedback model the 

user used. The "-〉，，sign indicates the change in the information need during 

document examination. The 10^^ search topic demonstrated that there were 

2 switches of information need during the discovery process. It switched from 

"photography" to "camera" and from "camera" further to "digital camera" • 

The result shows that the initial average precision is 0.213. After the sub-

missions of relevance feedback, the average precision becomes 0.462, with an 

improvement of0.25 (i.e, 117%). Some of the search topic received a zero for ini-

tial precision. This indicates the situation that those discovery processes might 

be trapped in a gigantic W e b location (site) due to the heavy network loading. 
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Most of the evaluations occurred at the same site and the precision values were 

affected. Meanwhile, as shown by the results, improvement in precision can be 

achieved through the relevance feedback models. 

6.5 Comparisons of the Relevance Feedback Fea-

ture Extraction Strategies 

This set of experiment is the extension of the experiment conducted in 

Section 6.4. The page-attribute strategy will be verified against the full-text 

approach. The improvements in precision made by the two relevance feedback 

feature extraction strategies are compared. Besides, the memory storage for 

both of the strategies are compared. 

6.5.1 Experiment Setup 

There were 10 topic profiles submitted to our discovery system for evalu-

ations. Like the previous experiment, the example page and the index page 

topic profile specifications were used for representing the information needs. 

According to the discovery results, the user was required to express relevance 

feedbacks. In order to evaluate the two aforesaid relevance feedback feature 

extraction strategies, the positive page relevance feedback models were manda-
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tory. The precision of the both strategies are compared. As the relevance feed-

back models refined or expanded the topic feature vector, the memory storage 

for those feature vectors are compared. The size of the topic feature vector 

represent the total number of features stored in the vector. 

6.5.2 Results 

Various comparisons are shown in Table 6.9 and Table 6.10. The abbre-

viations "TFB" and "AFB" stand for the full-text extraction strategy and 

the page-attribute extraction strategy respectively. The "TFV" stands for the 

"topic feature vector". 

Search Initial~~~~TFl~~~~AFB~~~~TFB~~~~lFB~~ 
Topic Precision Precision Precision Improv. Improv. 

~T7~ Australia travel ^^]~~0.155~~~~~^8 M s 0.025 0.125 
tourism 

2. Code Division 0.215 0.32 0.355 0.105 0.14 
Multiple Access 

3. Distributed Database 0.035 0.05 0.065 0.015 0.03 
4. Gold Coast 0.395 0.515 0.58 0.12 0.185 
5. Handheld PC 0.19 0.22 0.25 0.03 0.06 
6. Neural network (a) 0.38 0.45 0.445 0.07 0.065 
7. Neural network (b) 0.255 0.455 0.435 0.2 0.18 
8. Parallel computing 0.525 0.57 0.55 0.045 0.025 
9. Standard 0.32 0.45 0.475 0.13 0.155 

Generalized 
Markup Language 

10. Software agent 0.215 0.68 0.71 0.465 0.495 
Average 0.269 0.389 0.415 —0.121 0.146 
Improvement in 45% 54% 
Percentage 

Table 6.9: The comparison of the precision for the full-text and page-attribute 
feature extraction strategies on the positive page relevance feedback model. 



CHAPTER 6. EXPERIMENTAL RESULTS 97 

Search 11 Initial~~~~WB~~~~AFB~~ 

Topic II T F V size T F V size T F V size 

1. Australia travel | ^ m H 6 

tourism 

2. Code Division 58 604 114 

Multiple Access 
3. Distributed Database 254 368 280 
4. Gold Coast 43 243 91 
5. Handheld P C 112 392 207 
6. Neural network (a) 60 575 108 
7. Neural network (b) 347 744 361 
8. Parallel computing 127 812 732 
9. Standard 66 919 130 

Generalized 
Markup language 

10. Software agent || 140 1118 206 

— I Average || 124 599.2 234.5— 

Table 6.10: The size comparison of the topic feature vectors refined by the full-
text and page-attribute feature extraction strategies upon the positive page 
relevance feedback model. 



CHAPTER 6. EXPERIMENTAL RESULTS 98 

~~Topic~~ Pos. Neg. P ^ 

Search Profile Pages Page Keywords 

Topic Spec. Model Model Model 

1. Australia travel tourism A-index y/ >J \J 

2. Code division Multiple Example yJ \J 

Access 

3. Distributed Database Example ^ \J 

4. Gold Coast Example ^ yJ y/ 

5. Handheld P C Example J >J 

6. Neural network (a) Example yJ 

7. Neural network (b) A-index yJ 

8. Parallel computing Example yJ ^ 

9. Standard Generalized Example yJ 

Markup Language 

10. Software agent S-index sJ yJ  

Table 6.11: The distribution of the feedback models submitted for topic profile 

refinement using the two feature extraction strategies. 

Like Table 6.8，Table 6.11 indicates the type of the relevance feedback mod-

els the user used to express the relevance feedback. Table 6.9 shows that the 

average precision achieved by the full-text feature extraction strategy is 0.389, 

while the average precision made by the page-attribute feature extraction strat-

egy is 0.415. Based on the various initial precision of the discovery processes, 

the improvement made by the full-text strategy is 0.121 (i.e., 45%). The page-

attribute strategy improves the average precision by 0.146 (i.e., 54%). Further-

more, by considering the results reflected in Table 6.10, the average initial size 

of the topic feature vectors is 124. The size of the topic feature vector refined 

by the full-text strategy increased to 599.2. The size of the topic feature vector 
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refined by the page-attribute strategy is much smaller, having the value of 234.5 

as only the emphasized text in those feedback pages are drawn to refine the 

topic feature vectors. Those emphasized text may provide the unique features 

for the topic feature vector refinement. With such economic memory usage 

and the favorable achievement in precision improvements , the page-attribute 

feature extraction strategy proposed has achieved a better performance than 

the classical full-text strategy. 

6.6 Comparisons between the Example Page 

and the Keyword Topic Profile Specifica-

tions 

This section shows the experiments extended from the one illustrated in 

Section 6.2. Sometimes, a user still would like to use keywords to express the 

information need. This experiment was conducted to show the performance of 

the system in response to the keyword profile specifications. The comparisons 

with the example page topic profile specifications are also illustrated. 

The precision values of the discovery processes using the example topic pro-

file specification as well as the keyword topic profile specification are compared. 
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6.6.1 Experiment Setup 

Random number of arbitrarily chosen topic profiles were selected for the per-

formance evaluation of the example page and the keyword topic profile spec-

ifications. The simulated annealing schedule A and B were adopted. In the 

keyword topic profile specification, the keywords describing the search topics 

were explicitly submitted to the discovery system. 

6.6.2 Results 

Search Topic (Example Page upon Schedule A) Precision 

1. Bicycle 0 ^ 
2. Camera 0.205 

3. Computer Vision 0.175 
4. Geographic Information System 0.49 

5. Global Systems for Mobile 0.85 
Communication (b) 

6. Global Positioning System 0.84 
7. Honda Civic 0.705 
8. Honda Motorcycle 0.915 
9. Intelligent Agent 0.65 
10. Moon Apollo 0.455 
11. Palmpilot 0.8 
12. Silicon Valley 0.7 
13. Sports Car (a) 0.5 
14. Sports Car (b) 0.655 
15. Titanic 0.99 
16. Warcraft 0.68 

丨 Average 0.6625 

Table 6.12: The precision of the discovery processes using the example page 
topic profile specification upon simulated annealing schedule A. 
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Search Topic (Keyword upon Schedule A)~ Precision 

1. Alien ~~0?7l"^ 
2. Bicycle 0.83 
3. Canon Camera 0.61 
4. Computer Pattern recognition 0.58 
5. Computer Vision 0.48 
6. Ecology 0.54 
7. Geographic Information System 0.32 

8. Geology 0.52 
9. Global Positioning System 0.81 

10. Global Systems for Mobile 0.29 
Communication (b) 

11. Handheld P C 0.98 
12. Honda Civic 0.84 

13. Machine Learning 0.63 
Artificial Intelligent 

14. Mitsubishi Lancer Evolution 0.44 
15. Mitsubishi Pajero 0.47 
16. Moon Apollo 0.79 
17. Motorcycle 0.66 
18. Nikon Camera (a) 0.71 
19. Nikon Camera (b) 0.555 
20. Pathology 0.46 
21. Palmpilot 0.835 
22. Photography 0.57 
23. Quake 0.505 
24. Science Park 0.76 
25. Titanic 0.98 
26. Warcraft 0.615 

I I  
Average 0.634 

Table 6.13: The precision of the discovery processes using the keyword topic 
profile specification upon simulated annealing schedule A. 
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Search Topic (Example Page upon Schedule B) Precision 

1. Bicycle ~ ~ ^ ~ " 
2. Camera 0.835 

3. Computer Vision 0.75 
4. Geographic Information System 0.72 

5. Global Positioning System 0.88 
6. Global Systems for Mobile 0.585 

Communication (b) 
7. Handheld P C 0.96 

8. Honda Civic 1 
9. Honda Motorcycle 0.92 
10. Intelligent Agent 0.69 
11. Moon Apollo 0.76 
12. Neural Network 0.555 
13. Palmpilot 0.96 
14. Titanic 0.92 
15. Warcraft 0.89 

Average 0.835 

Table 6.14: The precision of the discovery processes using the example page 
topic profile specification upon simulated annealing schedule B. 
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I Search Topic (Keyword upon Schedule B) Precision 

~Y7~ Bicycle ~~0?705^ 

2. Computer Vision 0.78 
3. Geographic Information System 0.83 
4. Global Positioning System 0.76 
5. Global Systems for Mobile 0.76 

Communication (b) 
6. Honda Civic 0.9 
7. Mitsubishi Pajero 0.55 
8. Moon Apollo 0.78 
9. Motorcycle 0.88 
10. Palmpilot 0.7 
11. Photography 0.635 
12. Titanic 0.985 
13. Warcraft 0.96 

Average 0.787 

Table 6.15: The precision of the discovery processes using the keyword topic 
profile specification upon simulated annealing schedule B. 

Table 6.12 to Table 6.15 summarize the precision values of both topic pro-

file specifications. With different simulated annealing schedules, the example 

page topic profile specification can achieve more satisfactory results compared 

with the keyword topic profile specification. As mentioned before, the example 

page topic profile specification makes use of the textual content of the example 

page to construct the topic feature vector. This topic feature vector provides 

a meaningful representation of the example page by comparing with the key-

word specification. The keyword specification only provides limited number of 

features. 
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6.7 Summary from the Experimental Results 

Several extensive sets of experiment were conducted and the results have 

been illustrated in the last few sections. As the simulated annealing algorithm 

is applied for the intelligent exploration of the W e b information, the annealing 

schedule is an important factor on how the discovery system digs out infor-

mation from the Web. It is observed that the annealing schedule should be 

carefully controlled so that the discovery system is able to explore and exploit. 

In that case, the average precision values for those discovery processes with 

exploration and exploitation will be higher. 

Experiments were conducted to demonstrate the results of the discovery 

processes using the example page topic profile specification as well as the index 

page topic profile specification. The average precision values of the discovery 

processes using the example page profile specification are compared with the 

discovery processes using the keyword topic profile specification. Experimen-

tal results show that those processes using example page as input can achieve 

higher precision values than the ones using the keyword profile specification. 

The reason for this observation is that all of the text on the example page is 

used as features. More descriptive, detailed features can be obtained from the 

example pages. Effective queries are constructed on behalf of the users. As a 

result, a more meaningful, accurate relevance score for the document found on 
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the W e b can be determined. An experiment was conducted to demonstrate the 

results obtained from our discovery system using the index page topic profile 

specification. The result shows that those discovery processes can have a com-

parative result with the ones using the example page topic profile specification. 

Our system is able to draw the emphasized text on the pages to form descriptive 

features. 

Some experiments were conducted to illustrate the precision improvement 

made by various relevance feedback models. With the positive page feedback, 

there are two feature extraction strategies proposed. The full-text feature ex-

traction, which is treated as a classical strategy, can have improvement on the 

precision values. The improvement made by the page-attribute feature extrac-

tion is even larger. By comparing the memory usage of both relevance feedback 

feature extraction strategies, the page-attribute strategy uses much smaller 

memory usage since only those emphasized text is drawn to become the unique 

features for refining the original topic feature vectors. With such economic 

memory usage and the favorable achievement in precision value improvements, 

the page-attribute relevance feedback achieves a better performance than the 

full-text strategy. 

After the analysis of the experimental results, we focus on the discussion 

about the implementation issues of our discovery system and the observations 
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arose from the discovery processes. The discussions on these issues would be 

helpful for developing a similar discovery system in future. Like other software 

systems, a variety of performance tradeoffs had to be made during the course 

of developing our discovery system. The most important tradeoff that our 

system faced is the balance between the memory or disk usage and the discovery 

time. The most time-intensive and expensive component in our system is the 

Relevance Score Evaluation Process module. In order to save the memory usage, 

various term weights and relevance scores can be calculated during runtime. 

Though the memory space is saved, the discovery time may be elongated as the 

recomputation of those scores takes time. On the other hand, some evaluation 

quantities can be pre-calculated and stored. Running time is shortened but 

memory space is sacrificed. Besides, it can be observed that our system is 

developed to be dynamic so that no prior knowledge is required. Everything is 

fetched during runtime. In this case, the discovery process will depend on the 

network loading of the Internet. This is a common problem that other similar 

discovery tools on the Web have to face. Based on our discovery processes 

and the discovery results, several observations are made. From the results 

obtained through our example page and index page topic profile specifications, 

we observe that most of the discovered pages are "topic-similar" to the profiles. 

This provides more information or suggestions for the users to discover more 
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relevant and similar resources via the relevance feedback. And the keyword 

profile specifications can provide more specific relevant spots for the user's direct 

access. However, those personal or organizational "private homepages" which 

have subordinates with a variety of distinct topics may affect the quality of the 

discovery. Discovery on some current issues and hot topics will have effects on 

the discovery results, as many of those "hot" documents appear on the W e b 

and may have many interconnected hyperlinks. Our discovery can have great 

harvests on those popular topics. 

• 



Chapter 7 

Conclusion 

This chapter summarizes what we have proposed and concludes our research. 

It also suggests a few extensions for our proposed discovery system. 

7.1 The Aim of Our Proposed System 

In recent years, W W W has experienced a gigantic expansion in terms of 

the volume of information and information providers. Efforts making such 

information resources more manageable and accessible are highly in demand. 

Automatic textual analytical tools such as information discovery systems are 

crucial. A Web information discovery system must be able to discover informa-

tion in the large information network of World-Wide Web with the considera-

tion of a tradeoff between two objectives: exploitation and exploration of Web 
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documents. It should also be able to relieve the burden of the users from time-

consuming, frustrating human-guided tasks of browsing and searching. Though 

there exists some searchable engines on the Web, indexing the enormous and 

ever-increasing number ofWeb documents are infeasible. The shortcomings and 

imprecise results from those indexes make the searching tasks less effective. The 

main aim and goal for this research is to fulfill the two objectives and assist the 

users in information discovery from the gigantic W W W in a manageable and 

organized way. 

7.2 The Favorable Features and the Effective-

ness of Our Proposed System 

W e have developed a new approach for discovery information from the 

W W W . Our system is built to fulfill the two discovery objectives mentioned 

above. It traverses the W e b actively, automatically and intelligently. A new 

metric for evaluating the usefulness of the discovered information by analyz-

ing the textual content of the Web pages is developed. This metric takes the 

relevance of hyperlinks into consideration. 

The effectiveness of our system has been already illustrated in Chapter 6. 

Experiments have demonstrated the strength of the example pages and index 

* 
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pages over the keyword-based input. Effective queries can be built from those 

example pages or index pages, which is beneficial for the users when the users 

do not know what should be included in the queries. The side effects made by 

the query constructions to the discovery results can be kept to minimal. Our 

system can provide valid, reachable, unambiguous, related documents without 

requiring the users to formulate the query, but just supply the sample page(s). 

The same rationale has been applied to the relevance feedback handling. The 

system has been shown to be able to learn the user's information need via rele-

vance feedback. The users can optionally provide relevant pages and irrelevant 

pages as the input for the relevance feedback. The user is not required to select 

which keywords are relevant or irrelevant. The page-attribute positive rele-

vance feedback strategy, which is a new way for handling relevance feedback, 

has been investigated. The results have shown that it is a promising way to 

handle relevance feedback on the World-Wide Web environment. Furthermore, 

the system is constructed to be dynamic. The fetching and the evaluations of 

the W e b documents are done at runtime. It does not require any prior knowl-

edge about information need and does not place any restriction on the domain. 

Our system can overcome the shortcomings brought by various information 

indexing systems and search engines. 
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7.3 Future Work 

We have demonstrated that our proposed system addresses to the issues 

concerning with the W W W information discovery. Our next goal is to further 

enhance the system so as to make the system more practical. Some suggestions 

are given are summarized as follows: 

• The discovery results provided by our discovery system are actually an 

accessible list of related documents. Like the index page topic profile 

specification, those discovery results can be recursively submitted to our 

discovery system and more novel related documents can be suggested. 

• The wealth of the thesaurus incorporated with our discovery system can 

he enlarged. Apart from the synonyms which we have already included 

in our thesaurus, other lexical resources like hypnonyms can be provided 

to the thesaurus. This may provide knowledge on the Web exploration. 

• More page attributes from the HTML-written Web documents can be 

collected so as to make the document feature representation more mean-

ingful and descriptive. For example, we may include the textual label of 

the graphical clips on the Web documents as parts of the features. 

• Other machine learning algorithms may be employed in our discovery 

system for handling the user relevance feedbacks. 
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• As the main goal of our discovery system is to serve the users, a more user-

friendly graphical user interface may be necessary. Different languages 

may be handled. 



Appendix A 

List of URLs for the Example 

Pages 

The list below shows the list of URLs for the example pages used in the 

various example page topic profile specifications: 
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Search Topic || URL 
Bicycle http:/ /www.bicycleoutfitter•com/pages/bicycles.htm 
Camera http: / /shuya.ml.org:888/~ zhu/photo/compact/guide.html 
Code Division http: //www. whatis. com/cdma. htm 
Multiple Access 
Computer Game http: //www. c itynet . net/quake. html 
(Quake) 
Computer Vision http: //www. i r i s . swin. edu. au/sergio /cv. html 
CORBA http: //www. whatis. com/corba. htm 
Distributed http: //www. csd.uu. se/~ d93bsp/Parallell/dis_db.html 
Database 
Geographic ht tp : / /h2o . er. usgs. gov/nsdi/pages/what_is_gis. html 
Information 
System 
Global http: //www. orb i ta l . com/Subsidiaries/magellan. html 
Positioning 
System 
Global Systems http: //home • clara. net /hairydog/cel l4. html 
for Mobile 
Communication (a) 
Global Systems http: //www. gsmworld • com/history/history. htm 
for Mobile 
Communication (b) 
Gold Coast http://www.goldcoast.qld.gov.au/tourism.html 
Handheld PC http://www.lgeus.com/hpc/overview.html 
Honda Civic http://www.zoomsporttuning.com/civic.htm 
Honda Motorcycle http: //www • motorcycle. com/mo/mchhonda/cbr900rrJ96. html 
Intelligent Agent http: //www.whatis • com/intellig.htm 
Jeep http://4wd.sofcom.com/Jeep/Jeep.html 
MCSE http://www.whatis.com/mcse.htm 
Moon Apollo h t tp : / / cass . j sc.nasa. gov/pub/expmoon/apolloJLandings. html 
Neural Network (a) http://www.cybernetics.com.au/Technology/Annfm4.htm 
Palmpilot http://palmpilot.3com.com/index.html 
Parallel http://i30www•ira.uka.de/courses/Prozessorzuteilung/links/ 
Computing introduct ions. html 
Silicon Valley http: //www. s i lvalonl ine. com/history • html 
Simulated http://www.ee.mnr/edu" zz/thesis/thesis/nodelO.html 
Annealing 
Sports Car (a) http: / /sunflower.singnet.com.sg/~turbo/ 
Sports Car (b) http://claus-winzer.com/mmal/306.html 
Standard General- http: //www.whatis • com/sgml.htm 
ized Markup 
Language 
Titanic http:/ /www.lib•virginia.edu/cataloging/vnp/titpref.html 
Warcraft http: //www. es. co. nz/~ toosh/war3. htm  

Table A.1: List of URLs for the example pages used in the various example 
page topic profile specifications. 

% ^ _ _ _ ^ ^ ^ ^ ^ ^ ^ ^ _ _ _ ^ ^ ^ ^ ^ _ _ - _ _ ^ ^ ^ ^ ^ ^ ^ ^ ^ — ^ _ ^ ^ ^ — — ^ ^ ^ ^ ^ » ^ ^ ^ ^ ^ ^ ^ ^ M ^ M ^ ^ M ^ ^ M ^ ^ ^ ^ ^ ^ ^ ^ ^ — ^ ^ M ^ M 

http://shuya.ml.org:888/~
http://h2o
http://www.goldcoast.qld.gov.au/tourism.html
http://www.lgeus.com/hpc/overview.html
http://www.zoomsporttuning.com/civic.htm
http://www.whatis
http://4wd.sofcom.com/Jeep/Jeep.html
http://www.whatis.com/mcse.htm
http://cass
http://www.cybernetics.com.au/Technology/Annfm4.htm
http://palmpilot.3com.com/index.html
http://www.ee.mnr/edu
http://sunflower.singnet.com.sg/~turbo/
http://claus-winzer.com/mmal/306.html
http://www.whatis


Appendix B 

List of URLs for the Arbitrarily 

Chosen Index Pages 

The list below shows the list of URLs for the index pages arbitrarily chosen 

from the W W W used in the various index page topic profile specifications: 
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INDEX PAGES ^ 

Search Topic URL 
Australia Travel http: //www.atn. coni.au/links/info.html 
Tourism 
EC with IA http: / /bold.coba.unr.edu/odie/paper.html 
Genetic Algorithm http: //www. astro. gla. ac.uk/users/scott/mystuff/ga.html 
Geographic http: / / taiga.geog•niu.edu/faculty/greene/l inks.html 
Information Filtering http://www . cs .kun.nl / is /research/ f i l ter /references .html 
Intelligent Agent http: / / b o l d . coba.unr. edu/odie/paper.html 
Neural Network (b) http: //www. tra j ecta. com/neural/links. htm 
Photography (b) http://www.mbay.net" cgd/photo/pholinks.htm 
Photography (c) http:/ /www.reflector.msstate.edu/~ j t i f f in /Photol inks.html 
Subaru http: / /sunflower.singnet.com.sg/~ turbo/subaru.htm 
Year 2000 http: //www. y2ktool. com/about. shtml  

Table B.1: List of URLs for the index pages arbitrarily chosen from the W W W 

used in the various index page topic profile specifications. 

• • • • l l l l l l l l l M l l lM l lM I I I I I IM I I IW I I I IWM t l l lW I I BM I l im i l i n iWmB^^ 

http://www.atn
http://bold.coba.unr.edu/odie/paper.html
http://www.cs.kun.nl/is/research/filter/references.html
http://www.mbay.net
http://www.reflector.msstate.edu/~
http://sunflower.singnet.com.sg/~
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