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Abstract 

In this thesis, we apply artificial intelligence learning techniques and statistical analysis 
towards the modeling of human sensation in virtual environments. This work has potential 
impact in a number of areas such as human-machine interaction, virtual reality and robotics. 
We specifically focus on the following important questions: (1) how to efficiently and effec-
tively model the relationship between human sensations and the physical stimuli presented 
to humans, (2) how to validate the human sensation models, (3) when the sensory data size 
gets large, how to reduce the input data size and how to select the information which is 
most important to human sensation modeling, and (4) liow to adjust the stimuli presented to 
individuals based on human sensation such that detrimental effects, both psychological and 
physiological, can be reduced and prevented. 

In order to provide an experimental testbed for the implementation of the proposed learn-
ing and analysis techniques, we develop a full-body motion virtual reality interface, 'The 
Motion-Based Movie System’. The system is capable of recording human sensation while 
the human subjects are participating in the virtual reality journey. We propose using Cas-
cade Neural Networks with Node-Decoupled Extended Kalman Filter Training for modeling 
human sensation in virtual environments. For the purpose of sensation model validation, 
we propose using a stochastic similarity measure based oii Hidden Markov Models to calcu-
late the relative similarity between model-generated sensations and actual human sensations. 
Next, we investigate a number of feature extraction and input selection techniques for reduc-
ing the input data size in human sensation modeling. We propose and develop a new input 
selection method based on Independent Component Analysis, which is capable of reducing 
tlie data size and selecting the stimuli information that is most important to human sen-
sation. Further, we propose and develop a motion trajectory modification scheme which is 
able to modify the stimuli presented to the human subjects based on human sensation. The 
trajectory of the virtual reality motion system is adjusted such that the sensation intensities 
of the human subjects can be prevented from exceeding certain specified appropriate levels. 



在虛擬環境中的人類感覺模型 李家強 

:筒要 

在這論文中，我們應用了人工智能學習技術及統計分析的方法來制作 

人類在虛擬環境中的感覺模型，此項硏究對一些領域例如人機互動，虛擬 

真實及機械人硏究等帶來潛在影響。我們特別專注在下列重要的問題： 

(!)如何能有效實際地模擬人類感覺和在人類身上的物理刺激的關係。 

(2)如何能驗証人類感覺模型的有效性。 

(3)當感覺資料增多時，如何能減少輸入資料的數量及如何選擇對人類感 

覺模型最重要的資料。 

(4)如何跟據人類感覺去調整在人類身上的物理刺激’以致能減少並防止 

在人類心理及生理上所產生的損害性影響。 

爲了對我們提出的學習及分析技巧進行實驗，我們開發了一個名爲「動 

感電影系統」的全人體運動虛擬真實介面，此系統能夠在硏究對象參與虛 

擬真實旅程時記錄他們的感覺。 

我們提出使用級聯人工神經網絡及結點解锅延伸卡爾曼過濾訓練法來 

模擬人類在虛擬環境中的感覺。對於人類感覺模型驗證方面，我們提出使 

用基於隱含馬爾卡夫模型的隨機相似性量度指數來計算實際人類和模型 

所產生出來的感覺的相對相似度。 

接著，我們硏究數個特徵抽取及輸入選擇方法，目的是用作減少人類感 

覺模型輸入資料的數量。我們提出及開發了一種新的基於獨立成份分析的 

輸入選擇方法，它能夠減少資料數量並能選出對人類感覺最重要的刺激資 

料。 

進一步，我們提出及開發了一種改變運動軌跡的方法，它能根據人類感 

覺而改變虛擬真實系統在人類身上的刺激’虛擬真實運動系統的軌跡被改 

變後，人類感覺的強烈程度可以不超越一個指定的合適水平。 
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Chapter 1 

Introduction 

Nowadays, increased processing power has allowed complex real-world applications to be 
lia,ndled by computers and robots. Since humans and machines have different performances in 
various areas, the co-operations between liumans and machines have become more and more 
essential in resolving sophisticated engineering problems. In the development of human-
machine interaction, virtual reality (VR) plays an important role as it actualizes a high level 
of integration between humans and computer generated environments. However, one major 
difference between machines and humans is that human beings have complicated feelings, 
sensations and emotions, while machines do not. Our everyday experience tells us that the 
internal sensations of our body and mind have great impact on our behaviors and intelligent 
skills. If we want to expand the capability of human-machine systems and the extent to 
wliicli lmmans and machines can interact efficiently and safely together, the incorporation of 
computational models of human sensations into the human-computer systems is inevitable. 

1.1 M o t i v a t i o n 

Tlie study of human sensation examines the relationship between input from the world and 
the manner in which people react to it [61]. It is the conscious experience resulting from the 
stimulation of sense organs and sensory areas in the brain. No meaning and interpretation is 
given to the sensory messages, otherwise we'll call it perception. 

One important point we want to make is that we need to distinguish between a physical 
stimulus and the stimulus that is experienced by an observer. For example, the temperature 
ill cin ambient environment is related to the level of background radiation energy, which can 
be measured using a thermometer. The feeling of warmth is the level of radiation that is 
subjectively experienced by the human. However, temperature may sometimes be deceptive 

1 
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related to level of warmth. The relationship between the physical attributes of a stimulus 
and the subjective experience of those attributes is what we are interested in. 

Although bodily sensations often fail to correspond to physical reality, many human reac-
tions are characteristically evoked by these subjective bodily experience. It is natural for us 
to talk about what feels to us to be the case, whether or not it is actually the case in physical 
reality. Tlie understanding of human sensation models would give iis more insights on how 
liiimaiis interact with the physical environment, as well as with robots and computers. 

Virtual reality describes a computer-based generation of an intuitive perceivable and 
experiencible scene of a natural or abstract environment [36]. Hopefully, the synthetic sensory 
experience created by a computer system may one clay be indistinguishable from the real 
world. But at present time the Virtual Environments (VE) generated by the state-of-the-art 
systems can only approximate several attributes of the real world. 

Since virtual environment systems are highly configurable, it has found applications in 
various areas. The success of a system depends heavily on its compatibility with humans. 
Virtual reality is intimately bound to both engineering requirements and human factors, 
which certainly include human sensation. 

Human sensation is extremely complex and everyone has different sensations under differ-
ent situations, so it is difficult to model sensation analytically. Once we have developed the 
human sensation model, it can be transferred to machines. Machines such as robots will have 
t,lie ability to understand how humans feel. Tlie application of models of human sensation 
can also lead to tlie improvement of human-machine interface, because the models can act as 
a tool for the assessment of the quality and effectiveness of different human-machine systems. 

In the case of virtual reality, involvement of human sensation models can improve the 
level of presence in the virtual world. By providing sensation inputs and interaction signals 
which the users are already familiar or feeling comfortable with, the participants will be able 
to adapt to the virtual immersion more easily. 

Cyber-sickness is an important issue of concern in the development of virtual reality 
systems and human sensory conflicts are generally viewed as a major cause [37]. Humans 
may suffer from nausea, sweat palms and dizziness if the sensory signals received from the 
virtual world are not coordinated in tlie appropriate fashion. Modeling of human sensation 
may offer a solution to this problem. Incorporation of human sensation model will also allow 
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us to develop personalized VR systems, based on individual sensation limits and personal 
preferences. Sensation models of human can also provide the realism required in virtual 
human modeling. Simulated agents can become more vivid and life-like. 

1.2 Related W o r k 

A number of approaches have been proposed and implemented in order to model simple 
human sensation. They include empirical formulae, industry standards, fuzzy systems and 
neural networks. 

1.2.1 Empirical Psychophysical Equations 
In the past few decades, many empirical formulae had been proposed by psycho-physicists 
in order to capture tlie relationships between physical stimuli and lmman sensations. The 
famous ones include Weber's Law, Fechiier's Law and Steven's Law [39]. Steven's Law has 
the form : S = aX^, where S is the mean magnitude estimate of the stimulus by the human 
observer, X is the physical measurement of the stimulus, a is a scale factor and b is the 
exponent characteristic of the attribute. 

In psychophysics, we distinguish between two kinds of sensations. 

1. Prothetic Continua : principles of superposition applies at the physical level of descrip-
tion, generating an additive scale with respect to a natural measure of the stimulus 
magnitude. 

2. Methathetic Continua : it involves the substitution of one stimulus in an ordered series 
for another. 

Empirical Laws only applies to Prothetic Continua sensations but not Methathetic Con-
tinua sensations. 
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1.2.2 Industry Standards 
The transportation industry has a history of studying the bodily sensation of passengers 
and drivers. Various standards have been published [30] [20]. Tlie British Standard guide 
BS6841 [12] gives methods for quantifying vibrations and repeated shocks in relation to 
liurnan health interference with activities, discomfort, the probability of vibration perception 
aiicl the incidence of motion sickness. 

It is believed by the developers of the standards that the complex distribution of oscil-
latory motion and the force within the body during whole body vibration produce complex 
sensations. The character of the sensation vary greatly mainly according to the vibration 
frequency and axis. In the standard the term discomfort is applied to the sensation arising 
directly from the vibration. 

Tlie manner in which vibration affects human sensation is dependent on vibration fre-
quency. Different frequency weightings are required for the different axes of vibration and for 
tlie different effects on the body. To characterize the discomfort of the vibrating environment 
by a single quantity, the r.m.s. value is determined by a linear integration of each of the 
frequency-weighted acceleration signals. 

Comfort contours, which relate vibration magnitude to frequency for equal sensation 
are determined for various situations by researchers [19] [11]. The major drawback of this 
approach is that the vibration signals have to be very well behaved, that means the frequency 
and magnitude of vibrations have to be kept constant for a period of time. The assumption 
tliat human sensation intensity is always proportional to the linear weighted sum of the 
individual acceleration components is highly questionable. Also, the weights assigned to each 
axis are determined regardless of the difference between individual persons. 

1.2.3 Fuzzy Logic 
Recently, Fuzzy Logic has become more and more popular in control and human modeling 
applications. In a fuzzy scheme, human can use common linguistic terms (for example, 
"better", "slower") as control inputs to interact with the system. A series of "If-Then" rules 
liave to be specified such that the relationship between the input and output variables can 



1.2 Related Work 5 

be established. 
Berretti, et al. [5] developed a painting database system utilizing fuzzy logic. The qualities 

and spatial arrangements of colors on a painting convey different sensations to observers, such 
as warmth, harmony and excitement. The system uses fiizzy sets to represent low-level region 
properties such as hue, saturation and size. Based on this representation of region properties, 
a formal language and a set of model checking rules are implemented to manipulate (such as 
retrieval and groupings) the paintings in the database based on human's sensation about the 
paintings. 

A fuzzy-controlled residential Heating, Ventilating and Air Conditioning (HVAC) system 
is developed by Hamdi and Lachiver [23]. The system controls the temperature based on the 
human sensation of thermal comfort. The control scheme based on fuzzy criteria regulates 
the thermal comfort-influencing factors to provide thermal comfort in the indoor space. A 
Tliermal Comfort Level (TCL) is calculated from factors including humidity, air velocity and 
activity level of humans, etc. Once the TCL is calculated, it is compared to the user's actual 
thermal sensation in order to improve tlie fuzzy approximation of the specific user's thermal 
comfort level on-line. 

Fiizzy schemes generally perform well in systems witli small input dimensions. Since the 
control functions are actualized through a set of fuzzy "If-Then" rules, the understanding of 
the system model is essential. The "If-Tlien" rules cannot be developed if the relationship 
between the inputs and outputs are not known. If the input dimension of the system is large 
and the relative importance of the inputs are not certain, fuzzy systems may not be suitable. 

1.2.4 Neural Networks 
Neural Networks are famous for their promising performance as function approximators. They 
consist of a large number of interconnected processing elements in an architecture inspired 
by the structure of the cerebral cortex of the brain. Tliey have been applied successfully in 
many areas, including those involve human sensation. 

Jagielski [31] uses neural networks to replicate human aesthetic judgment of binary images. 
The design is based on the belief that the intrinsic value of visual art, though difficult to 
(lefine’ can be learnt by neural networks, which consequently become capable to emulate 
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human aesthetic judgment by learning from examples. 
Rosenblem, et al. [57] developed a radial basis function network architecture that learns 

tlie correlation of facial feature motion patterns and hiiinan emotion. There are three levels in 
tlie architecture which determine motion directions, motions of facial features and emotions, 
respectively. Example pictures of human emotions, siicli as 'happiiiess' and 'fear', are input 
to tlie network for training. The system processes short motion segments and incorporates 
experts rules for analysis of motion sequences. 

Neural networks have also been applied to analyze the response of human under whole 
body vibration. Study has been done by Shiliang, et al. [59] to model the relationship 
between the resonant frequency of the whole human body, human body weight, height and 
vibration level. A feed-forward 3-level network is used for training and response prediction. 

The previous research work discussed above suffers from a number of limitations. First 
of all, human sensation is simply too complex to be modeled by analytical methods, we will 
explain more about this in chapter 2. Iii the experiments above, only a very small number of 
input stimuli are presented to the luimans at one time. Tlie dimension of input stimuli tends 
to be low. Most of the inputs presented to the humans belong to the same kind of sensory 
stimulus. Multi-modal stimuli are in general poorly handle using the linear weighted sum ap-
proach. Also, sensory signals presented are simple and usually well-behaved. For example, in 
t,lie case of full-body vibration, constant vibrations of fixed magnitude and frequency are pre-
sented. In the case of fuzzy room environment control, a constant temperature is maintained. 
Tlie sensory signals supplied in the experiments are not dynamic enough. Furthermore, a 
strong assumption is made about the structure of the sensation model. It is assumed that 
every person reacts to the same stimulus in a similar way. This assumption is reflected in 
the fixed "If-Then" rules used in fuzzy systems and tlie fixed structures in neural networks. 
The inter-personal differences are only encoded in the coefficients of the models. However, 
we believe that both the model parameters and model structure are important in modeling 
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complex human sensation. 

1.3 Organizat ion of Thesis 

Tlie research in modeling human sensation from human data has thus far not addressed 
a number of important issues. Much of the previous work models only sensation caused by 
simple stimuli. In general, the work has not fociissed on abstracting models of dynamic human 
sensations. Therefore, this thesis applies machine learning techniques and statistical analysis 
towards abstracting models of human sensation. It is our contention that such individual-
ba,sed models can be learned efficiently under the situation where the stimuli presented to 
the human subjects are complex, dynamic and multi-dimensional. 

The thesis is organized as follows. In chapter 2, we discuss the design of our experiments. 
Tlie human sensation involved in full-body motion is chosen for study and the nature of this 
sensation in VR is explored. We then describe a full-body motion virtual reality system which 
we have developed - 'the motion-based movie system，. We argue that such a VR simulation 
environment is well suited for our experimentation purpose. The VR system is capable of 
recording the sensation trajectories of the human subjects as they are participating in the 
VR journey. The sensation models aim to capture tlie relationship between their sensation 
and the stimuli presented to them. We will focus on the sensation of excitement experienced 
by the subjects caused by the motion of the VR platform. In order to reduce the size of 
tlie motion stimulus data and to retrieve meaningful information, we present a method to 
segment the trajectories of the motion platform. 

In chapter 3, we propose using an efficient continuous learning framework for model-
ing human sensation that combines cascade neural networks with node-decoupled extended 
Kalman filtering. In order to compare the model-generated human sensation trajectories with 
tlieir respective human sensation, we propose using a stochastic similarity measure, based on 
Hidden Markov Model analysis. Sensation models are trained using sensation data recorded 
from human subjects and motion trajectories of the VR system. The sensation models are 
validated through the use of the HMM-based measure. 

In chapter 4, we study the problem of input reduction in human sensation modeling. 
Since the dimension of the stimuli presented to the hunian subjects can get quite high, it is 
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desirable to reduce the size of the data used for sensation model training. We investigate the 
performance of a number of feature extraction and input selection techniques, which involve 
the employment of principal component analysis and independent component analysis. We 
propose and develop a new input selection method based on independent component analysis, 
which is capable of reducing the data size and selecting the stimuli information that is most 
important to human sensation. 

After we select the motion attributes that are related to the sensation of individuals, in 
chapter 5 we set out to modify the stimuli such that t.he maximum sensation intensity of 
tlie subjects can be controlled. For reasons of safety and enjoyment, we want to modify the 
trajectories of the VR motion system so that the sensation of the participants do not exceed 
a specified appropriate limit. We propose a motion trajectory modification scheme based on 
lmman sensation. The proposed scheme is shown to be able to modify the motion of the VR 
system and lead to the adjustment of sensation of the subjects involved. 

A summary of the contributions of the thesis is given in chapter 6. Possible directions 
that can be taken to increase the sophistication of human sensation modeling are listed in 
this chapter as well. 



Chapter 2 

Experimental Design 

Tlie principle approach to further understanding of the relation between stimulation from 
tlie virtual environments and human sensations has been the systematic laboratory study of 
tlie extent to which variations in virtual stimuli produce changes in subjects' judgment of 
sensations. The sensation invoked by full-body motion in an virtual environment is to be 
investigated in this thesis. 

In tliis chapter, we firstly discuss the nature of human senses and sensations, especially 
tliose related to full-body motion. We liave developed a full-body motion virtual reality 
interface - ‘The Motion-Based Movie System’. We introduce the architecture of the system 
and argue that the system provides a good experimental testbed for the development of human 
sensation models. Since we want to explore the relatioiisliip between human sensation and 
tlie stimuli presented to human subjects, the motion trajectory of the VR platform and the 
level of human sensation are to be recorded. Tlie sensation of excitement experienced by 
tlie human subjects is to be analyzed in the thesis. In order to reduce the data size of the 
trajectories and retrieve meaningful information from the trajectories, we develop a motion 
trajectory segmentation method for data modeling. 

2.1 H u m a n M o t i o n Sense 

In our study, we will concentrate on the sensation caused by full-body motion. There are a 
number of sensory systems inside the human body which are responsible for motion sensing 
and body posture control (orientation and balance). The types of sense, related organs and 
t,lie names of the systems are listed iii table 2.1. In tlie context of full-body movement, 
visual and vestibular systems play the most important role in providing information about 
self-motion to the central nervous system [63]. 

9 
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In order to illustrate the complexity of full-body human motion sense, we will discuss the 
functions of the visual and vestibular systems in some details. The visual system is both a 
sensoi,y system and a motor system. As a sensory system, the eyes can detect the position and 
movement of the head in relation to the surrounding environment and provides information 
aboiit the vertical axis. In its role as a motor system, the visual receptors that sense slipping 
of the retinal image supplement compensatory eye movements through a tracking mechanism 
called the optokinetic reflex. 

The vestibular system can also act as both a sensor system and a motor system [44]. As a 
sensoi.y system, it provides information about the movement of the head and the position of 
the head with respect to gravity and any other acting inertial forces. There are two types of 
sensoi,y organs inside the inner ears. The first of these are the semi-circular canals which can 
(letect the angular velocity of the head. Tliese canals are filled with fluids and hair cells. As 
the head moves, the inertia of the fluid will cause the hair cells to fire neural signals to excite 
tlie vestibular nerves. The firing rate is proportional to the head velocity over the range of 
frequencies in which the liead normally moves, that is 0.5 to 7 Hz. Tliei,e are three canals on 
eadi side of the ear which are aligned mutually perpendicular to eacli other. The two sets of 
ca,nals work complimentarily together in a push-pull relationship. This arrangement allows 
tlie system to detect both forward and backward head rotation in 3-D space. The second type 
of vestibular sensory organ is the otolith organ. There are two otolith organs associated with 
each set ofsemi-circular canals. They provide information about linear acceleration and head 
tilt with respect to the gravitational axis. The saccular otolith provides information about 
vertical linear acceleration and the utricular otolith responds to horizontal acceleration. 

Ambiguity can occur in body motion sensing. For example, head rotation detected by 
the semi-circular canals can be caused by a head movement on the neck or a body movement 
011 the waist. Information from other sensory systems, such as the visual or proprioceptive 
systems, will be required to resolve these ambiguities when they occur. In general, the semi-
circiilar canals are most sensitive to fast head movements and the otoliths responds best to 
slow movements. 

If a free seat is used to move in the re or y body axis, the threshold for detection of tilt 
from the vertical is on the order of 2 degrees. The perception of angular motion varies with 
frequencies, falling at around 0.2 log iinit/deca.de between 0.1 and 1.0 Hz, and falling at -1 
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log unit/decade below 0.1 Hz. The common peak angular velocity for passive nodding of 
t,lie head, such as the motions that occur during running or walking, is about ±lOdeg/sec. 
Transient movements lasting less than 10 seconds with a change in angular velocity below 
roughly 2deg/sec, or peak acceleration below roughly O.Obm/sec^, may be undetected. 

Physiological System Sensor Parameters 
Visual Eyes Position 
Vestibular Inner Ear Tilt Angle 

•Semi-Circular Canals Angular Velocity 
•Otoliths Linear Acceleration 

Somatosensory Skin Pressure 
Proprioceptive *Tendons Muscle Tension 

•Muscles Muscle Length 
•Joints Joint Angle 

Auditory Ear Sound 
Table 2.1: Types of Humaii Motion Sense 

Early studies carried out by the researchers in the transportation industry were mainly 
concerned with the effects of varying the vibration frequency presented to the subjects. Recent 
studies have investigated more complex conditions, including multiple-frequency vibration, 
multiple-axis vibration and shock [20]. These investigations involve systematic study of the 
effect caused by individual vibration variables. However, they have generally been limited to 
only a few conditions. The range and complexity of the motion variables (eg. frequency, axis, 
duration), together with other inter-dependence in the virtual environments, make it difficult 
to establish a model of human sensation, especially when individual variability is taken into 
account. 

The difference in judgment of sensation that occurs between individuals should be ex-
pected to be of great importance. For example, the relative sensation caused by two motions 
can be very different in two different subjects. However, tliere have been very few studies in 
inter-subject variability. One consequence of the large variability is that the judgment of any 
one subject cannot be relied upon to optimize the virtual environment system to be used by 
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others. 
In the investigation of human sensation in virtual environments, there are a number of 

factors we may need to consider in terms of inter-subject variability : 

1. Body Size : For both male and female it has been reported that larger subjects tend 
to be relatively less sensitive to motions with low frequencies less than 6 Hz, and more 
sensitive to high frequencies of vertical motions [21]. There is also a lower sensitivity 
in larger subjects for roll, pitch and yaw motions [52 . 

2. Body Dynamics : The greater the transmission of motion to the head, the greater 
the subject's sensation to motion [21]. Human bodies have resonant frequencies range 
between 4Hz to 7Hz, depending on the mass distribution of the bodies [59]. 

3. Age and Gender : It has been reported that there is no significant difference in sensation 
of motion for subjects with different age [22] and gender [52]. 

4. Personality : Healey[25] reported a study of motion sensation iii which personality was 
found to have no effect oii judgment. However. Bennett [4] found that personality had 
an effect on physiological reactions during exposure to full-body motion. Subjects with 
an internal lociis of control have higher heart rates than subjects with an external locus 
of control. 

2.2 Fu l l -Body M o t i o n V i r t u a l Real i ty System 

Based on the discussions in the previous section, it is clear that modeling the human sensation 
of full-body motion is not an easy task. Also, full-body motion system is commonly regarded 
as one of the most challenging VR interface technologies to be developed. One example 
of a full-body motion interface is motion-based movie iii which the participants are moved 
through a VE in a vehicle (figure 2.1). 

In such an application, the participants watch a movie while sitting on a motion plat-
form. The motion in the movie and the movements generated by the motion platform are 
coordinated to provide a sense of excitement to the audience [6 . 

Such a passive VR application is chosen for study because of the following reasons : 
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Figure 2.1: Motion-Based Movie System 

1. A motion platform can generate various kinds of full-body movements, which lead to 
different kinds of internal bodily sensation at various intensities. 

2. Since we are interested in modeling human sensation, which is not a skill, but a reflection 
of bodily feeling over a period of time, complex control and manipulation operations 
will distract the humans' attention away from their internal feelings. 

3. Passive motion interfaces will continue to play an important role in training simulations 
and entertainment applications. The techniques involved in dealing with passive VR 
systems will allow the more general purposed and complex VR systems to be developed. 

Oiir motion-based movie system consists of two main parts : 

• the motion platform system 

• the movie system 
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Figure 2.2: Experimental Setup 

1. The motion platform system is capable of generating body movements to the audience. 
The motion platform is a parallel mechanism with 3 degrees of freedom : roll, pitch 
and heave. The motion platform is actuated by hydraulic piimps. The motion ranges 
of the platform are ±22 degrees in roll, 士18 degrees in pitch and 0 — 420mm in heave. 
The motion of the platform is controlled by a 486 lOOMHz PC. Sensors are installed 
on the platform, enabling the system to record tlie joint positions, tilt angles, angular 
velocities and linear accelerations of the platform. The kinematic model of the motion 
platform is described in Appendix A. 

2. The movie system is composed of a multi-media Pentium III PC and a digital projector. 
It can play digital media such as VCD, DVD and other media files which are readable 
by a PC. The movie is projected on the screen in front of the motion platform. The 
synchronization between the platform motion and the movie is achieved through the 
communication channel between the movie control PC and the motion control PC. Tlie 
communication ensures that the movie and the platform motion start at the same time. 
For any movie, we can use a teach pendant (figure 2.3) to record the platform motion 
sucli that the platform motion is synchronized with the movie motion. The mechanical 
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structure of the teach pendant is built to be a scaled down version of the original motion 
platform. The trajectory can be saved to a file and allowed for replay. 

• 

Figure 2.3: Teach Pendant 

2.3 H u m a n Sensation Measure 

Tlie experience generated by the VR system can evoke different kinds of bodily feelings at 
various intensities. In such an entertainment application, we would like to concentrate on the 
feeling of excitement experienced by the users. 

Our main objective is to study the various motion-related factors affecting the sensation 
of excitement and to quantify human sensation such that platform motion can be controlled 
to : 

1. provide suitable levels of excitement and enjoyment 

2. prevent human health from being affected 

3. maintain human task performance in some other interactive VR systems 
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It is preferable to ask subjects to judge the sensation they actually experience. Therefore 
we phrase the judgment as to emphasize the subjective sensations and to avoid words that 
ma,y relate only to the physical magnitude of the stimulus. Method of Scaling can be used to 
determine the extent to which sensation changes when the physical magnitude of the stimulus 
is altered. 

There are two approaches in the method of scaling : the 'absolute，method and the 
'relative' method [39]. In the (absolute’ method, subjects use a rating scale to describe their 
sensations (eg. 'slightly uncomfortable', ‘uncomfortable’，'very uncomfortable', etc.). The 
'relative' technique is most usually restricted to the laboratory with a single subject judging 
each stimulus separately and pairs of stimuli are compared. 

For our application, the absolute method is more suitable because of a number of reasons. 
Firstly, the stimulus of the motion platform will be presented to the subjects in a continuous 
manner for a long period of time, instead of in short separate segments. Secondly, we would 
like to record the sensation of the subjects as the stimulus are presented to them in real-time. 
Thirdly, the ‘absolute，method is easy to use in both the real and virtual environments, and 
many subjects can make their response at the same time. 

Input devices are developed to record the level of excitement experienced by the users 
as tlie they are participating in the motion-based movie journey (figure 2.4). The device 
is a liand-held box with a simple linear variable resistor mounted on it. The participants 
are instructed to push the knob along the track to indicate the current level of excitement 
experienced. The level of excitement marked on the device include : Not Exciting, A Bit 
Exciting, Exciting, Very Exciting and Too Exciting. 

The level of excitement will be recorded by the motion control PC as the participants are 
watching the motion-based movie. The discrete scale is shown in linguistic terms for easy 
comprehension for humans. However, for the purpose of sensation modeling, the actual data 
will be recorded in a continuous scale and normalized to be within [-1,1]. 

2.4 T ra jec to ry Segmentat ion 

Tlie servo loop of the motion platform is running at lOOHz. For a normal 5 minute movie, we 
will get around 90000 points of position data for the three DOFs. If velocity and acceleration 
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Figure 2.4: Level of Excitement Input Device. 

a,i,e also considered, the data size will be three times of that size. In order to reduce the size 
of the data to be processed and to retrieve meaningful information from the signal, we want 
to segment the trajectory data. 

One characteristic we observe from this motion-based movie application is that at the 
point in time when there is a distinct motion event occurring on the screen, the roll, pitch 
01、heave trajectory will change direction. For example, when there is a sudden turning in 
tlie path of the vehicle or the vehicle crashes onto some obstacles, the motion platform will 
always change its direction of motion. In order to consider the inter-axis relation, we segment 
tlie trajectory data at the position turning point of either roll, pitch or height. A segment 
begins at a turning point of a DOF curve (velocity=0) and ends at the next point in time 
when one of the DOFs' velocity reaches 0. 

In general, for d DOFs, the number of types of segment s is 

5 = 2d X 2知1 + 2d X (2d - 2) X 2^-2 (2.1) 

The first term, 2d x 2^~^, shows the number of possible segments formed by the change 
in the same degree of freedom, while the second term, 2d x {2d 一 2) x 2^"^, represents the 
segments formed by the change of motion in two different degrees of freedom. 
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Figure 2.5 shows the 16 types of segment in the 2-DOF case. The first kind of segment 

starts from a local minima in roll and ends with a local maxima in roll. It is a segment in 

which the platform is rolling to the left and pitching down. In seglnent 7, the segment starts 

at a local minima in pitch and ends with a local maxima in pitch. The platform is pitching 

up and rolling right. For Segment 11, it starts with a maxilna in roll and ends with a maxima 

in pitch. During this segment, the platform is rolling to the left and pitching down at the 

san1e time. 

Start End Motion Start End Motion 

1 
~ ~ roll right 9 

~ ~ roll right 
roll roll :~pitch down roll pitch pitch down 

2 
~ ~ roll left 

10 
~ ~ roll right 

roll roll (pitch down roll pitch pitch up 

3 
~ ~ roll right 

11 ~ ~ 
roll left 

roll roll (pitch up) roll pitch pitch down 

4 ~ 
~ roll left 

12 
~ ~ roll left 

roll roll (pitch up) roll pitch pitch up 

5 
~ ~ pitch down 

13 
~ ~ pitch down 

pitch pitch (roll left) pitch roll roll left 

6 
~ ~ pitch up 

14 
~ ~ pitch down 

pitch pitch (roll left) pitch roll roll right 

7 
~ ~ pitch dowl 

15 
~ ~ pitch up 

pitch pitch (roll right) pitch roll roll left 

8 ~ 
~ pitch up 16 ~ ~ pitch up 

pitch pitch (roll right) pitch roll roll right 

Figure 2.5: Types of Segment in the 2-DOF case. 

For each segment, the following data are recorded for n10deling: 

• Segment type 

• Segment length (in time) 

• Maximum roll angle, velocity and acceleration 

• Maximum pitch angle, velocity and acceleration 
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• Maximum vertical velocity and acceleration 

In our body, we do not have sensory organ for the measurement of absolute height. With-
out any reference with the ambient environment, the participants on the platform generally 
do not know how high the platform actually is. Therefore, we assume that the absolute height 
does not contribute to the level of excitement. 

For our 3-DOF motion platform, there are a total of 60 different kinds of trajectory 
segment (figures 2.6 and 2.7). For each segment, there are 10 different data elements. These 
clata elements will be used as inputs to the computational model of human sensation. 

In this chapter, we have reviewed the complexity of human sense related to full-body 
motion. Our full-body motion VR interface is designed to act as an experimental testbed for 
the ideas we propose in the coming chapters. The sensation experienced by the participants 
chiring the VR journey can be recorded by the system. The segmented platform motion 
trajectories and the sensation data are used for the development of human sensation models. 
In the next chapter, we will discuss the design and validation of such models. 
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一 Start End Motion 一 Start End Motion 
1 V ^ ^ ~ \ , !ol,l ' jglit� , , � v ^ X " X m()ve 叩 ,, ,丨 (pilch tlown) Q , ^ / \ (pitch up) 

roll roll (move up) 、乂 h e a v e h e a v e (mll left) ^ \ ^ X " \ , !'"',' n:ght \ _ y ^ y ^ \ move up 2 „ ,, (pitch clown) 2 0 , , \ (pitch up̂  rol l roll (move down) ^ ^ h e a v e h e a v e (mii right) 
^ \ ^ / ^ roll i.ight y > ^ \ V ^ move down 
3 M / , , \ (pitch up) 0 ； \ , v (pitch down) 

rol l roll (move iip) 二丄 h e a v e h e a v e (mll lei"t) 
^ V ^ X~~\ '•"" ''glH X ~ \ \ ^ y move down 4 II “ (pitchup) 2 2 , , (pitchdown) l.OlI roll (movedown) � “ heave heave (roll right) 
产 / ^ ~ \ \ ^ roll lelt y/̂ ~~~\ V ^ niove down 
5 ^ ,, ,, (pitch down) 2 3 , \ , (pitch up) 
J roll roll (m(mMip) L J h e a v e h e a v e (mll left) , / ^ ^ \ ^ , r()l,l 'eft � ^ , X X V ^ move down 6 „ ,, {pitch clown) 9 4 ； \ , (pitch#) roll roll (move down) ^ ^ h e a v e h e a v e (mll righi) 
1 X ^ V ^ /oililen \ _ y X ^ rollright 
7 , , „ (pitch Iip) 9 S „ z \ pitch dbwn roll roll (moveiip) i J roll pitch hm)vew) 
0 X X V x ^ r(.)llleft V / / V / rollright 8 „ ,, (pitch up) 2 6 M � pitch up roll roll (move down) ^ ^ roll p i t c h (move up) 

V ^ X X P't̂ ji tl"wn X ^ X X '"ll lc<"t 
9 、 , 、 u roll nght) 2 7 ,, . nilch down p i t c h p i t c h (move i i p ) 么, roll p i t c h (move up) 
,八 V ^ X X pitch down ^ \ \ y mil left 
1 0 V , ••丨 j'-ol' '-'2ht) 2 8 ,, X ^ p i t c h w 

� " p i t c h p i t c h (move c W n ) 二。 roll p i t c h (move up) V ^ / ^ pitchclown V ^ V ^ pitch clown 11 � i • ‘ : （mllldt) 2 9 , „ roll left p i t c h p i t c h (move i i p ) 乙〕 p i t c h roll (move up) 
1 � V ^ X " X Pit '̂id"w'i V ^ y ^ ~ \ pitch down 12 •, , -, K (i-olilftt) 3 0 X ,, roli right p i t c h p i t c h (movc down) ^ ^ p l t c h rol l (moveup) 
, ^ X X V ^ l̂ ifchun X ^ v ^ pitch up 
1 3 „ : , ^ u •, . ( r o l l n g : i t ) 3 1 , . \ „ m l I lei t p i t c h p i t c h (move Iip) J 1 p i t ch rol l (move up) 
1/1 y ^ \ V ^ ,P i !Fh . i "、 M / ^ X X pitch up 14 � . . , (rolli.ig.it) ^ 9 ^ \ z \ |-oilricKt 1，pitch pitch (moveJown) 乂 pitch roll (movetp) 
’ c ^ ^ ^ ^ ^ P'tcjV'|\ ’ � V ^ X X roll right 15 „:,^u , � ; � trolI left) 3 3 / . \ pitch dWn P' tch p i t c h (move up) ^ ^ roll p i t c h (imwe down) 
1^ X X V ^ P'l̂ ]V'j?̂  ^A V ^ \ ^ mllright 16 � | � | (roll leit) J 4 „ pitch up P' tcn p i t c h (movc down) roll p i t c h (niove down) 
17 y 广 ( p l X c 5 L ) ^ 八 八 , S L ' 5 S w n 
“ h e a v e heave (roll lef t)丄，rol l pitch (lZ!l d = ) 
1 8 V ^ y ^ \ , !"»ve u p 、 ^ , X " X V ^ mlI left 10 , ； �(pitch down) l̂ f^ , � • pitcliui:> neave heave (mlli-ight) ^ ^ roll pitch (inove down) 

Figure 2.6: Types of Segment in the 3-DOF case (1). 
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Start End Motion Start End Motion 
"'-/ "'-/ pitch dow n 

55 ~ "'-/ pitch up 
37 roll lel"t move down 

pi tch ro ll (move up) pitch heave (roll left) 

"'-/ ~ pitch down 
56 ~ ~ 

pitch up 
38 ro ll ri ght move uf pi tch roll (move up) pitch heave (roll left 

~ "'-/ pitch up "'-/ "'-/ move lip 
39 roll left 57 ro ll left 

pitch roll (move LI p) heave roll (pitch up) 

~ ~ pitch lIh 
58 "'-/ ~ move lip 

40 ro ll ri (~ 1t roll ricrht 
pitch roll (move ~lp) heave roll (pitchbllp) 

"'-/ "'-/ ro ll r~ht ~ "'-/ move down 
41 move own 59 roll left 

roll heave (pitch up) heave roll (pitch lip) 

"'-/ ~ ro ll right ~ ~ move down 
42 move li p 60 roll right 

roll heave (pi tch LIp) heave roll (nit·h In) 

~ "'-/ roll left "'-/ "'-/ move lip 
43 move down 61 fitch lip 

roll heave (pitch LI p) heave pitch roll right) 

~ ~ ro ll left "'-/ ~ move up 
44 move li p 62 pitch down 

roll heave (pitch li p) heave pitch (roll right) 

"'-/ "'-/ pi tch down ~ "'-/ move down 
45 move down 63 pi tch u~ pitch heave (roll ri ght) heave pi tch (roll rig t) 

"'-/ ~ pi tch down ~ ~ move down 
46 move li p 64 ~1itch down pitch heave (roll ri ght) heave pitch roll right) 

47 ~ "'-/ pi tch lip 
65 "'-/ "'-/ move lip 

move down mlllett 
pitch heave (roll right) heave ro ll (pitch down) 

48 ~ ~ 
pitch li p 

66 "'-/ ~ move lip 

pitch heave 
move li p 

heave roll 
roll ri8ht 

(roll ri ght) (pitch own) 

"'-/ "'-/ ro ll ri ~ht 67 ~ "'-/ move down 
49 roll heave 

move town 
heave ro ll 

roll left 
(pitch dow n) (pitch down) 

"'-/ 
~ 

ro ll right ~ ~ move down 
50 move li p 68 roll right 

roll (pitch down) heave roll (pitch down) 

~ "'-/ ro ll left "'-/ "'-/ move up 
51 move dow n 69 ~1itch lift roll heave pitch down) heave pitch rol l le t) 

~ ~ ro ll left "'-/ ~ move lip 
52 roll heave 

move li p 70 heave pitch fitch down 
pi tch dow n) roll left) 

"'-/ "'-/ pitch down ~ "'-/ move down 
53 move down 71 pitch lI) pitch heave (roll left) heave pitch (roll left 

54 "'-/ ~ pitch down ~ ~ move down 
move lip 72 ~itch down pitch heave (roll left) heave jJi tch roll left) 

Figure 2.7: Types of Segn1ent in the 3-D OF case (2). 



Chapter 3 

Learning and Validation of Human 

Sensation Models 

We propose using Cascade Neural Network (CNN) with Node-Decoupled Extended Kalman 

Filter (NDEKF) training for modeling human sensation in virtual environments. This type of 

neural network outperforms other traditional networks in our application because the cascade 

neural network is flexible in its architecture and NDEKF training has the property of fast 

convergence. 

In order to establish the degree to which the sensation model is able to capture the char­

acteristics of human sensation, it is important that we n1easure the relative similarity between 

the original human sensation data and the sensation outputs of the models. For model val­

idation, we propose using a stochastic similarity measure based on Hidden Markov Model 

(HMM) analysis for comparing the sensation trajectories of humans and trained sensation 

n1odels. 

In this chapter, we explain the architecture and training process of the cascade neural 

network. The dynamic nature of human sensation can be modeled using the network by 

including historic inputs in the training. Two subjects participate in the activity of our 

virtual environment systeln and their sensations are recorded and Inodeled. The effect of 

trajectory segmentation in the modeling process is then demonstrated. Finally, we discuss 

th HMM-based similarity measure scheme for comparing stochastic and dynamic trajectories 

of human sensation. This similarity n1easure is used to COlnpare the sensation data of human 

and trained models. 

22 
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3.1 Cascade Neura l Networks 

It is well known that artificial neural networks are capable of capturing the complex non-
linear mappings between input and output data of unknown systems [56] [24]. There are 
two main drawbacks associated with the traditional fixed-structured neural networks. First, 
the structure of the network, including the number of hidden neurons and the nature of the 
activation functions, is very difficult to determine. Second, traditional training schemes, such 
as back-propagation and other gradient descent algorithms, converge slowly. 

Ill order to capture the characteristics of human sensation into a computational model, 
we need to specify two things. The first is the structure of the model. The second is the 
parameters of the model. However, all of the previous sensation modeiing techniques only 
addressed the parameter issue. Here we want to point out that both the model structure and 
parameters are equally important in modeling human sensation. 

Based on the above belief, we propose using Cascade Neural Network (CNN) [13] [14] as a 
modeling tool for human sensation. Cascade neural networks have been successfully applied 
ill modeling human control strategies in simulated vehicle driving [50] and in controlling 
a single wheel robot [66]. It differs from the rest of the network models in a number of 
aspects. The network structure and size are not fixed, but dynamically adjusting during the 
training process. The final network size is minimized, because the network starts from the 
minimal size and gradually increases in size as the training continues. Training stops when 
tlie network size has reached a given level or the desired performance is achieved. It also 
allows the existence of different kinds of activation functions. 

In the network training aspect, Node-Decoupled Extended Kalman Filtering (NDEKF) 
is applied. 

The cascade neural network is trained by following the steps below (figure 3.1): 

1. No hidden unit is installed in the network in the beginning. The weights of the input 
aiid output nodes are trained first, thereby capturing the linear relationship between 
the input and output nodes. 

2. If there is no further decrease in the RMS error, one hidden unit will be added to the 
network from a pool of candidate units. 
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3. Qiiickprop [15] algorithm will be used to train the candidate units, using different 
random initial weights. The candidate units are trained independently and in parallel. 

4. If there is no further decrease in the RMS error, the best candidate unit will be installed 
in the network. 

5. Freeze the input weights to the new hidden unit and train the weights to the output 
unit. Freezing the input weights of all previous hidden units in the training is equivalent 
to training a 3-layered feedforward network with only one hidden unit. It allows for 
faster convergence. 

6. The above steps are repeated until the RMS error is low enough or the number of 
hidden units has reached a specified value. 

/ o \ ^ \ ^ ^ 

⑩ 〇 © © 參 
Bias Unit Input Unit Firsl Hidden Unit Second Hidden Unil Output Unit 

Figure 3.1: Cascade Neural Network 

New hidden units receive connections from all input units as well as all previous hidden 
units, that is why the network is named as cascade neiiral network. 

Assume that a cascade network has riin input units (including bias unit), n,, hidden units 
aiid rio output units, the total number of connection in the network n,,，is : 

. nw = riinUo + rih{nin + n � ) + (7?,/,, + l)nn/2 ( 3 . l ) 
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For a given network node, the kind of activation function which gives the best performance 
will be installed. During the training process, the kind of activation function which reduces 
t,lie RMS error the most is selected. The available types of activation functions include 
Sigmoid, Gaussian, Bessel, and sinusoids of va,rious frequencies [48]. 

In general extended Kalman filtering, there is a conditional error covariance matrix which 
stores the interdependence of each pair of weights in the network. NDEKF simplifies the 
algorithm by considering only the interdependence of weights that feed into the same node. 
By iteratively training one hidden unit at a time and then freezing that unit's weights, the 
detrimental effect of node-decoupling is minimized. 

The NDEKF weight-update recursion is given by ： 

^Ui = ^i + {{^iY{A,ik)m (3.2) 

where (k is the 77o-dimensional error vector for the current training pattern, ^{ is the n � -
diinensional vector of partial-derivatives of the network's output unit signal with respect to 
t,he ?"" unit's net input, and c^ is the input-side weight vector of length nj^ at iteration k 
foi. unit i G {0,1, ...,72o}. i = 0 corresponds to the current hidden imit being trained, and 
i € {1, . . . ， n o } corresponds to the i ^ output unit, and, 

4 = Pia (3.3) 
- 打 ， 1 

4 = ' + 5 ^ a ) T « [ « ’ ( v 4 ) n (3.4) 
- i=0 � . 

P “ i = ^ - { ( « ) ^ ( A , ^ ) } [ 0 ^ ^ ) ^ ] + , / Q / (3.5) 
H = iVvp)I (3.6) 

where ^ is the r^^-dimensional input vector for the i " � u n i t , and P[ is the r ^ x n j ^ approximate 
conditional error covariance matrix for the ？：认 unit. Parameter ijQ (0.0001) is included in 
equation (3.5) to alleviate singularity problems for error covariance matrices [54]. 

Tlie cascade neural network has a number of advantages. Since the network gradually 
organizes its structure to optimize the performance, no a priori model assumption about 
lmman sensation is required. Network size is minimized as it grows from a simple two layer 
network. It possesses good sensation function approximation properties. In NDEKF training, 
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only part of the network is trained at any one time, so it converges within fewer number of 
training epochs compared to the traditional quick-prop algorithm. The final RMS error is 
better than quick-prop training in an order of magnitude difference. 

3.1.1 Dynamic Mapping 
T]ie cascade architecture only approximates a static mapping between the motion input and 
sensation output. However, the human sensation function is dynamic. The current level of 
sensation is dependent on the level of sensation experienced a short period ago. In general, 
aiiy unknown dynamic system can be approximated by providing a set of time history data 
46]. Therefore, we approximate this dynamic system by a difference equation ： 

i2(fc + l) = r [ i2(AO’f((A:- l )”" ,^A;-n„)’ (3.7) 
x{k),x{k-l),...,x{k-n^)] 

where T{) is some non-linear map, u{k) is the sensation level at time k, x{k) is the sensory 
stimulus at time k. 7½ and n^ are the orders of the dynamic system. 

At any given time, the sensation output is a function of the current motion input and 
sensation level, as well as some previous motion inputs and sensation levels. In our exper-
iments, 3 sets of previous segment data are included in the modeling, which gives a total 
input dimension of 40. 

3.2 Exper imenta l T ra jec to ry Da ta 

In our experiments, we adopt a sample movie and produce the corresponding platform motion 
trajectory using the teach pendant. We ask two persons to participate in the VR journey 
aiid let them record the level of excitement. 
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Roll Trajectory of Movie 1 
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Figure 3.2: Platform Trajectory for the Movie 
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Figures 3.2 shows the roll, pitch and height trajectories o f the motion platform during the 
movie journey. The movie is about 4 minutes long and each DOF contains about 24000 data 
points. The straight horizontal segments at both ends and in the middle of the trajectories 
represent the time during when the motion platform is placed at rest without any motion. 

Figure 3.3 shows the sensation record of subject 1 during the VR movie journey. The 
sensation data is normalized between -1 and 1. When the knob of the sensation input device 
is pushed to the top, the sensation level is 1. And when the knob of the sensation input device 
is pushed to the bottom, the sensation level is -1. At the beginning of the movie, subject 
1 feels very excited. When the platform stops, the subject does not have any sensation of 
excitement. 

Figures 3.4 and 3.5 are generated from two different sensation models trained from the 
data of subject 1. 

All of the activation functions selected during the training are sine functions. There are 
a total of 15 hidden imits in the network. 

The model outputs do not diverge and can follow the trajectory of the original human 
sensation data. When the human sensation input is constant, there are some fluctuations 
above and below the curve. Tlie cascade neural network model is able to capture the stochastic 
properties of the human response and reveal it in the output. When the human data is 
changing fast, the model output matches it quite closely. 

Figure 3.6 shows the human excitement response for subject 2 in the movie. For the 
same platform trajectory, it is apparent that different people have very different sensation 
responses. Two separate models are also trained to capture the sensation. The models 
perform quite well as long as the platform keeps moving and the sensation keeps changing 
(figures 3.7 and 3.8). 
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Figure 3.5: Sensation Trajectory of Model 2 of Subject 1 
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Xrfĉ jfeJClory e>taomorit rslciitil̂ car 

Figure 3.6: Sensation Trajectory of Subject 2 
1 . 5 • 1 1 1 1 1 • • • • • I 

1 L-QE <>f mode_ 1 of subject 2 1 

1- i | : | ^ J 1 i d |W ^H ' r ^ : -
o . & - V • V ‘ fl A M -

.. y fi i : ̂ , / ti I 
^ o - 1 ••• • I 广 ' I J l ^ -

' - V ^^--- ^ : P t o -
— 1‘，0 (SO 1 0 0 1 s o 2 0 0 t>f50 r*OC> 3 5 0 ^ 0 0 4 5 0 5 0 0 

r rrtje>c::1orv Sr>r̂ fjinoi it rsj* irnl>or 

Figure 3.7: Sensation Trajectory of Model 1 of Subject 2 
1 .£5 1 1 1 , , , , , 

f l - Q E of m o d e l 2 of sutoJeot 2 | 

1- | : | r a y I ljk M k | A^ -

^ : : P : _ i ( 1 1 ^ 1 | 囊 1 : : : 

- : 1 丨 | : _ _ [ 婦 " : 霄 _ : 
—1 . £3 LJ 1 1 1 1 1 i 1 • • 

0 50 1 00 1 SO 200 2GO 3C>0 3SO 400 450 SOO 
Tre*joctory S»gmertt Ni."nb<^r 

Figure 3.8: Sensation Trajectory of Model 2 of Subject 2 
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3.3 Effect of Tra jec tory Segmentat ion 

The movie is about 4 minutes long and the original motion trajectory has a length of about 
24000 groups of data. After segmentation, the trajectory length is reduced to 471. Figure 
3.10 shows the sensation output of a model trained using the original unsegmented trajectory 
of subject 1. Compared to the original sensation of subject 1 and the outputs of the models 
trained using the segmented data, the modeling capability of the system trained using the 
original raw data is very weak. Based on the result of the model, it is clear that the data 
segmentation technique not only can reduce the input data size, but it also improves the 
modeling capability. 
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Figure 3.9: Original Sensation Trajectory of Subject 1 

L-OE of s3cit>joct 1 <movl*9 .1) roocit^l tre%mltnocJ l)v cJ«t« wltHocit »«jrMi~«orite«tion 
1 . £3 - I ‘ •• -， 1 , 

: y M i u i i t t i k k i i : 

: • • * f f p p ^ : 

—1 . G ^ • ‘ 1 
0 0.5 1 1 .Hi 2 2.S 

Xr«j»ctory F>olr*t ^ 10: 

Figure 3.10: Trajectory of Model Trained by Unsegmented Motion Data 
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3.4 M o d e l Va l idat ion 

Tlie main strength of modeling human sensation by learning is that no explicit physical human 
model is needed. That means we can model the reaction of human even though we have not 
yet had enough psychological and biological understanding about the process. However, the 
lack of scientific justification of the learnt models may detract from the confidence we can 
sliow in the outputs. In order to measure the level to which huinan and model-generated 
trajectories are similar, we need to perform model validation. Since the human sensation 
models are learnt from experimental data, we must independently verify and validate the 
computed models' fidelity to the source human data. It is desirable to compare the similarity 
between the overall system trajectories, not just the similarity between individual training 
patterns. Validations have to be done across human and human, model and model, and 
hninan and model. 
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Figure 3.11: Hidden Markov Model 

The human sensation trajectories are dynamic, nonlinear, stochastic and long. The 
Hiclden-Markov-Model-based similarity measure scheme developed in [49] is employed to 
c,oinpare the similarity between different sensation trajectories. HMMs are doubly stochastic 
trainable statistical models [55]. No a priori assumption is made about the statistical dis-
tribution of the data, and a high degree of sequential structure can be encoded within the 
HMM model. HMMs have been widely used in the areas of signal processing [38] and speech 
recognition [26]. Yang and Xu applied HMMs to open-loop skill learning [64] and gesture 
recognition [65]. The HMM-based similarity measure scheme performs better than the Bayes 
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optimal classifier and the fast Fourier transform based spectral classifier [50]. 
Figure 3.11 shows the structure o f a H M M . A Hidden Markov Model consists o f n different 

states and can move between different states according to probabilistic transitions. At each 
state, an output symbol will be randomly produced. Tlie HMM A can be specified by 3 
matrices. 

X = {A,B,n} (3.8) 

A is the n x n state transition matrix which shows the probability of transition between 
different states at any given state. B is the L x n output probability matrix which shows 
the probability of producing L different output symbols at any given state, ir is the n-length 
initial state probability distribution vector. For a given A, it is capable of producing a series 
of output symbols which we call observation sequence 0. 

There are two operations we can do using HMM iii our model validation. 

• Train a HMM A given an observation sequence - that is to maximize P{X\0) using the 
Baum-Welch Expectation Maximization Algorithm. 

• Calculate the probability that a given observation sequence 0 is generated from a HMM 
model A - that is to calculate P(0 |A) using the Forward-Backward Algorithm. 

3.5 S imi la r i t y Measure 

The similarity measure a between two observation sequences Oi, O2 are calculated using 
equations (3.9) and (3.10). Equation (3.10) shows the probability of the observation sequence 
()i given model Aj, normalized with respect to the sequence length T. The power and log 
operations are applied to prevent the data underflow problem. 

帆 仏 ) = 廳 （3.9) 

P, j = 10'_，丨_ (3.10) 

Equations (3.11) to (3.13) show the properties of this similarity measure. 

a ( 0 i , 0 2 ) = a ( O 2 , O 1 ) ( 3 . 1 1 ) 
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0 < a{OuO2) < 1 (3.12) 
a ( O 1 ,O2) = 1 if and only if Ai = \飞 (3.13) 

The human sensation data and the model-generated data are both real-valued. The real-
va,liiecl da ta are converted into sequence of discrete symbols by data preprocessing. The 
preprocessing include a number of steps : 1) normalization, 2) spectral conversion, 3) power 
spectral density (PSD) estimation and 4) vector quantization. 

1. Normalization 
In the normalization step, the data is scaled such that it is ranged between -1 and 1. 
The scale factor for a given dimension has to be the same. 

2. Spectral Conversion 
After normalization, spectral conversion is performed on the data. The data is seg-
mented into possibly overlapping window frames. Hamming window is applied to each 
frame to minimize spectral leakage caused by data windowing [53]. We then use Discrete 
Fourier Transform to convert the real vector to complex vector. 
The Hamming window transform T^{) maps a fc-length real vector y 二 [yiy2---Vk]^ to 
a A;-length real vector h. 

h = T f j { y ) = [Hm H2y2 …Hfcyfc] ,where (3.14) 
Hp = 0.54 - 0.46cos「卞―—/)] , p € { l ’ 2 � . . , f c } (3.15) 

• A/ ~~"丄 

Tlie Discrete Fourier Transform Tp() maps a A>length real vector y 二 [yiy2---Vk]^ to a 
A;-length complex vector z. 

乏 - T H y ) = [Fo{y) F ,{y)…i^fc—i(?7) ] ’where (3.16) 
k-l 

Fp{y) = L?A7+ie2^_A，pe{0, l” . . ’ fc — l}. (3.17) 
q=0 

3. Power Spectral Density 
The Power Spectral Density estimate produces a feature matr ix for the Hamming-
Fourier t ransform and is defined as : 

P M f ) = [PHFo{f) PHFi(f) ... PifF(fc/2)(/)],where (3.18) 
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PHFo(f) = ^ (3.19) J^ss 
PHFp{f) = ^ ^化/”！“ + ！九-”！‘勺’厂^^’之，…’人：/之—丄} ( 3 . 2 0 ) 

^ss 
PHFik/2)(f) = ^ ^ , a n d (3.21) 

J^SS 
k Hss - k Y M (3.22) <7=1 

We define two unity transforms 

Ph{y) = Th{y) = y. and let (3.23) 
y[rM = [?" ?/r+l …？A+fc — l]T (3.24) 

be the fc-lengtli segment, beginning at element r , for the i-length vector y. Define the 
vector-to-matrix transform : 

“ P : ^ { T ; { y [ i M ] ) }-
%^.M]) (y )=尸;{巧约糾，。】)}��{F,FF,G}. (3.25) 

P;{T;{y[2k,^iM])} 

Given a matrix U = [ui u2 … ^ d ] , let's define the matrix-to-matrix transform 
rpmm (\ ^{HkiM])^'-

K^k_(y) = [ T ( = [ h , _ ( C i ) ^^,[...3])(^-2)…r(rD,[t’i，^(--D)]’(3.26) 
^ = Wi ^2 …WD]， ^ d ^ { F , H F , G ) , d ^ { l X - . D ) (3.27) 

The spectral conversion and PSD estimation can be expressed as, 

V'i = T ( 7 ^ i ’ — ) ( � ) ’ (3.28) 

where the input is a t„ x D matrix U^ and the output is a T„ x K matrix V^. 

Tn = floor ( ^ ^ ^ + 1 ) , K = E (Ki/2 + l ) + 5 ] K i . (3.29) 
M ^,ie{F,HF} ^,i=G 

The integer constants K,i > ^2 > 0 define the length of each window frame as Kj_ and 
the window overlap as K2 — Ki. 
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4. Vector Quantization 
In this step, we convert the feature vector V into L discrete symbols, where L is the 
number of output observable symbols in the Hidden Markov Model. Let V = {i)"}, t 6 
{1, 2，...，T„}, n e {1, 2, ...，iV} denote the set of feature vectors, where v^ is the 产 row 
of the i>th feature matrix. In vector quantization, the many v" are replaced with L 
prototype vectors Q i = {gJ , 1 G {1, 2,..., L}, known as the codebook, such that the 
total distortion D{V, Qi) is minimized over all feature vectors, where 

D{V,QL) = Y . m m d { v ^ A l ) . and d{v^',qi) = {qi — v]') • {qi - v^) (3.30) 
n,t 

The quantization is performed by using the LBG vector quantization algorithm [42]. 
Given a codebook size of L = 2"\ m. € {0,1,2...}, tlie algorithm can be stopped at an 
appropriate level of discretization for the available data. 
Given a trained VQ codebook Q i , the feature vectors V^ can be converted into a 
sequence of discrete symbols On = {o", c>2,...，碎,.}. 

On = n^(v"，Qzj = p ^ w ’ Q i j , n ^ < ? ( ^ , Q i j , . . . ’ T k(^，Q L ) } ( 3 . 3 i ) 
where o；̂  = T{^Q(vnQi) = i n d e x [ m , n f ^ ( _ (3.32) 

Tlie quantized sequences of human sensation data will be used to train HMMs for 
similarity measure. 
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Figure 3.12: Conversion of Human Sensation Trajectory to a Sequence of Discrete Symbols 
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3.6 S imi la r i ty Measure Results 

Using the HMM-based similarity measure scheme, we are able to calculate the relative sim-
ilarity between the human sensation data and the machine-generated sensation data. Table 
3.1 shows the results for the similarity measure between the model outputs and the human 
outputs. 

Subject 1 Subject 2 Subject 1 Subject 1 Subject 2 Subject 2 
Model 1 Model 2 Model 1 Model 2 

Subject 1 1 0.183 0.320 0.388 0.183 0.098 
Subject 2 0.183 1 0.140 0.107 0.286 0.266 

Sub 1 Model 1 0.320 0.140 1 0.659 0.264 0.181 
Sub 1 Model 2 0.388 0.107 0.659 1 0.180 0.220 
Sub 2 Model 1 0.183 0.286 0.264 0.180 1 0417 

Sub 2 Model 2 0.098 0.266 0.181 0.220 0.417 1 
Table 3.1: Similarity Measure Result 

Here we have 6 sensation trajectories (figures 3.3 to 3.8) : the sensation trajectory of 
subject 1’ the sensation trajectory of subject 2, the output of first model of subject 1, the 
output of second model of subject 1, the output of first model of subject 2 and the output of 
tlie second model of subject 2. The diagonal elements are 1 because the similarity measure 
between the same trajectory is always 1. 

Prom the table, we can see that the sensation data of the human subjects have the highest 
similarity values with the outputs of the corresponding trained models. It is exactly what we 
expect. For example, in column one, the human data of subject 1 closely matches with the 
output of its two models. We can see that model 2 performs a bit better than model 1. For 
the second model of subject 2 (final column), it has the highest similarity measure with the 
sensation trajectory of subject 2 and the output of the first model of subject 2. A particular 
individual's models not only match the sensation data of that individual, but also exhibit a 
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lesser degree of similarity with another individual's sensation data. We can conclude that 
tlie HMM-based similarity measure has successfully indicated the relative similarity between 
tlie human sensation data and the modeled sensation data. 

The models of subject 1 capture the characteristics of the original human sensation better 
than the models of subjects 2 do. This difference is due to the modeling capability of the 
cascade neural network. The cascade neural network tends to model continuous data better 
tlian data with switching and discontinuity. As we can see from figures 3.3 to 3.8, there 
is more discontinuity in the sensation trajectory of subject 2 than subject 1. Therefore, 
ill tlie case of subject 2, discontinuity in the clata causes similar inputs to be mapped to 
radically different outputs. This problem not only appears in cascade neural network, but in 
all continuous function approximators (figure 3.13). However, in the application of human 
sensation recording, the detrimental effect introduced is still acceptable. ^ ¾ - ^ 

\ Sensation 

^^ " " ^V .^ Oiilput 

Physical ^ " " v ^ ^ Space 

Stimulus ^ " " * > N ^ 

y r y ^:"^ 
Figure 3.13: Discontinuity Causes Similar Motion Inputs to be Mapped to Different Sensation 
Outputs 

111 summary, we have developed a framework for the learning and validation of human 
sensation models. Cascade neural networks are able to capture the essence of human sensation 
ill virtual environments and the similarity measure based on Hidden Markov Models are 
capable of revealing the relative similarities between the sensation trajectories of humans 
and trained models. In the next chapter, we will study the problem of data reduction for 
human sensation modeling. The performance of the sensation models trained by the reduced 
set of data will be evaluated by the similarity measure discussed. 



Chapter 4 

Input Reduction for Human Sensation 

Modeling 

In the previous chapter, we investigated a method for modeling the relationship between 
virtual motion inputs and human sensation outputs. The performance pf the models can be 
validated using a similarity measure based on Hidden Markov Models. In modeling human 
sensation, it is possible that the dimension of inputs presented to the human be very high. 
In this chapter, we will consider a number of input selection and feature extraction methods 
which can reduce the size of the stimulus inputs for modeling human sensation. 

We firstly apply Principal Component Analysis (PCA) as an input extraction technique for 
sensation modeling, then Independent Component Analysis (ICA) is introduced. Independent 
component analysis is to be used both for input selection and feature extraction. A novel 
technique of input selection using ICA is verified oii a classic set of statistical sample, the 
furnace data. All the input reduction methods are applied on the human sensation data 
obtained on the full-body motion VR system and the performance of the techniques are 
compared using the HMM-based similarity measure. 

Experimental results show that the ICA-based input selection scheme is capable of im-
proving the modeling performance of the computational sensation systems and reducing the 
input dimension by 60%. 

4.1 I n t r o d u c t i o n 

Although the physical stimuli presented to the participants in the virtual environments can 
be well under control, the amount of perceptual data received by the humans are still very 
large. In terms of human sensation modeling, that means the dimension of inputs of the 

40 
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sensation model can be very high. Therefore it is desirable to reduce the dimension of the 
sensation inputs in the modeling process in order to reduce the computational complexity 
and memory requirements. 

It is suggested that the goal of biological sensory coding in the brain is to transform the 
input signals such that the redundancy between the inputs can be reduced [2]. Motivated by 
the results in neurosciences, Independent Component Analysis is shown to be a possible tool 
for extracting features from sensory data. The effect produced by Independent Component 
Analysis can be interpreted as dimension reduction in the sense that the mutual information 
ill the transformed components are minimized [41]. 

In the following sections, we will propose using a fixed point algorithm for Independent 
Component Analysis to reduce the dimension of the inputs to the sensation modeling process. 
Tlie sensation output of a human participant and those of the sensation models will be 
compared using the HMM-based similarity measure scheme. 

4.2 I n p u t Reduct ion 

Input Reduction (or Data Reduction) refers to the process which reduces the amount of data 
input to a system such that most of the intrinsic information content of data can be retained. 
In the context of human sensation modeling, that means we want to reduce the size of the 
virtual environmental stimulus input to the model while keeping the model output similar to 
the actual human sensation levels. 

The subject of input reduction is concerned with the mathematical tool for reducing 
the dimensionality of pattern representation. Pattern descriptors constituting the lower-
dimensional representation are referred to as features because of their fundamental role in 
characterizing the distinguishing properties of pattern classes. 

There are two different ways to categorize methods of data reduction. The first one is 
model-based vs model-free [7] and the second way is feature extraction vs input selection 
[32]. Model-based methods usually involve selecting a model, choosing the inputs to use, 
optimizing the parameters and measure the performance. A test procedure is designed to 
choose the subsets of inputs to use based on the performance results. Model-free methods 
are based on performing a statistical test between the subsets of input variables and the 
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desired outputs from the model. In this chapter, we will focus on input reduction by feature 
extraction and input selection. 

In modeling human sensation, it is important to form an appropriate set of inputs which 
are required by the models, so that the performance of the models can be optimized in some 
sense. If too much inputs are used in tlie modeling process, many problems may occur. The 
purpose of input selection and feature extraction in human sensation modeling is multifold. 
Firstly, as the input size gets large, tlie sensation models become more complex and the 
resources requirements, such as memory, will increase significantly. Secondly, if large amount 
of unrequired inputs are present, learning and model training will become more difficult. 
Unrequired inputs may cause the models to misconverge to inappropriate positions and reduce 
the accuracy of the models. Thirdly, large input sets tend to create larger models. If two 
models of different sizes are giving comparable results, the structure and nature of the more 
complex model is more difficult to analyze and understand. Fourthly, as the complexity of a 
sensation model and the complexity of the virtual reality system implementation grow rapidly 
with the number of dimensions of the stimuli input space, it is important to base decision 
only on the most essential discriminatory information conveyed by the features. Fifthly, 
compressing the modeling information may facilitate a considerable reduction in the required 
communication-channel capacity. Sixthly, identification of stimuli measurement which are 
redundant or irrelevant with regard to a particular sensation modeling task is important 
for reducing the overall cost of measurement extraction. Finally, a useful by-product of 
feature evaluation is that it provides the means for assessing the potential of a given stimulus 
representation space for discriminating between elements of different sensation levels. If the 
sensation overlap is too high even in the stimulus representation space, then new sources of 
stimulus information will need to be sought to enhance sensation level separability. 

4.3 Feature Ex t rac t i on and I n p u t Selection 

Data reduction methods can be classified into two different approaches : feature extraction 
and input selection. 

Input selection, also known as variable selection, selects a subset of variables from an 
original set of available variables. A number of methods have been proposed to tackle the 
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problem of input selection, mainly contributed by the statisticians iii the pattern recognition 
area. Floating search method [45] finds a sub-optimal set that is near to the optimal solution. 
Some variable selection methods utilizing neural networks have also been developed recently 
[9]. To the input selection problem, there is no optimal and generally applicable solution 
exists. Depending on the understanding of the problem, some methods may be more suit-
able for an application under certain conditions than other methods. The problem of input 
selection is one of selecting a small subset of d inputs XjJ 二 1，2’...’ d, out of the available D 
measurements j|k,k = l ,2 , . . . ,D . The redundant ancl irrelevant stimulus measurements are 
simply ignored (figure 4.1). 

Feature extraction transforms a set of inputs into a lower-dimensional feature space. The 
compression is achieved by a mapping process the goal ofwhich is to project useful information 
contained in the original observations onto a very few composite feature variables, while 
ignoring redundant and irrelevant information. The transformation can be either linear or 
non-linear (figure 4.2). The computational load of the modeling would be shifted from the 
classification stage to the feature extraction stage. One of the most famous schemes of feature 
extraction is Principal Component Analysis [33]. 
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4.4 Feature Ex t rac t ion Using Pr inc ipa l Component 

Analysis 

Principal Component Analysis (PCA) is a popular feature extraction technique for creating 
new variables wliicli are linear combination of the original variables [33]. The new variables 
are iincorrelatecl among themselves. 

Geometrically, tlie objective of PCA is to identify a set of orthogonal axes called the prin-
cipal components. The new variables (principal component scores) are formed by projecting 
tlie original variables on the principal components. 

q i = u > n X i + W12X2 + … + w i p X p ( 4 . 1 ) 

q2 = W^21-^1 + ^f22^2 + …+ W2pXp 

Qm = WpiXi + Wp2X2 + ... + WppXp 

where x1,x2,..., Xm are the original variables, q1,q2,…’ Qm are the m principal components 
and Wij is the weight of the 产 variable for the i ^ principal components. 

The transformation is performed such that the first new variable accounts for the max-
imum variance in the data. The second new variable accounts for the maximum variance 
wliich has not been accounted for by the first variable. In general, the 沪 new variable 
accounts for the maximum variance which has not been accounted for by the p - 1 variables. 

When PCA is used as a tool for feature extraction, we determine how many new variables 
ai-e retained for analysis. The sum of the variances of the new variables not used to represent 
the data can be considered as a measure of the loss of information in the dimension reduction 
process. 

Let X denote an m-dimensional random vector representing the original data having a 
mean of zero. If X has a non-zero mean, its mean is subtracted from it before proceeding 
with the analysis. Let q denote a unit vector of dimension m. X is to be projected on q and 
this projection can be defined by the inner product between these two vectors. 

^ = XTq = q T x (4.2) 
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The norm of q is assumed to be 1. 

Id = {q^q)-^ = 1 (4.3) 

The projection A is also a random variable with a mean of zero. Its mean and variance 
are related to the statistics of X. 

E[A] = E[X] = q^E[X] = 0 (4.4) 

The variance of A is the same as its mean-square value. 

"2 - E[A'] (4.5) 
=E[{q^X){X^q)] 
=q^E[XX^]q 
=qTRq 

The m-by-m matrix R is the correlation matrix of the random vector X. The next step 
is to find out those vectors q along which the variance of A has extremal or stationary values. 
The question can be transformed into an eigenvalue problem. 

Rq = Ag (4.6) 
The correlation matrix R is symmetric and the eigenvalues are real and non-negative. 

Let the eigenvalues of the m-by-m matrix R be denoted by Ai,>̂ 2,...,入爪 and the associated 
eigenvectors be denoted by g1,q2,--.,qm-

Rqj = X:jqj j = l , 2 , . . . ,m (4.7) 
To compute the dimensionality reduction of some input data, the eigenvalues and eigen-

vectors of the correlation matrix of the input data vector are first calculated. The original 
data are then projected onto the subspace spanned by the eigenvectors belonging to the 
clominant eigenvalues. 

In general, the weights Wij assigned to the original variables Xi are affected by the relative 
variance of the variables. The original data is standardized before PCA because we do not 
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want the relative variance to affect the weight. The variance of each variable is made to one 
because there is no compelling reason to believe that any one motion factor is more important 
tlian others in forming the principal components. And a motion factor should not receive an 
artificially higher weight due to the variance in its intensity. 

There are originally 40 motion variables in oiir motion data. Tliey are transformed into 
40 principal components. The first 17 PCs are selected. They cover 81% of the total variance 
of tlie data set. The 17 transformed vectors and the human sensation data of subject 1 are 
used as training data for the sensation models. Three models are trained (figures 4.3 to 4.5) 
and the similarity values against the original human data (table 4.1) are as follows : 

Model Number Similarity 
1 0.0033 
2 0.0130 
3 0.0132 

Table 4.1: Model Similarity Measure Result for Motion Data Reduced by PCA Feature 
Extraction 

Tlie performance is worse than the models trained by the original unreduced data. 
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4.5 Independent Component Analysis 

We propose using Independent Component Analysis (ICA) to reduce the dimension of the 
motion trajectory inputs for human sensation modeling. Independent Component Analysis is 
a statistical method which transforms an observed multi-dimensional vector into components 
tliat are statistically as independent as possible. 

ICA has been applied in a number of areas, including blind source separation, biomedical 
analysis and image processing. Blind source separation is the classical application of the 
ICA model [35]. One well known example of blind source separation is the cocktail party 
problem. Assume that several people are speaking simultaneously in the same room, as in 
a, cocktail party. Then the problem is to separate the voices of the different speakers, using 
i.ecoi.dings of the microphones in the room [40]. Electroencephalographic (EEG) recordings 
are one example of using ICA for biomedical signal processing [62]. ICA algorithms have been 
extended to investigate task-related human brain activity in functional Magnetic Resonance 
Imaging (fMRI) data [43]. ICA is applied because this method can segregate overlapping 
neural activities into independent components. It is assumed that those biomedical data are 
summed approximately linearly and are temporally independent. In image processing, Bell 
and Sejnowski suggested that ICA can be used to extract features (filters) from natural scenes 
tliat are localized edge detectors [3]. Gray, et al. demonstrated the successful use of ICA 
filters as features in face recognition tasks and lipreading tasks [18]. 

The variables xi and x2 are said to be independent if the value of xi does not give any 
information of the value of x2, and vice versa. Let's denote by p{x1,x2) the joint probability 
density function (pdf) of xi and x2, and by pi{xi) the marginal pdfof xi : 

Pi{xi) = J p(x1,x2)dx2, (4.8) 

a.ii(l similarly for x2. xi and x2 are independent if and only if the joint pdf is factorizable in 
tlie following way: 

P{xux2) ==P1{x1)p2{x2). (4.9) 
Tlie definition extends for any number n of random variables and the joint density will be a 
product of n terms. 

Tlie underlying m time-varying factors are represented by Si{t),i = l , . . . ,m (the source) 
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and the n-dimension trajectory of the motion platform is denoted by Xj{t)J = l , . . . , n {the 
observed data), t is the discrete time and 5i(t)'s are thought to be independent sources of 
information. We suppose that both the independent sources and the observed data have zero 
mean. Since the relationship between the source and tlie observed data is assumed linear, 
the process can be represented by : 

Xj{t) = YlaijSi{t) (4.10) 
i 

where aij are the mixing coefficients which describe the influence of the independent 
components on the observed data. 

Using vector-matrix notation, the above relation can be expressed as : 

x(t) = As{t) (4.11) 

where x(t) denotes the platform trajectory data vector with elements xj(t), s(t) denotes the 
underlying independent component vector with elements Si(t) and A is the mixing matrix 
with elements a(). 

Tlie independent components are latent variables, which means that they cannot be di-
i'e(:tly observed. The basic idea of ICA is to estimate s and A using the observed x, based 
011 the assumption that the elements of the vector s are statistically independent. It is also 
assumed that the independent components have non-gaussian distributions. 

A fixed-point algorithm is employed for independent component analysis [28]. In this 
algorithm, we do not need to know the number m of the underlying factors in advance. 
Firstly, the vector x is centered, that is to subtract its mean so as to make x's mean equals 
to zero. Secondly, the centered x is whitened, x is transformed linearly to x ' so that its 
components are uncorrelated and their variances equal unity. This step is achieved by using 
Principal Component Analysis and the transformation is always possible. Elements with 
small variance can be removed from the original data and the dimension of the data can be 
reduced. After the whitening process, we get 

m = BV(0 (4.12) 

where B is an orthogonal square matrix and the problem is simplified. 
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4.5.1 Measure of Gaussianity 
Based on the concepts of information theory, the entropy of a random variable measures 
tlie level of information that the observation of the variable gives. For equal variances, the 
random variable which has the highest entropy is gaiissian. Entropy H is defined for a discrete 
random variable Y whose density is P() as 

H{Y) = - [ P{Y = a^)logP{Y = ai) (4.13) 
i 

wliere a^ are tlie possible values of Y. 
There are a number of method to measure the gaussianity of a random variable for ICA 

estimation. Here we will discuss three of them : Kurtosis, Negentropy and the approximation 
c)f Negentropy. 

The traditional measure of non-gaussianity is kurtosis or the fourth-order cumulant. The 
kurtosis of y is defined by : 

kurt(y) = E{y^)-2>(E{y^]f (4.14) 

Typically non-gaussianity is measured by the absolute value of kurtosis. It is zero for a gaus-
sian variable and greater than zero for non-gaiissian variables. Kurtosis has some drawbacks 
ill practice, especially when its value has to be estimated from a measured sample. The 
main problem is that kurtosis can be very sensitive to outliers [27]. Its value may depend on 
only a few observations in the tails of its distribution, wliich may be erroneous or irrelevant 
observation. In other words, kurtosis is not a robust measure of gaussianity. 

The second non-gaussianity measure is negentropy, which is defined as : 

J(y) = H(ygauss ) -H(y) (4.15) 

where ygauss is a gaussian random variable of the the same covariance matrix as y. Negentropy 
is always non-negative and is invariant for invertible linear transformation. It is in some sense 
the optimal estimator of gaussianity [10] but it is computationally very difficult. Estimation 
of negentropy using the definition will require the use of the pdf, therefore a more simple 
estimation of gaussianity is desirable. 

The third non-gaussianity measure is the approximation of negentropy based on maximum-
eiitropy principle [29]. A simple approximation of the negentropy J of random variable y is 
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of the form : 
J{y)^[E{g(y)]-E{g{u))f (4.16) 

where g{) is any non-quadratic function, u is a standardized gaussian variable of zero mean 
and unit variance and E{] is the expected value. 

Equation (11) can now be used as a robust contrast function in the ICA algorithm with 

g{u) = tanh(au) (4.17) 

where 1 < a < 2. 

4.5.2 The Fixed Point ICA Algorithm 
The goal of the ICA algorithm is to search for a linear combination of the prewhitened data 
^'i{t), where y = iu^x'{t), such that the iiegentropy (non-gaussiaiiity) is maximized, w is 
assumed to be bounded to have norm of 1 and g' is the derivative of g. The fixed point 
algorithm [28] is as follows : 

1. Generate an initial random vector w^-i, k = 1 

2. wk = E{x'g(wl_,x')} 一 E{g'{wl_,x')]wk-i 

3. 'Wk = 'Wk/WwkW 

4. Stop if converged (||u;fc - u;fc_i|| is smaller than certain defined threshold). Otherwise, 
increment k by 1 and return to step 2. 

If the process converges successfully, the vector iVf̂ , produced can be converted to one 
()f the underlying independent components by iu lx ' ( t ) , t = l ,2 , . . . ,m. Due to the whitening 
process, the columns of B are orthonormal. By projecting the current estimates on the 
subspace orthogonal to the columns of the matrix B which are found previously, we are able 
t.o retrieve the components one after the other. Using this approach, the knowledge about 
the sensation model is not required. 

Tlie algorithm of ICA adopted has a number of desirable properties. Firstly, under the 
assumption of the data model, the convergence is cubic, or least quadratic. This is in contrast 
to the ordinary gradient descent method [17], which has a slow convergence speed. Secondly, 
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the algorithm is easy to use because there is no step size parameter to choose. Thirdly, 
tlie algorithm can find independent components of any non-gaussian distribution using any 
non-linearity g. Fourthly, the performance of the algorithm can be optimized by choosing 
a suitable non-linearity g. Fifthly, The ICs can be estimated one-by-one. This method can 
reduce the computational load in the case where only a number of the ICs are needed to 
be estimated. Finally, this algorithm enjoys most of the benefits of the traditional neural 
approaches : it is parallel, distributed, computationally simple and requires little memory 
space. 

4.6 I n p u t Reduct ion Using Independent Compo-

nent Analysis 

Tlii.ee different kinds of ICA processing methods are applied to the motion data. In the 
fii,st experiment, the results of ICA are directly used as inputs of the modeling process. 
Independent variables are used for training and the total number of input variables are 
retained. In the second part, ICA is applied as a feature extraction technique. The data 
size is reduced and the ICs which cover the majority of the variances are used as model 
inputs. Finally, we propose using ICA for selecting a subset of inputs from the original set of 
iiiputs. The proposed input selection scheme is verified by applying it on a classic statistical 
data set, the furnace data. Then the method is performed on the motion data for reduction. 
Tlii,ee models are produced using the data processed by each of the above approaches. The 
sensation outputs of the trained models are compared using the Hidden-Markov-Model-based 
similarity measure. The performance of the processing methods can be evaluated based on 
the relative similarity between the outputs of the sensation models and the original sensation 
data of the subject. 

4.6.1 ICA Without Dimension Reduction 
Tlie fixed-point ICA algorithm is applied to the motion data to convert the original data into 
iriutually independent vectors. The number of dimension of the motion data is not changed 
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after the process. The dimension of the data remains 40. 100% of the non-zero eigenvalues 
are retained. The information carried by each vector is independent of all the other vectors. 
In the ICA transformation, the values of the eigenvalues ranges from 0.510131 to 0.00540708. 

Three sensation models are trained using the transformed vectors and the sensation data 
of subject 1. Figures 4.6 to 4.8 are generated from the sensation models trained from the 
data processed by ICA without dimension reduction. 

Model Number Similarity 
1 0.0398 
2 0.0256 
3 0.0172 

Table 4.2: Model Similarity Measure Result for Motion Data Processed by ICA Without 
Input Reduction 

The similarity between the original human sensation and the outputs o f the models trained 
using motion data processed by ICA without input reduction is shown in table 4.2. 
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4.6.2 Feature Extraction Using ICA 
The original 10 input components without time-shifting are reduced into 4 principal com-
ponents in the whitening step. The trajectory data of the platform is then projected onto 
tlie subspace spanned by these 4 principal components. Less than 30% of the energy of the 
original data is removed in the process. 4 independent components are retrieved using the 
fixed-point ICA algorithm. These 4 independent components are then time-shifted to obtain 
3 more groups of time history data for sensation modeling according to equation (3.7). The 
total sensory input dimension is reduced from 40 to 16. Figures 4.9 to 4.11 are generated 
from the sensation models trained from the features extracted using ICA. The similarity be-
tween the original human sensation and the outputs of the models trained using the feature 
extracted by ICA with input reduction is shown in table 4.3. 

Model Number Similarity 
1 0.1316 
2 0.1116 

3 0.1126 
Ta,l)le 4.3: Model Similarity Measure Result for Motion Data Reduced by ICA Feature Ex-
traction 
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4.6.3 Input Selection Using ICA 
In this part of the experiment, ICA is used as a technique for input selection. Prom the 
above discussions of ICA, we know that the independent components S{S can be linearly 
transformed to the original variables through the multiplication of the mixing matrix A 
(equation (4.11)). 

Columns of the matrix A can be viewed as individual features, with each column rep-
resenting one feature. Independent component Si is the coefficient of the î ^ feature in the 
original observed data x. Any one column of A represents the contribution of a particular 
IC to all Xî s. For example, the second column of matrix A describes the influence of the 
second IC to the original variables. 

Each original variable has a linear relationship with a number of independent components 
aii(l in general certain ICs would have stronger influence on particular variables. Based on 
this property, we can classify the variables according to the weights in the mixing matrix. 

The input selection process is as follows : 

1. Perform ICA on the motion data and tlie sensation variable. 

2. Determine the feature which has the highest influence on the sensation output variable. 

3. Select the motion variables which are also heavily dependent on the IC of the selected 
feature. 

A feature is selected if its weight which relates to the human sensation variable is larger 
than or equal to a certain feature selection threshold e. Among the variables in the selected 
feature, if the weights have values higher than or equal to an input selection threshold 77, the 
corresponding inputs will be selected. The values of the thresholds are application dependent. 
The selected inputs variables have high correlation with the sensation output because they 
are all dependent on the same independent source of information. 

Mathematically speaking, A is the mixing matrix of the ICA model. The size of A is 
(n + 1) X (n + 1) where n is the number of motion inputs to the sensation model and the 
1 represents the single output of the sensation model, a(j denotes the element of matrix A 
where i G {l ,2 , ".,n + 1} and j G {l ,2, ...,n + 1}. 
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Let C G g^(",+i)xi represents the set. of column vectors of A. Assume that K is the set of 
selected features and a feature column kj is selected from C if its element related to sensation 
level is higher than or equal to the feature selection threshold e. 

K = {kj e 3R("+i)xi|~ G C and |a(„+i)j.| > e} (4.18) 
Let Upq be the elements of the q^ selected column features, where p e {1,2,..., n}. And 

we further let L denote the set of selected inputs from tlie original set of inputs I. An input 
lp is selected if the corresponding element in the selected feature column is higher than or 
equal to the input selection threshold 77. 

L = {lp e / | \up,\ > 7/} (4.19) 

4.6.4 Applying Input Selection by ICA on the Furnace Data 
Our input selection method based on ICA is tested on a well-known problem of system 
identification given by Box and Jenkins [8]. Tlie process to be modeled involves a gas furnace. 
Tlie single input i(t) to the model is the input gas feedrate and the single output o(t) is the 
corresponding CO2 concentration(%) coming out from the furnace. The continuous data 
representing the dynamics of the system contains 296 pairs of data in the form [z(t); o(t)]. In 
order to extract the dynamic process model we arrange a candidate input set of 11 variables 
in the form [i{t),i(t - l),...i{t — 6),o(t - l) , . . . ,o(t - 4)]’ which include the current input, 4 
elements in the output history and 6 elements from the input history. The original input and 
output of the furnace are shown in figures 4.12 and 4.13. 

Tlie furnace data is modeled using cascade neural networks. The original set of candidate 
inputs is modeled first. Three models are trained and tliey contained 15 hidden units. The 
outputs of the three trained models are shown in figures 4.14 to 4.16. The similarity between 
tlie original furnace output and the outputs of the three models is shown in table 4.4. 
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Figure 4.12: Original Input of Furnace 
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Figure 4.13: Original Output of Furnace 

Model Number Similarity 
1 0.3655 
2 0.5196 
3 0.3244 

Table 4.4: Furnace Similarity Measure Result for Model Trained Using Full Set of Candidate 
Inputs 
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Figure 4.16: Furnace Model 3’ Trained Using Full Set of Candidate Inputs 
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The proposed input selection scheme based on ICA is performed on the furnace data 
set. Three ICA models are produced from the candidate input set and the output data. 
Tlie furnace data are converted into independent components and the procedure outlined 
ill section 4.6.3 is applied to select the suitable inputs from the candidate input set. The 
selected inputs in the three different ICA models are shown in table 4.5. Three different 
cascade neural network models are trained using each of the three selected input sets. The 
outputs of the models are shown in figures 4.17 to 4.25. The trained cascade neural networks 
have 6 hidden units each. The similarity values between the original furnace output and the 
outputs of the models trained using the selected inputs are shown in table 4.6. It can be 
seen that the input selection method not only is able to reduce the level of inputs, but it also 
increases the similarity between the model outputs and the original output. 

ICA Model Number Selected Inputs 
1 i{t),i{t-i),o{t-3),o{t-2) 
2 i{t — 4), i(t — 5), o{t - 2), o{t — 3), o(t - 4) 
3 i(t-2),i(t-6),o(t-3),o(t-4) 

Table 4.5: Inputs Selected for the Furnace Model Using ICA 

Model 1 Model 2 Model 3 
Selected Input Set 1 0.4519 0.5422 0.5973 
Selected Input Set 2 0.4892 0.6500 0.6692 
Selected Input Set 3 0.5722 0.8892 0.4879 

Table 4.6: Furnace Model Similarity Measure Result for Inputs Selected by ICA 
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Figure 4.18: Output of Furnace Model 2 Trained Using ICA-Selected Input Set 1 
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Figure 4.19: Output of Furnace Model 3 Trained Using ICA-Selected Input Set 1 
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Figure 4.20: Output of Furnace Model 1 Trained Using ICA-Selected Input Set 2 
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Figure 4.21: Output of Furnace Model 2 Trained Using ICA-Selected Input Set 2 
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Figure 4.19: Output of Furnace Model 3 Trained Using ICA-Selected Input Set 1 
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Figure 4.23: Output of Furnace Model 1 Trained Using ICA-Selected Input Set 3 
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Figure 4.24: Output of Furnace Model 2 Gained Using ICA-Selected Input Set 3 
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Figure 4.19: Output of Furnace Model 3 Trained Using ICA-Selected Input Set 1 
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4.6.5 Applying Input Selection by ICA to Sensation Modeling 
Tlie ICA-based input selection method is applied to the motion and sensation data. For each 
of our two subjects, two different ICA models are produced. ICA is applied on the sensation 
data and the 10 motion data without time-shifting. The data are then converted into 11 
independent components and the size of the mixing matrix of the ICA model is 11 x 11. 

Tables 4.7 and 4.8 show the mixing matrices A of the two ICA models of subject 1. It can 
be seen that the values in the two matrices are very similar. This is different from the case 
of the furnace model in which different trained ICA models give different mixing matrices 
ancl hence lead to different selected inputs. ICA models tend to be more identifiable if the 
original data set is not time-shifted and be more independent among itself. 

Using a feature selection threshold of 0.7, IC 7 in model 1 and IC 9 in model 2 are selected. 
Using an input selection threshold of 0.05, the inputs selected for subject 1 include roll angle 
" , p i t c h angle 9, pitch velocity 9 and pitch acceleration 0. These motion attributes are found 
t,o be most influential to the sensation of subject 1 based on this approach. Three sets of 
selected previous motion data and the current motion data are grouped together to form the 
reduced input variable set. The total dimension of inputs is reduced from 40 to 16. 

Figures 4.26 to 4.27 are generated from the sensation models ofsiibject 1 trained from the 
inputs selected using ICA. The similarity values between the original human sensation output 
of subject 1 and the outputs of the three representative trained human sensation models are 
shown in table 4.9. 
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IC 1 IC 2 IC 3 IC 4 IC 5 IC 6 IC 7 IC 8 IC 9 IC 10 IC n ~ 

Type 0.0154 -0.0027 0.0034 -0.0114 -0.0408 -0.4102 -0.0012 -0.0796 0.0139 -0.0511 -0.0120 
Length 0.0587 0.0199 -0.0244 -0.0215 0.0089 0.0080 -0.0008 0.0017 0.0618 0.5825 -0.0641 

a 0.0242 0.2216 0.0138 -0.2256 -0.0535 0.0029 0.0015 0.0143 -0.0517 -0.0227 -0.0691 
0{selected) 0.1106 0.0120 0.0534 0.0408 -0.0195 0.0236 0 .0636 -0.0697 -0.1663 -0.0068 -0.1401 

z'b -0.0799 -0.0105 0.2041 -0.0067 0.0023 0.0076 -0.0023 -0.0069 0.0045 -0.0009 -0.1973 
Q -0.0230 0.1968 0.0204 0.1878 -0.0171 -0.0051 -0.0043 -0.0139 0.0078 -0.0232 -0.0130 

9{selected) -0.1418 -0.0037 0.0922 0.0552 -0.0205 -0.0248 0.0729 0.0688 -0.1445 0.0142 0.1112 
z'c 0.0539 0.0333 0.1884 -0.0003 0.0186 0.0034 0.0031 -0.0308 0.0120 0.0226 0.1556 

a{selected) -0.0144 -0.1271 0.0136 0.1130 -0.2485 0.0314 0.0830 0.0311 0.0497 0.0159 0.0203 
f){selected) 0.0655 -0.0354 -0.0002 0.0045 0.0423 -0.0636 -0 .0647 0.2074 0.0645 0.0130 0.0439 
Sensation 0.0217 -0.0209 -0.0412 0.0074 0.0090 0.0058 -0.7142 0.0049 -0.0379 0.0010 0.0063 

Table 4.7: Mixing Matrix of the First ICA Model for Subject 1 
i c 1 IC 2 IC 3 IC 4 IC 5 IC 6 IC 7 IC 8 ~ ~ i ^ ~ ~ IC 10 IC 11 

Type -0.4114 -0.0119 0.0518 0.0154 0.0125 -0.0129 0.0357 -0.0036 -0.0001 0.0760 0.0030 
Length 0.0072 -0.0667 -0.5827 0.0544 0.0195 -0.0615 -0.0128 0.0167 -0.0013 0.0016 -0.0248 

a 0-0044 -0.0724 0.0207 0.0227 0.2232 0.0511 0.0573 0.2230 0.0013 -0.0048 0.0124 
0{selected) 0.0231 -0.1421 0.0060 0.1008 -0.0415 0.1694 0.0163 0.0089 0.0636 0.0748 0.0521 

z"c 0.0079 -0.1941 0.0013 -0.0878 0.0063 -0.0049 -0.0029 -0.0103 -0.0025 0.0116 0.2037 
Q -0.0072 -0.0124 0.0234 -0.0206 -0.1881 -0.0069 -0.0001 0.1972 -0.0037 0.0176 0.0202 

0{selected) -0.0259 0.1144 -0.0134 -0.1365 -0.0553 0.1413 0.0203 0.0011 0.0732 -0.0788 0.0931 
z'c 0 0027 0.1535 -0.0229 0.0602 0.0022 -0.0100 -0.0213 0.0328 0.0032 0.0291 0.1884 

n{selected) 0.0293 0.0214 -0.0169 -0.0151 -0.1253 -0.0521 0.2480 -0.1169 0.0825 -0.0238 0.0153 
9{selected) -0.0598 0.0348 -0.0120 0.0742 -0.0015 -0.0682 -0.0336 -0.0330 -0.0648 -0.2082 0.0011 
Sensation 0.0041 0.0063 -0.0005 0.0209 -0.0080 0.0386 -0.0091 -0.0205 -0 .7141 -0.0054 -0.0415 

Table 4.8: Mixing Matrix of the Second ICA Model for Subject 1 
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Figure 4.28: Sensation Model 3 of Subject 1’ Input Selected by ICA 

Model Number Similarity 
1 0.4786 
2 0.4501 
3 0.4589 

Table 4.9: Similarity Measure Result for Models Trained Using ICA-Selected Inputs for 
Subject 1 
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IC 1 IC 2 IC 3 IC 4 IC 5 IC 6 IC 7 I C 8 IC 9 IC 10 IC 11 
Type -0.0083 -0.0543 -0.0144 0.0078 -0.0726 0.0015 -0.0131 -0.0115 0.0010 0.4079 0.0441 

Length -0.0197 0.5819 -0.0561 0.0689 -0.0066 -0.0182 -0.0612 0.0205 0.0256 -0.0001 -0.0134 
a -0.2579 -0.0250 -0.0255 0.0823 0.0162 -0.2538 0.0578 -0.0022 -0.0145 -0.0008 0.0440 
e 0.0396 -0.0073 -0.1000 0.1483 -0.0754 -0.0101 0.1750 0.0006 -0.0518 -0.0228 0.0241 

z c -0.0066 -0.0014 0.0878 0.1940 -0.0108 0.0102 -0.0058 -0.0071 -0.2037 -0.0045 -0.0051 
d 0.1876 -0.0231 0.0223 0.0115 -0.0170 -0.1968 -0.0066 -0.0047 -0.0207 0.0023 0.0198 
0 0.0536 0.0146 0.1360 -0.1163 0.0775 0.0002 0.1410 0.0050 -0.0952 0.0251 0.0142 

z'c -0.0011 0.0229 -0.0619 -0,1524 -0.0371 -0.0327 -0.0093 0.0038 -0.1876 -0.003 -0.0194 
a{selected) 0.1017 0.0155 0.0198 -0.0214 0.0342 0.1202 -0.0467 0.0904 -0.0183 -0.0290 0.2539 
9{selected) 0.0099 0.0154 -0.0792 -0.0391 0.2053 0.0347 -0.0688 -0.0575 -0.0035 0.0583 -0.0440 
Sensation 0.0106 0.0146 0.0011 -0.0029 0.0111 0.0323 0.0558 -0 .7644 0.1160 -0.1033 0.0009 

Table 4.10: Mixing Matrix of the First ICA Model for Subject 2 

Tables 4.10 and 4.11 show the mixing matrices A of the two ICA models of subject 2. 
Using tlie same feature and input selection thresholds as before, the inputs selected for subject 
2 are roll angle a and pitch angle 6. The motion variables influencing subject 2 is found to 
be different from those for subject 1. As before, three sets of selected previous motion data 
and the current motion data are grouped together to form the reduced input variable set. 
Tlie total dimension of inputs is reduced from 40 to 12，which represents a 80% reduction in 
redundant data. 

Figures 4.29 to 4.31 are generated from the sensation models of subject 2 trained from 
tlie inputs selected using ICA. The similarity values between the original human sensation 
output of subject 2 and the outputs of the three representative trained sensation models are 
sliown in table 4.12. 
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IC 1 IC 2 IC 3 IC 4 IC 5 IC 6 IC 7 IC 8 I C 9 IC 10 IC 11 
Type 0.0144 0.0078 0.0083 -0.0014 0.0012 -0.4079 -0.0132 0.0727 -0.0716 0.0440 -0.0542 

Length 0.0564 0.0688 0.0197 0.0184 0.0258 0.0002 -0.0611 0.0065 0.0205 -0.0130 0.5819 
a 0.0254 0.0821 0.2580 0.2537 -0.0149 0.0009 0.0575 -0.0167 -0.0022 0.0445 -0.0251 
6 0.0999 0.1482 -0.0395 0.0103 -0.0529 0.0229 0.1746 0.0759 0.0005 0.0248 -0.0073 

z c -0.0875 0.1940 0.0066 -0.0102 -0.2039 0.0043 -0.006 9 0.0099 -0.0071 -0.0052 -0.0014 
d -0.0223 0.0114 -0.1876 0.1967 -0.0209 -0.0022 -0.0067 0.0165 -0.0047 0.0206 -0.0231 
e -0.1363 -0.1163 -0.0534 -0.0005 -0.0954 -0.0252 0.1409 -0.0772 0.0051 0.0141 0.0146 

z.c 0.0620 -0.1526 0.0011 0.0327 -0.1876 0.0029 -0.0100 0.0362 0.0037 -0.0193 0.0229 
a{selected) -0.0199 -0.0214 -0.1014 -0.1211 -0.0181 0.0287 -0.0471 -0.0350 0.0904 0.2534 0.0154 
0{selected) 0.0793 -0.0391 -0.0100 -0.0350 -0.0021 -0.0585 -0.0676 -0.2055 - 0 . 0 5 7 3 -0.0448 0.0154 
Sensation -0.0013 -0.0027 -0.0106 -0.0323 0.1159 0.1035 0.0565 -0.0111 -0.7643 0.0010 0.0146 

Table 4.11: Mixing Matrix of the Second ICA Model for Subject 2 
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Figure 4.29: Sensation Model 1 of Subject 2, Input Selected by ICA 
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Figure 4.30: Sensation Model 2 of Subject 2, Input Selected by ICA 
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Figure 4.31: Sensation Model 3 of Subject 2, Input Selected by ICA 

Model Number Similarity 
1 0.3321 
2 0.3434 
3 0.3328 

Table 4.12: Similarity Measure Result for Models Trained Using ICA-Selected Inputs for 
Subject 2 

4.6.6 Cross Verification of Selected Inputs 
We verify the inputs selected for each of the two subjects by applying the inputs selected 
for one subject onto the other subject. Firstly, the inputs selected for subject 1 (a, 6,6,6) 
ill the previous section are used for modeling the sensation of both subjects. Three models 
ai,e trained for each subject and the similarities between the two subjects and the six trained 
sensation models are shown in table 4.13. 

Secondly, the inputs selected for subject 2 (a,6) in the previous section are used for 
modeling the sensation of both subjects. Three models are trained for each subject and the 
similarities between the two subjects and the six trained sensation models are shown in table 
4.14. 
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Subject 1 Subject 1 Subject 1 Subject 1 Subject 2 Subject 2 Subject 2 Subject 2 
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 

Sub. i 1 0.4786 0.4501 0.4589 0.1830 0.0094 0.0040 0.0179 
Sub. 1 Model 1 0.4786 1 0.4639 0.4462 0.0189 0.0212 0.0179 0.0796 
Sub. 1 Model 2 0.4501 0.4639 1 0.4269 0.0134 0.0170 0.0104 0.0526 
Sub. 1 Model 3 0.4589 0.4462 0.4269 1 0.0165 0.0178 0.0103 0.1002 
Snb. 2 0.1830 0.0189 0.0134 0.0165 1 0.0393 0.0712 0.1313 
Sub. 2 Model 1 0.0094 0.0212 0.0170 0.0178 0.0393 1 0.1933 0.1542 
Sub. 2 Model 2 0.0040 0.0179 0.0104 0.0103 0.0712 0.1933 1 0.1653 
Sub. 2 Model 3 0.0179 0.0796 0.0526 0.1002 0.1313 0.1542 0.1653 1 

Table 4.13: Model Similarity Measure Result, All Models Trained Using Inputs : a , 6 ,9 ,6 . 

Subject 1 Subject 1 Subject 1 Subject 1 Subject 2 Subject 2 Subject 2 Subject 2 
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 

Sub. 1 1 0.1909 0.1594 0.1847 0.1830 0.0816 0.0417 0.1244 
Sub. 1 Model 1 0.1909 1 0.2042 0.2602 0.0462 0.0298 0.0714 0.0559 
Sub. 1 Model 2 0.1594 0.2042 1 0.2651 0.0520 0.0489 0.1569 0.1056 
Sub. 1 Model 3 0.1847 0.2602 0.2651 1 0.0448 0.1001 0.0458 0.1564 
Sub. 2 0.1830 0.0462 0.0520 0.0448 1 0.3321 0.3434 0.3328 
Sub. 2 Model 1 0.0816 0.0298 0.0489 0.1001 0.3321 1 0.3135 0.3012 
Sub. 2 Model 2 0.0417 0.0714 0.1569 0.0458 0.3434 0.3135 1 0.3218 
Sub. 2 Model 3 0.1244 0.0559 0.1056 0.1564 0.3328 0.3012 0.3218 1 

Table 4.14: Model Similarity Measure Result, All Models Trained Using Inputs : a,6>. 

Finally, the inputs selected for subject 1 (a'，6*, 0,9) are applied on subject 1 and the inputs 
selected for subject 2 (a, 6) are applied on subject 2. Three models are trained for each subject 
and the similarities between the two subjects and the six trained sensation models are shown 
in table 4.15. 

Based on the results in the tables, we can see that the similarities between the human 
clata and the modeled data are best when the models are trained using the corresponding 
inputs selected in the previous section using ICA. If the models of a subject are trained using 
the inputs selected for another person, the performance of the models drop significantly, 
making them even worse than the case where the inputs are not reduced. When the correctly 
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selected inputs are applied for model training, not only the relative similarity between the 
liiiman data and the modeled data is improved, but also the difference between models of 
different subjects is increased. 

Subject 1 Subject 1 Subject 1 Subject 1 Subject 2 Subject 2 Subject 2 Subject 2 
Model 1 Model 2 Model 3 Model 1 Model 2 Model 3 

Sub. 1 1 0.4786 0.4501 0.4589 0.1830 0.0816 0.0417 0.1244 
Sub. 1 Model 1 0.4786 1 0.4639 0.4462 0.0189 0.0010 0.0023 0.0009 
Sub. 1 Model 2 0.4501 0.4639 1 0.4269 0.0134 0.0008 0.0043 0.0036 
Sub. 1 Model 3 0.4589 0.4462 0.4269 1 0.0165 0.0016 0.0006 0.0066 
Sub. 2 0.1830 0.0189 0.0134 0.0165 1 0.3321 0.3434 0.3328 
Sub. 2 Model 1 0.0816 0.0010 0.0008 0.0016 0.3321 1 0.3135 0.3012 
Sub. 2 Model 2 0.0417 0.0023 0.0043 0.0006 0.3434 0.3135 1 0.3218 
Sub. 2 Model 3 0.1244 0.0009 0.0036 0.0066 0.3328 0.3012 0.3218 1 

Table 4.15: Model Similarity Measure Result, Models of Subject 1 Trained Using Inputs : 
a', 0,0,9. Models of Subject 2 Trained Using Inputs : a,0. 

4.7 Summary on I n p u t Reduct ion for H u m a n Sen-

sat ion Mode l ing 

Input Processing Ave. Similarity % of Inputs Reduced 
No Input Processing 0.354 0% 
Feature Extraction Using PCA 0.0098 57.5% 
ICA without Input Reduction 0.028 0% 
Feature Extraction Using ICA 0.1186 60% 
Input Selection Using ICA 0.443 60% (80% for sub.2) 

Table 4.16: Summary of Results of Data Processing Methods on Subject 1 
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The summary of the results of the various input data reduction methods is shown on table 
4.16. In terms of feature extraction techniques, ICA performs better than pure PCA. PCA 
searches for orthogonal directions of greatest variance in the data, whereas ICA component 
niaps may not be orthogonal. In general, there is no reason to believe that the ICs forming 
the motion stimulus inputs to be spatially orthogonal to one another. Although PCA is often 
used for input reduction, this is not always useful. Because the variance of a signal is not 
necessarily related to the importance of the variable. The features retrieved may have no 
importance to the output. However, the performance of both methods are worse than the 
case where there is no processing on the inputs. 

For ICA without input reduction, the result is particularly unsatisfactory for this appli-
cation. The method retains the noise in the data and the outcomes suggest that transform-
ing the environmental stimulus data linearly does not improve its relationship with human 
sensation, no matter the transformation is based on the variance criterion (PCA) or the 
independence criterion (ICA). 

Tlie input selection method based on ICA improves tlie modeling power of the system and 
reduced the number of inputs by 60% for the first subject and by 80% for the second subject. 
Using this methods, the motion factors which have high influence on human subjects in the 
virtual environment can be identified. In contrast to the use of PCA for feature extraction, 
tlie variables removed in the ICA approach are those which are independent of the output, 
which is different from removing those with low variance. 

The proposed input selection method based on ICA is found to be able to give the best 
data reduction results compared to other processing methods presented. Tliis method requires 
a relatively straight forward transformation ancl statistical test to be performed in order to 
adiieve model-free input variable selection. By reducing the redundancy in the input data, 
tlie training process of the sensation model becomes more efficient. The results of similarity 
measure reveal that after the unrequired information is removed from the inputs, not only 
the key characteristics of the human sensation data can be retained, but also the modeling 
power of the system is actually improved. It is apparent that ICA provides a useful tool for 
reducing the stimulus input size and improving the performance of human sensation models 
in the virtual environments. 



Chapter 5 

Stimulus Modification Based on Human 

Sensation 

In the previous chapter, motion attributes which have the highest influence on human 
sensation were selected by an input selection method based on ICA. In this chapter, we 
develop a trajectory modification scheme based on liumaii sensation level. For reasons of 
safety and enjoyment, the trajectories of the VR system are to be modified such that the 
sensation experienced by the participants is not to exceed a specified level. The criteria 
for trajectory modification is based on the motion attributes selected to be important to the 
individuals as well as on the relationship between the magnitudes of the motion attributes and 
tlie sensation levels experienced by the individuals. Experiments are performed to change the 
trajectories of the motion platform in the motion-based movie system such that the sensation 
of the participants are adjusted not to surpass specified levels. 

5.1 Need for St imulus Mod i f i ca t ion 

Improper use of full-body motion interfaces may cause problems to the users. One potential 
critical effect of full-body motion simulation exposure is postural disequilibrium, referred to 
as ataxia. Baltzley, et al. [1] reported that body unsteadiness and ataxia are the greatest im-
mediate concern for safety because there liave been reports of such posteffects lasting longer 
tlian 6 hours. Kolasinski [37] also found out that individuals who are less posturally stable 
will be more likely to experience simulator sickness or will experience more severe sickness; 
convei,sely, individuals who are more posturally stable will be less likely to experience simu-
lator sickness or will experience less severe sickness. Although ataxia does not always result, 
tliis could be due to the motion simulation exposure time and the extent and complexity of 
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the motion generated. 
Exposure to full-body motion, and many other physical and psychological stimuli in the 

VR, can result in short term changes in various physiological parameters, such as an increase 
ill heart rate. The specific physiological effect of VR stimuli exposure include the following: 
cardiovascular, respiratory, motor processes, sensory processes, central nervous system and 
skeletal [20]. 

In our application of motion-based movie, the time duration is usually less than five 
minutes. The time period involved is relatively short compared to other full-body motion 
virtual reality applications, such as flight simulation for training. Therefore, in order to ensure 
the safety and enjoyment of the participants, we can reduce the degree of motion sickness 
and potential negative physiological responses experienced by the subjects by controlling the 
motion of the platform. 

In recent robotics, a number of methods concerning the modification of manipulator 
tra,jectories ha,ve been proposed. Flash [16] uses a superposition scheme to handle the case 
where there is a sudden unexpected change in the target location. According to this strategy, 
a, qiiintic trajectory leading from the first target to the final one is added vectorially to the 
initial one to yield the combined modified motion. Takayama [60] proposes using the concept 
of unit motion to synthesize and modify the trajectory of manipulators. A concept of unit 
motion is introduced as smooth primitive motions by employing normalized uniform B-spline 
functions. Complex motions are generated as superpositions of time-shifted and weighted unit 
motions. Approaches utilizing neural networks for trajectory modification are also proposed 
[51] [34:. 

The above mentioned methods involve the use of complex polynomial fitting and network 
models. They are too tedious and computationally intensive for oiir application. Here we 
propose a motion platform trajectory modification scheme based oii liuinan sensation. 

5.2 Sensation Grades 

111 chapters 3 and 4, the level of human sensation is normalized to be within a continuous scale 
between 1 and -1. We now classify the recorded level of excitement into five different grades, 
ba,sed on table 5.1. Each sensation grade represents a range of human sensation readings. 
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Sensation Grade Range of Excitement Level 
5 1 > LOE > 0.6 
4 0.6 > LOE > 0.2 
3 0.2 > LOE > - 0 . 2 
2 —0.2 > LOE > - 0 . 6 
1 -0 .6 > LOE > - 1 

Table 5.1: Sensation Grade and tlie Range of Level of Excitement Represented 

We want to find out the relationship between the level of motion and the grades of 
sensation felt by the subjects. Based on the human sensation data presented in chapter 3, 
tlie absolute average values of the motion attributes for each of the five sensation grades are 
calculated for the two subjects. Tlie results are shown in tables 5.2 and 5.3. The values of 
the standard deviation are shown in brackets. 

Sensation Grade Roll \a\{deg) Pitch \e\{deg) Roll Rate \a\{degs-^) Pitch Rate \e \{degs-^) 
5 8.54 (5.41) 6.72 (3.13) 10.92 (6.81) 6.67 (7.31) 
4 7.30 (4.43) 5.63 (3.60) 9.71 (5.67) 6.09 (5.43) 
3 5.44 (4.60) 4.44 (3.78) 7.46 (5.23) 6.00 (4.97) 
2 4.38 (3.52) 4.19 (2.88) G.37 (4.22) 4.18 (4.11) 
1 0-87 (1.76) 0.66 (1.44) 0.83 (2.61) 0.53 (3.13) 

Table 5.2: Average Values of Motion Attributes (and Standard Deviations) at Various Sen-
sation Grades for Subject 1 
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Sensation Grade Roll \a\{deg) Pitch \e\{deg) Roll Rate \a\{degs-^) Pitch Rate \e\{degs-^) 
5 9.53 (4.32) 5.11 (4.55) 11.05 (7.12) 7.56 (5.45) 
4 6.32 (4.01) 4.73 (4.39) 10.04 (6.63) 6.48 (5.13) 
3 5.95 (3.32) 4.51 (3.24) 9.61 (5.28) 5.94 (4.54) 
2 5.47 (3.17) 3.59 (3.07) 8.02 (4.97) 4.32 (3.39) 
1 2.79 (2.10) 1.94 (1.91) 3.52 (3.36) 1.89 (2.45) 

Table 5.3: Average Values of Motion Attributes (and Standard Deviations) at Various Sen-
Sc i t i o n Grades f o r Subject 2 

5.3 Tra jec to ry Mod i f i ca t ion Scheme 

Now we propose a trajectory modification scheme based on the sensation of humans. The 
objective of the method is to modify the trajectory of the motion platform such that the 
sensation intensity of the participant on the platform is prevented from exceeding a certain 
level of excitement. The sensation grade specified can be determined by factors such as 
safety requirements, physical fitness of individuals and personal preferences. The procedures 
for trajectory modification are as follows : 

1. Determine the sensation grade which the motion trajectories are to be modified to fit 
(grade 1 to grade 5). 

2. Determine the degree(s) of freedom which trajectory modification is to be performed 
on. The DOF(s) can be chosen by a,ii input selection method, such as the one discussed 
in the previous chapter. 

3. For the motion trajectory of each degree of freedom, perform segmentation at all the 
zero crossing points. 

4. For each trajectory segment, find the maximum magnitude (absolute value). 

5. Define the maximum motion threshold for each segment as the average value plus one 
standard deviation of the motion attribute at the sensation grade determined in step 1 
from tables like 5.2 and 5.3. 
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6. If the maximum magnitude of the segment is smaller than the maximum motion thresh-
old for the specified sensation grade, leave the segment unchanged. 

7. If the maximum magnitude of the segment is larger than the maximum motion threshold 
for the specified sensation grade, scale down the magnitude of the segment linearly 
such that the maximum magnitude of the segment is the same as the maximum motion 
threshold for the specified sensation grade. 

8. If the velocity of the trajectory is also needed to be taken into consideration, the scale 
down ratio based on the position trajectory and that based on the velocity trajectory 
will be compared. The ratio which is larger will be adopted. 

In terms of mathematics, let's denote the degrees of freedom of the platform by 6. 

^ e { a , e , z c } (5.1) 

fdit) is the trajectory of any of the three degrees of freedom. We segment the trajectory 
at the position where it crosses the central position of the allowable workspace of the degree 
of freedom. The trajectory segments are denoted by fsi(t). 

fsi{t), 0 < t < ti 
… /<52(t), h < t < t2 , � 
fs(t) = (5.2) 

�fSn{t), tn-l < t < tn 
where n is the total number of segments, tn is the total length of the trajectory, i G 

{1,2，...,n}, and 

Odeg, if ( 5 - { a , 0 } 
fs(ti) = (5.3) 

210mm, if (5 = {zc} 
The derivatives of the trajectory is defined as : . 
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'.fsM, 0 < t < fi 

" , � f62{t). h < t < t2 
fs{t) = (5.4) 

� f S n { t ) , tn-l < t < tn 
Below, we only consider the motion trajectories for a and 9. For each subject, we define 

iiia.ximiim allowable motion limits for the motion angles and angular velocities at each grade 
of sensation. The maximum motion limits 9ig, aig, 6ig and dig for the four motion attributes 
of subject 1 at sensation grade g are defined as the average motion attribute value at the 
particular sensation grade g plus one standard deviation (from tables 5.2 and 5.3). For 
example, the maximum allowable roll angle for subject 1 at sensation grade 2 is the average 
roll angle at sensation grade 2 of subject 1 plus its standard deviation, which is a12 = 
4.38 + 3.52 = 7.9°. And the maximum allowable pitch rate for subject 2 at sensation grade 4 
is the average pitch rate at sensation grade 4 of subject 2 plus its standard deviation, which 
is 6>24 = 6.48 + 5.13 = 11.61^5-^ 

Based on the sensation grade specified, the original motion trajectory f^(t) is modified 
into f^(t) by scaling the individual trajectory segments linearly by different factors e^, where 
i G {1, 2，..., n} . 

‘ e i f s i ( t ) , 0 < t < h 
7u\ ^2fs2(t), ti < t < t2 

js{t) = (5.5) 

�enf6n(t), tn-l < t < tn 
Let's define the maximum amplitude of segment i of the ^ trajectory as r^^ == maa;(|/&|) 

and the maximum amplitude of segment i of the 6 rate trajectory a.s T<jj 二 max{\fsi\). The 
scaling ratio ê  of segment i can be found by the relationships between Fsi, T& and the limits 
of tlie sensation grades. 

I fwe consider only the position trajectories 9 and a , the scaling ratio is defined as follows. 
y 

給’ if Tsi > 5|g 
ei = ' ' ' (5.6) 

1， if ŝi < 6lg 
\ 
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If we consider both the position and angular rate trajectories 6, a , 6 and d, the scaling 
ratio is as follows. 

^ , if i^6i > l̂g and Tsi < 6ig) or {Tsr > (¾ and T<j,: > (¾ and g > ^ ) 
e.; = ^ - , if {Tsi < Sig and T̂,： > ‘） or {Tŝ  > � a n d T<j,: > S'ig and ^ < 每） 

1, if (Vst < Sig and Tsi < 6ig) or else 
(5.7) 

This trajectory modification scheme can be extended to include the acceleration trajectory 
ill the determination of the scaling ratio. Because any linear scaling in the position trajectory 
segment will lead to the same ratio being applied to the corresponding velocity and accelera-
tion trajectory segments. In that case, we need to find out the average acceleration for each 
sensation grade. The trajectories will then be modified such that the acceleration limit for 
the chosen sensation grade will also not be exceeded. 

• 

5.4 Exper iments 

In this section, we perform some experiments on trajectory modification. Based on the 
sensation of subjects 1 and 2, we modify the motion trajectories in figure 3.2. The trajectory 
modification scheme discussed in the previous section is applied on the original trajectories. 
From the results in chapter 4, we know that the sensation of subject 1 is mainly dependent 
011 Q, a,6 and 9, while the sensation of subject 2 is mainly dependent on 6 and a. The 
inputs selected for the subjects determine the criteria used for trajectory segment scaling. 
For subject 1’ equation (5.7) is used, and for subject 2，equation (5.6) is used. Two sets of 
motion trajectories are generated for each of the two subjects. The first set is the trajectories 
modified to fit for sensation grade 2 and the second set is fit for sensation grade 4. Figures 
5.1 and 5.2 are modified trajectories fit for subject 1 at sensation grade 2. Figures 5.3 and 
5.4 are modified trajectories fit for subject 1 at sensation grade 4. Figures 5.5 and 5.6 are 
modified trajectories fit for subject 2 at sensation grade 2. Figures 5.7 and 5.8 are modified 
trajectories fit for subject 2 at sensation grade 4. Froin the graphs, we can see that all the 
trajectory segments which exceed the motion limits of the corresponding sensation grades are 
scaled down. . 
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The subjects are then asked to participate in the motion-based movie journeys in which 
the motion trajectories are modified to fit for different sensation grades. Each subject records 
the level of excitement experienced in the journeys of sensation grade 2 and 4. The sensation 
recorded are shown in figures 5.9 to 5.12. 

After the modification of the motion trajectory, it is obvious that the sensation experi-
enced by the participants is changed. The subjects have reflected an overall reduction in the 
level of excitement in the journey. As the specified sensation grade gets lower, the level of 
excitement experienced by the subjects becomes less distinguishable. The maximum level of 
sensation indicated is very close to the sensation grade specified in the modified trajectory. 
We can therefore conclude that our trajectory modification scheme has successfully caused 
the subjects to reflect a change in the sensation by adjusting the motion trajectory of the 
VR platform based on the level of excitement requested. 
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Chapter 6 

Conclusion 

6.1 Cont r ibu t ions 

In this thesis, we have presented a framework for modeling human sensation in virtual envi-
ronments. We summarize the original contributions of this work below. 

• We proposed using a neural-network-based algorithm that combines flexible Cascade 
Neural Networks with Node-Decoupled Extended Kalman Filtering for modeling human 
sensation in virtual environments. As a sensation model validation tool, we proposed 
using a stochastic similarity measure based on Hidden Markov Models. The Cascade 
Neural Network models were shown to be capable of capturing the characteristics of 
human sensation. The relative similarity between the model-generated sensation and 
the actual human sensation were revealed by the HMM-based similarity measure. 

• We proposed and developed a data selection method based on Independent Component 
Analysis. In the experiments, we demonstrated that the method not only was able 
to reduce the input data size for modeling, but it was also capable of selecting the 
inputs which were important to human sensation. The performance of this proposed 
input selection scheme was shown to be better than a number of other data reduction 
methods. 

• We proposed and developed a motion trajectory modification algorithm for the applica-
tion of 'motion-based movie system’, based on human sensation. Using this method, we 
can adjust the stimuli presented to human subjects such that the sensation intensities 
of the subjects are prevented from exceeding certain specified levels. The effectiveness 
of the algorithm was demonstrated through human experimentation. . 
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6.2 Future Work ^ 

• We developed a full-body motion virtual reality system which is capable of record-
ing human sensation. This has proven to be a valuable testing tool for the learning 
algorithms and statistical methods developed herein. 

6.2 Future W o r k 

Tliis thesis provides the foundation for modeling and analyzing human sensations. There are 
a number of different directions in which this work can be extended and applied. 

This thesis investigated one form of complicated stimulus, full-body motion. However, 
as we have outlined in chapter 2, human beings still have many other kinds of sense and 
sensation. It would be interesting and useful if other forms of sense and sensation involved 
in other applications are to be investigated. 

Humans have the ability to adapt to the stimulus presented to them. That means the 
intensity of the stimulus has to increase gradually if the human is to maintain a certain level of 
sensation. However, different persons have different adaptability. If the relationship between 
hviman sensation and prolonged VR stimuli is to be established, the element of individual 
adaptability has to be incorporated into the sensation models. 

Given a specific sensation requirement, it might be necessary to optimize a particular 
virtual reality system to that sensation measure. The unoptimized virtual reality system 
already gives an initial set ofstimuli; optimization would refine the performance o f the system 
with respect to the sensation characteristics of the sensation models. 

Sensation models trained using human data can be transferred to virtual humans, agents 
and robots. It can create the necessary sense of realism to the actions and behaviors of the 
artificial life forms. 
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Platform Model 
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Figure A.1: Diagram of Motion Platform 

Diagram A.1 shows a simplified model of the motion platform. The mechanism is com-
posed of two flat plates and four links. There is one stationary platform EHG on the bottom 
and a moving platform ABD on the top. The moving platform is actuated by three pris-
matic joints, h,l2 and /3. A rigid bar, AI, provides the necessary structural stability to the 
mechanism. 

Two reference frames, frame C and frame F, are attached to the center of the moving 
plate and stationary plate, respectively. The platform has three degrees of freedom : roll, 
pitch and height. The roll angle of the platform is denoted by a . The pitch angle of the 
platform is denoted by 0. The height of the platform is the vertical position of frame C 
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| j | [gj j |gj[ j^^iggj^G(, t^^^*^ig: : : j^j i . , � � ^ * ^ ^ m n K 3 B | ^ B I 
^^SI^SiiMWBB^^ '̂�* ''̂ **̂ '̂……'.-.*!̂ _̂ !LiI!̂ ŜMMKBShî _̂Ŝ ^̂ ^̂ B8̂ ^MÎ ^̂ B̂ ^W ĝnumi iĤ^̂ ^̂B 9̂Ĥ Ĥ 

Figure A.2: Motion Platform 
measured with respect to frame F , which is zc. Roll angle a is assumed to be positive when 
point B is lower than point D. 6 is assumed to be positive when the platform is pitched 
(lown. 01,02 and 03 are the angles between the horizontal plane and the three prismatic 
joints, l1J2 and /3, respectively. 

Let V denotes the Z-axis of frame C. Roll angle a is defined as the angle between v and 
tlie Z — X plane of frame F. Pitch angle 9 is defined as the angle between Z-axis of frame 
F and jPs projection on the Z - X plane of frame F. 

The range of motion and the dimension of the platform model are shown in table A.1 and 
A.2, respectively. 

DOF Min. value Max. value 
Roll a -14 deg +14 deg 
Pitch 0 -17 deg +19 deg 

Height zc 75.15 cm 117.10 cm 
h , h , h 76.0 cm 122.0 cm Table A.1: Motion Range of Platform 
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parameter value 
a, d 60.27cm 
b, e 50cm 

f 39.63cm 
g 177.42cm 

Table A.2: Physical Dimension of Motion Platform 

A . 1 Inverse Kinemat ics 

Tlie inverse kinematics of the mechanism is derived in this section and we start from the 
transformation between frame A and frame C. 

^A = ^ T ^ A (A.1) 
• n p **I r • 

d —d -d 
^A = 0 ’ C B = —e ’ C D = e (A.2) 

0 0 0 
a —a —a 

^E = 0 ’ FG= —b , ^H= b (A.3) 
0 0 0 

L J L J L • 

• — 

ni oi pi Xc 
Frr. n2 02 P2 Vc 
c T = (A.4) 

^3 03 P3 Zc 
_ 0 0 0 1 

cosO sin 0 sin a sin 6 cos a Xc 
= 0 cosa - s i na 0 (A.5) 

一 sin 6 cos 6 sin a cos 9 cos a Zc 
L • To calculate the inverse kinematics involving /i, we consider point A. 
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ni oi pi Xc d 
'A = gTCj=叱 02 P2 yc 0 (A6) 

"'3 O3 p3 2c 0 

0 0 0 1 [ 1 

dni + Xc d cos 9 + Xc 

= dn2 + yc = 0 (A.7) 
d77,3 + Z c — d s i n 0 + Z c 

77,1 
where n2 is the x axis of frame C represented in frame F. 

n3 
For the length of the first prismatic joint : 

h = \^E-^A\ (A.8) 
ll = {dni + .Tc — a f + [dn2 + Vcf + (dn^ + z^f (A.9) 
ll = (dcos 0 + .x'c - a)^ + {-d s in6 + Zc)^ (A.10) 

To calculate the inverse kinematics involving /2’ we consider point B. 
-d 

CB= -e 
0 

- — r • ni oi pi Xc —d 

'B 二 g T � = " ' 2 02 P2 .e -e (All) 
3̂ O3 p3 2c 0 
0 0 0 1 1 

- J L . 
• -

-dni - eoi + Xc 
二 _c^n2_eo2 + yc (A.12) 

-dn^ — e03 + Zc 
For the length of the second prismatic joint : 
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l2 = | F B - F q (A.13) 
ll = {-dni - eoi + Xc + af + { - d n 2 ~ e02 + Vc + h)^ + ( - r f n 3 - e03 + Zcf (A.14) 
/2 = {-dcosO - esmOs'ma + Xc - a)^ + ( - e c o s a + b)^ + (A.15) 

{d sin 6 — e cos 6 sin a + Zcf 
To calculate the inverse kinematics involving /3, we consider point D. 

-d 
^ D = e 

0 

ni oi pi Xc —d 
' D = - T - B = "2 02 P2 yc e ( A i 6 ) 

"'3 03 P3 Zc 0 
0 0 0 1 J 1 

-dni + eoi + Xc 
= -dn2 + e02 + Pc (A.17) 

-dn3 + eO3 + Zc 
For the length of the third prismatic joint : 

/3 = f D - ^ H \ (A.18) 

3̂ = (-dni + eoi + Xc + af + (-dri2 + e02 + i/c - b)^ + {-dri3 + e03 + Zcf (A.19) 
ll = { - d cos e + e sin 6 sin a + Xc - af + (e cos cv - 6)^ + (A.20) 

(-ds'm6 + e cos 6 sin a + Zc)^ 

The restraining bar AI : 

9 = \ ^ A - ^ I \ (A.21) 
• 1 r • 

—a - f dcos 6 + Xc 
FJ = 0 ’ 厂 4 = 0 (人.22) 

0 -ds'm6 + ^c 
匕 J L J • 
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g^ 二 （c^cos0 + a:c + a + / )2 + (-c^sin0 + 2c)2 (A.23) 

^c = c^sin6>± (A.24) 
\J-�a + / )2 + ^2 — 2(a + f)dcos9- d? cos2 9 - 2(a + f)xc - 2dcos 0xc - xl 

Xc = - ( a + / ) — dcos6»± V"2 - ^2 sin2 e + 2dsm9zc — z^ 
(A.25) 

A.2 Forward Kinemat ics 

Tlie forward kinematics of the mechanism is derived in this section. Given /i, we can find 
the position of A with respect to frame F. 

A moves in a circle, centered at (a,0,0), radius = l,i. 

{x — a)2 + ^2 = q (A.26) 

constraint bar AI moves in a circle, centered at ( - a - / , 0 ,0 ) , radius = g. 

{x + a + /)2 + z2 = g2 (A.27) 
from the above two equations, 

(•̂  - (^? - ll = {x + a + f ) ^ - g ^ (A.28) 
^1 = x { - A a - 2 f ) - f - 2 a f + g^ (A.29) 

Let Q = g^ - P - 2af and R = - 4 a - 2 / . 

l\-Q 
^^ = ~ ^ (A.30) 
“ = ^ J l i - ( x A - a Y (A.31) 

= 如 - ( - “ 华 、 2 (A.32) 
VA = 0 (A.33) 
¢1 = cos-i ( ^ A f ^ \ (A.34) V h / • � ) 
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. 2/1/1 

• “ = 专 (A.35) 

“ = 耻 — 争 + o f ) (A.36) 
秦 ( - - + 华 ) 2 

Given /3 and position of A, we can find 如 and position of D with respect to frame F. 
D moves in a circle, centered at ( - a , 6 ,0 ) , radius = /3. 

(x + a)2 + z2 = l j (A.37) 
y = b (A.38) 

Coordinates of point D : 

XD = \]h — z% - a (A.39) 
= h cos 如 - a (A.40) 

VD = h 

ZD = h sin 03 (A.41) 

The length of DA is h, if position of A is known, then 

(XA - XD? 4- {VA - yof + (ZA - ZD? = "2 (A.42) 
(/3 cos 4>3 - a - XA^ + b^ + {h sin03 - ZA? = h^ (A.43) 

/! cos2 03 + x\ + fl2 - 2h COS (j)2,a — 2hxA COS 如 + 2axA + 1? + (A.44) 
ll sin^ 03 + z\ - 2l^ZA sill ¢3 = h^ 

Let 53 = t a n ^ , cos 如 二 [^， s i n ^ = ^ ^ 

3̂(1-̂ .̂) 1 1 
T :̂7f- - ^ ^D 

D = b = ijD (A.45) 
2/3gg ， Ttp ^D 

L 1十《3 」 L . 

. 2 s 3 / 3 4 / 3 5 2 ^ 3 2 / 3 i 3 'D = YT4-ir^^TT4 (A.46) 

T.n — (1 - 3 3 ¾ 2 k s s ( l - s , ^ ) h 2 /353 ^3 , “ 7 � 
‘ “ _ ^ w o T T ； ^ ~ ~ - T T ^ . (A.47) 
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S3 = (4 l3ZA + V(16 l3̂  ZÂ  - 4 (â  + &2 _ ;,2 _ 2 ^ /3 _̂  

h^ + 2 a XA — 2 k XA + â 2 + ZA^) 
(fl2 + 62 — /^2 + 2 a /3 + |32 + 

2 a XA + 2 k XA + a;/ + 2/)))/ 
( 2 ( a 2 + &2 一 " 2 + 2 a /3 + 1? + 2 a XA + 2 /3 XA + 

XA^ + ZA^)) 

53 = ( - ( ( 4 l3ZA + V(16 /3^ 2^2 _ 4 (^2 _̂  ̂ 2 _ ,̂ 2 _ (A.48) 
2 a l3 + l3^ + 2 a XA — 2 l3XA + XA^ + ZA )̂ 
(a2 + b^ — /?2 + 2 a /3 + h^ + 2 a XA + 2 /3 a:̂  + a;/ + ZA^))) 
( 2 ak + 2 l3i3 + 2 a:^ /3 + 2 a XA + 2 /3 XA + 2 x ^ XA + 2 z ^ i y i ) ) / 

(2 ( a 2 + 62 一 h^ + 2 a /3 + h^ + 2 a x ^ + 2 /3 XA + a^A^ + ZA^)2) + 

(4 ZAh + 4 l3ZA + (32 hzA^ /3 + 32 /3̂  2^i,i - 4 (a^ + b^ - h^ + 2ak + 

h^ + 2 a XA + 2 /3 XA + XA^ + ZA^) ( - 2 a /3 + 2 /3 /3 - 2 XA /3 + 

2 a XA - 2 k XA + 2 x^ XA + 2 2^ i ^ ) - 4 {a^ + b^ - h^ 一 2 a /3 + /f + 

2 a XA — 2 /3 2 ^ + 3:^2 + ZA^) ( 2 a /3 + 2 /3 /3 + 2 XAh + 2 a XA 
+2 k XA + 2 .TA iA + 2 2：̂ iA))/(2 V(16 /3' :? — 4 (̂2 + ̂ 2 - 2̂ 

-2a/3 + ll + 2axA - 2 h XA + XA^ + ZA^) (a2 + b^ - h^ + 2 a /3 + l3^ 
+ 2 a a u + 2 l3 XA + 0；乂2 + z / ) ) ) ) / ( 2 (a^ + 6^ _ p + 2 a /3 + l3^ 
+2 a XA + 2 /3 x^ 4- a;^^ + ZA^))) 

Given l2 and position of A, we can find ¢2 and position of B with respect to frame F. 
B moves in a circle, centered at ( - a , —6,0), radius = /2. 

{x + a)2 + 2̂ = j2 (A.49) 
y = —f) (A.50) 

Coordinates of point B : 

^B - V g - 4 _ a . (A.51) 
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= / 2 cos ¢2 - a (A.52) 
VB = -b (A.53) 
ZB = h sin ¢2 (A.54) 

Tlie length of BA is h, if position of A is known, then 

(xB - XA? + (ijB - VA? + (zB - ZA? = "2 (A.55) 
{l2 cos02 - a - XAf + h^ + {h sin02 - Zaf = h^ (A.56) 

ll cos^ ¢2 + x \ + a^ - 2i2a cos 4>2 - 2i2XA cos ¢2 + 2axA + ĥ  + (A.57) 
l\ sin^ ¢2 + z\ — 2i2ZA sin ¢2 = h^ 

Let S2 = tan 夸’ cos ¢2 = j ^ | , sin<j)2 = ^ 

r h{i-sl) ] 1 
"TT7T :印 

B = -b = VB (A.58) 

.哉 J k 
. 2s2i,2 4/25?S2 2/252 

'B - r r ^ - ^ r r i F + i T ^ (八測 
T. _ ( l - ^ 2 ' ) ^ 2 2 ^232(1 — S2') S2 2 hs2 S2 , " n � 
卯 = n n r ^ ( i + . , 2 ) 2 -TT17- _ ) 

«2 = (4 l2ZA + y(16 l2^ ZA^ - 4 (a,2 + b^ - /7,2 - 2 a h + 
1? + 2 a XA - 2 l2 XA + XA^ + ZA^) 
( a 2 + &2 一 /7,2 + 2 a / 2 + l2^ + 

2 a a:^ + 2 l2 XA + XA^ + ZA^)))| 
(2 (a^ + b^ - "2 + 2 a l2 + l2^ + 2 a XA + 2 l2 XA + 
XA^ + ZA^)) 

52 = ( - ( ( 4 hzA + x/(16 h^ ZA^ - 4 (a^ + 1? - J? - (A.61) 
2 a l2 + l2^ + 2 a XA - 2 l2XA + XA^ + z?) 
(a2 + b^ — h,2 + 2 a l2 + l2^ + 2 a a:^ + 2 h XA + a:A^ + ZA^))) 
(2 al2 + 2 l2i2 + 2 XA /2 + 2 a XA + 2 h XA + 2 x^ XA + 2 z ^ i ^ ) ) / 
(2 (a2 + b̂  — "2 + 2 a l2 + l2^ + 2 a a^ + 2 /3 â A + a:>î . + ZA^)2) + 
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(4 zJ2 + 4 l2ZA + (32 l2ZA^ i,2 + 32 1? ZA^A - 4 [0? + 6̂  一 h^ + 2ah + 
h^ + 2 a .XA + 2 h XA + -T>i2 + ZA^) (-2 a /2 + 2 h h - 2 x ^ /2 + 

2 a XA - 2 l2 XA + 2 XA i-A + 2 2^ i ^ ) - 4 {a^ + b^ — h^ - 2 a /2 + /• + 
2 a XA — 2 /2 XA + XA^ + ZA'^) (2 a 'h + 2 h h + 2 XAl2 + 2 a XA 
+2 l2 XA + 2 a;^ i ^ + 2 2^ ZA))/{2 V(16 l2^ ZA^ — 4 {a^ + b^ 一 h^ 
-2ah + l'2 + 2axA 一 2 h XA + XA^ + ZA^) {a^ + b^ - h^ + 2 a h + h^ 
+2axA + 2 l2 XA + a /̂ + z )々))/(2 {a^ + b^ - h^ + 2 a h + h^ 
+2 a .Tyi + 2 l2 XA + XA^ + ZA^))) 

.^^^^A 
Figure 3 : Diagram of the Moving Plate 

V is the vector perpendicular to the moving plate. 

let V = CD X C—B (A.62) 
= V x i + Vyj + v^k (A.63) 

— CD = (XD — xc)i + {VD — yc)j + {ZD — zc)k (A.64) ~* 
CB = {XB - xc)i + [ijB - yc)j + {ZB 一 zc)k (A.65) 

‘ • 7 

« J 人： 

^ = ^D 一 Xc VD — yc ZD — ZC (A.66) 
^B - Xc VB - yc ZB — zc 

=A{VD - yc){zB 一 zc) - {ZD - Zc)(VB - yc)] (A.67) 
+j[{^D 一 Zc){xB 一 xc) - {XD 一 Xc)(zB — Zc)] 

+Hi^D - xc){ijB — yc) — {yn 一 yc){xB 一 .̂ ĉ)] 
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where yc = 0， yo = b, ys —二 -b. 
To normalize v : 

^ = 1̂ 1 = y/vl + v?j + vl (A.68) 

The unit vectors are: Vx = J^, Vy = |^ , Vz = ^ 
Given v, we can find 6, a and zc-

cos 9 sin 0 sin a sin 9 cos a 
R = 0 cos a —sina (A.69) 

—sin 6 cos 9 cos a cos 6 cos a • _ 
0 v̂ , 

y = R 0 = vy (A.70) 
.1 J [〜. 

Vx = sin 9 cos a (A.71) 
Vy = - s i n a (A.72) 
Vz 二 COS 0 COS a (A.73) 

a = sin-i(-fg (A.74) 
0 = t a n — i g (A.75) 

Z^ + i ^ M ^ 
^c = Y ^ ~ ~ (A.76) 

^ _ ^ x f . • i"'. ^ 
二 T 7 i r (A.77) 

1+.玲 

e = - 7 ¾ (A.78) 

^c = 3(*^ + ¾ + ¾^) (A.79) 
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A.3 P la t f o rm Dynamics 

111 Lagrangian formulation, the Generalized Coordinates of the system are / 1 , / 2 , / 3 , and the 
Generalized Forces along the prismatic joints are F1,F2,F3. The dynamics of the motion 
platform is: 

KE = hd{xl + ill + zl) + ^(I,,u;l + IyyUj] + h,ul) (A.80) 

= ^ M ( i 2 + -2) + l ( j^^^2 + 々 力 (A.81) 
P E = Mgzc (A.82) 

L = ^Mixl + i,^) + i(/,,d2 + Iyy9^) - Mgz, (A.83) 
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