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Abstract of thesis entitled: 

Digital Photo Album Management Techniques - from One Dimen-

sion to Multi-Dimension 

Submitted by Lii Yang 

for the degree of Master of Philosophy 

at The Chinese University of Hong Kong in November 2004 

With the increasing popularity of digital camera, organizing and man-

aging large collection of digital photos effectively are therefore required. 

In this thesis, we study the techniques of photo album sorting, clus-

tering and compression techniques based on the JPEG DCT frequency 

domain features, which offers low-cost processing efficiency and excel-

lent texture information. 

We utilize the first several non-zero DCT coefficients to build our 

feature set and calculate the energy histograms. Based on them, we 

perform image similarity analysis in frequency domain directly without 

having to decompress JPEG photos into spatial domain first. 

We first exploit one dimensional photo album sorting and adaptive 

clustering algorithms to group the most similar photos one by one. 

We further compress those clustered photos by a MPEG-like algorithm 

with variable IBP frames and adaptive search windows. Our meth-

ods provide a compact and reasonable format for people to store and 
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transmit their large number of digital photos at the minimal expense 

of original image quality. 

We further study the complex high-dimensional photo album clus-

tering algorithms. We propose to utilize multidimensional scaling (MDS) 

techniques to solve the high dimensional feature space and unknown 

number of natural categories problems in more complicated clustering 

process. We calculate the similarity distances of all pairs of images, 

then extract the most principal coordinates that reveal how they are 

related with each other maximally in the compact and observable low 

dimensional space. Multidimensional Scaling not only provides a favor-

able visualization layout of all images in terms of the semantic similarity 

metric adopted, but also suggests the clustering results, which group 

the most similar photos together visually. With the most significant co-

ordinates generated by MDS, our interactive clustering algorithms have 

been proved more effective for digital photo clustering and navigation 

than any traditional clustering algorithms. 
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摘要 

近年來,隨著多媒體數據庫的廣泛應用和數碼影像產品的不斷普及，如何對海量 

圖像信息進行組織和管理已成爲人們迫切需要解決的問題。在這篇論文中，我們 

基於JPEG圖像的DCT頻域信息研究了數碼相冊中圖片的排序，聚類，和壓縮 

問題。 

我們採用了 DCT頻域中首位的幾個非零有效係數構造我們的特徵集，通過計算 

它們的能量直方圖來分析兩兩圖片間的相似度。我們直接在JPEG圖像的壓縮頻 

域裹執行圖像的相似度分析和處理而不需要把原JPEG圖像解壓縮到時域，這大 

大提髙了我們算法的效率和有效性。 

基於以上的相似性分析，我們首先研究了一維的排序，聚類和壓縮算法。我們提 

出了可變的IBP幀流和自適應調整搜索窗口的類MPEG的壓縮算法。實驗結果 

顯示該算法比傳統的JPEG和MPEG壓縮算法取得了更好的壓縮效率為用戶提 

供了一個更优的存儲和傳播大量數碼圖片的方法。 

我們進一步研究了高維的圖像聚類技術。由於數字彩色圖像具有信息量大、特徵 

難以準確描述的特點，傳統的聚類算法很難從海量的圖像信息中迅速提取出有效 

唯一的特徵子集，聚類效果混鼠且不穩定。我們採用多位縮放（MDS)的算法 

把複雜高維的圖像特徵信息依據圖像間的相似性距離進行降維，抽取出特徵最明 

顯的主軸。這個2-3維的MDS空間涵蓋了最大能量的原圖像間的相似性關係， 

為聚類提供了更準確有效的坐標空間。相比于傳統的試圖在複雜紊亂的原圖像特 

徵信息中探索適當的相似性計算和聚類的方法，我們基於MDS的自適應橋正的 

聚類算法效率更高，更加智能，結果更合理有效。 
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Chapter 1 

Introduction 

With the wide use of digital camera and internet pictures, more and 

more people have built up their photo album of the daily life events and 

beautiful landscapes easily. Taking photographs with a digital camera 

is so convenient and low cost that it is easy for a user to generate thou-

sands of photographs per year. Seven hundred digital photos, each 

with the resolution of 2048 x 1532, occupy over 1GB space on disk. 

This flood of photographs presents the storage management and chal-

lenge: how can a user find a compact and reasonable format to store 

or transmit his or her collection, how to categorize these miscellaneous 

photos to get the general information of all the collections, and how to 

search the preferred photos more easily? 

1.1 Motivation 

Recently, digital photo album management has attracted much atten-

tion. Some research has been carried out on clustering photographs rea-

sonably and providing effective searching engine. Loui and Savakis [23: 
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CHAPTER 1. INTRODUCTION 2 

developed an automated event clustering system, which mainly focused 

on the metadata of digital photos, i.e. the date/time information, 

as well as the color histograms. Their algorithms are effective when 

data/time information is available and indicates the time interval of 

photo events. If people take photos of different subject at the same 

time, the photo content should be considered for image similarity anal-

ysis. Lim et al. [22] studied home photo content modeling for Per-

sonalized Event-Based Retrieval system and tried to address the gap 

between feature-based indices and retrieval preferences. They focused 

on the event taxonomy for home photos and designed a system that 

utilizes the low-level feature-based representations of digital photos to 

generate visual content of photos. Piatt [37] proposed a system called 

Auto Album which clusters images into subjective albums using best-

first model merging scheme based on maximum likelihood. Further-

more, Yell and Kuo [53] suggested an iteration-free clustering (IFC) 

algorithm to modify the existing binary tree indexing structure for a 

nonstationary image database without reapplying the K-means algo-

rithm to the database, where the database updating problem is mod-

eled as a constrained optimization problem. 

However, all of previous research work focus on the retrieval and in-

dexing problems of digital photo album, but not sorting or clustering. 

In addition, most of them are only capable for low resolution images. 

As digital cameras and other equipments supply much high resolution 

images, users prefer take photos no less than 800 x 600 in size, which 

provide high-definition color information to scan and develop the pho-

tographs. 
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Since people tend to take thousands of digital photos easily in short 

time, the huge image data storage has become the essential matter, 

especially for the transmission applications. For example when you 

want to share the experience or beautiful scenery photos with your 

friends or relatives. 

In this thesis, we also explore photo album compression techniques 

based on the one-dimensional sorting and clustering results. We aim 

to develop some tools to store the digital photos in more compact and 

reasonable way and preserve the image quality as high as possible at 

the same time. 

1.2 Our Contributions 

In this thesis, we explore the digital photo album sorting, clustering and 

compression algorithms to rearrange the disordered miscellaneous pho-

tos in terms of image similarity, categorize them into different groups 

intelligently, and compress them to obtain a compact storage format. 

We perform the image similarity analysis on all digital photos in com-

pressed frequency domain, and calculate the similarity distances of ev-

ery pair of photos. Based on the similarity distance matrix, we study 

the one dimensional sorting and clustering algorithms first, which fol-

lowed by our MPEG-like compression scheme. Then we further explore 

multidimensional scaling (MDS) techniques in high dimensional clus-

tering applications, which extract the principal coordinates and arrange 

all photo thumbnails in most compact and important low-dimensional 

space so that visually similar images are close to each other, which will 
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help us to evaluate the clustering results visually and adjust the clus-

tering parameters interactively. Through the highly interactive model, 

user can quickly obtain insights from the visualization lay out that 

suggest the adequacy of the clustering results and what further adjust-

ments should do, which allows user to examine and query the clustering 

results visually at the same time. 

Since the traditional clustering algorithms cannot distinguish and 

extract the most important feature in the high-dimensional feature 

space, they are not applicable for complex image clustering applica-

tions, especially for the large database. Therefore, we propose an inter-

active MDS-based clustering algorithm to generate the optimal photo 

coordinates first, and then perform clustering algorithm to categorize 

all the photos into different groups in terms of the image similarity. 

The principle coordinates generated from distance matrix correspond 

to the most distinguished feature components. Meanwhile, MDS also 

provides an interactive layout scheme to choose optimal clustering pa-

rameters. 

In summary, our contributions are: 

1 • We further explore the image similarity analysis in DCT frequency 

domain. 

2. We propose 1-dimensional photo album sorting, clustering and 

compression algorithms. 

3. We study the Multidimensional Scaling(MDS) techniques and 

adopt it to resolve the complicated high-dimensional feature and 

coordinates in photo album clustering. 
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4. We review the traditional clustering algorithms, based on the na-

ture of our digital photos, we propose an interactive MDS-based 

K-means algorithm for intelligent photo album clustering. 

Compare with traditional hierarchical and partitional clustering algo-

rithms, our method is more intelligent and effective, which do not need 

any predefined information or training process. 

1.3 Thesis Outline 

In this thesis, we first explore the digital photo similarity analysis tech-

niques in frequency domain in chapter 3 and 4, then propose the novel 

1-dimensional sorting and clustering algorithms in chapter 5. Based 

on these sorted and clustered photos sequence, we compress all the 

photographs by a MPEG-like algorithm with variable IBP frames and 

adaptive search windows for motion compensation. Theoretically, if 

we can dig out the similarity information from digital photo frequency 

domain correctly, we can utilize some techniques to sort them in reason-

able sequence. We aim to put the most similar photos together, which 

will in turn lead to good classification and compression performance. 

Based on the photo similarity analysis results of chapter 4’ we fur-

ther explore the high-dimensional digital photo album clustering and 

layout algorithms in chapter 6 and 7. We categorize all the photos into 

different groups which correspond to different daily events and photo 

subjects, and provide an interactive overview+detail [36] user interface 

to lay out all photo thumbnails, which enable users a global view of 

entire digital photo album as well as detailed information of each group 
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when it is highlight-selected. 



Chapter 2 

Background Study 

In response to the immeasurable amount of multimedia information 

available for browsing, searching, and other management applications 

in the latest decade, MPEG (Moving Picture Experts Group) released 

MPEG-7 in 2001, which became ISO/IEC 15398 standard for describ-

ing multimedia content. We first study the multimedia content de-

scription tools defined in MPEG-7 mainly focus on image visual feature 

description tools. 

Based on these multimedia description tools, we further study the 

image feature extraction and similarity analysis techniques in Content-

Based Image Retrieval (CBIR) systems, which have achieved much 

success in many image retrieval applications. 

Image processing in JPEG frequency domain techniques are also 

studied in this thesis, because nowadays most of the digital photos are 

stored in JPEG format. 

Photo album clustering has become an active research and develop-

ment domain in recent years. Due to the complexity of image data and 
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clustering algorithm, especially for the color photos, there are many 

problems need to be improved in current systems. We propose our 

clustering algorithm based on studying previous clustering methods. 

2.1 M P E G - 7 Introduction 

With the immeasurable amount of multimedia information being trans-

mitted, analyzed and stored in recent years, Moving Picture Experts 

Group develop a standard MPEG-7 to address this multimedia infor-

mation content management challenge. They aim to provide more 

flexible tools to search, filter and manage the audiovisual materials in 

a quick and efficient way [30] [35]. These description tools enable wide 

range of multimedia applications, i.e., content management, organiza-

tion, navigation, and automated processing. 

The MPEG-7 standard defines a large library of core descriptions 

and a set of system tools, which provide the means for deploying the 

description in specific storage and transport environments. In MPEG-7 

the Data and Feature are defined as: Data is multimedia information 

that will he described using MPEG-7, regardless of storage, coding, dis-

play, transmission, medium, or technology. Feature is a distinctive 

characteristic of the data that signifies something to somebody [30:. 

To support the wide range of applications, MPEG-7 is composed of 

four normative elements: Descriptors (D), Description Schemes (DS), 

the Description Definition Language (DDL), and Coding and Systems 

Tools, as shown in Figure 2.1. 

1. Descriptors(D) 
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Figure 2.1: MPEG-7 Framework 

As a representation of a feature, a descriptor defines the syntax 

and the semantics of the feature representation. 

2. Description Scheme{DS) 

DS specify the structure and semantics of the relationships be-

tween its components, which may be both Descriptors and De-

scription Schemes. 

3. Description Definition Language(DDL) 
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DDL is a language that allows the creation of new Description 

Schemes and, possibly, Descriptors. It also allows the extension 

and modification of existing Description Schemes. It is also devel-

oped to provide flexibility and extensibility for some applications 

involving specific needs. Currently, the DDL provides the syntac-

tic rules for creating, combining, extending and refining MPEG-7 

Descriptors and Description Schemes. If an efficient represen-

tation of the description is needed for transmission or storage 

purposes, then the description can be binary encoded [14] [35 . 

4. Systems Tools 

These tools support multiplexing of descriptions, synchronization 

of descriptions with content, delivery mechanisms, and coded rep-

resentations (both textual and binary formats) for efficient storage 

and transmission and the management and protection of intellec-

tual property in MPEG-7 Descriptions. These Systems tools will 

allow multiplexing and synchronizing the descriptions and the 

corresponding audiovisual content as well as to prepare them for 

efficient transport and storage [30] [35 . 

In this thesis, we mainly concentrate on the visual content descrip-

tion. MPEG-7 provide the visual descriptors based on visual features 

that can be adopted to measure the similarity both in images and 

videos. Therefore, we can use the MPEG-7 visual descriptors to search 

and filter images and videos based on several visual features like color, 

texture, object shape, and even object motion. Some work classified the 

MPEG-7 Visual Descriptors into generic and high-level (application-
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specific) description tools. The generic visual descriptors are for color, 

texture, shape, and motion features, and the high-level descriptors pro-

vide description tools for face-recognition applications [29 • 

Considerable design and experimental work have been performed in 

MPEG-7 to arrive at efficient content descriptors for similarity match-

ing. No single generic content descriptor exists that can be used for all 

the applications. As a result, a range of descriptors has been standard-

ized, each suitable for achieving specific similarity-matching functional-

ities. Therefore, these descriptors should be chosen seriously according 

to the different applications and multimedia data nature. Generally, 

the more complicated descriptors, the more storage requirement and 

processing time. 

MPEG-7 does not specify how to extract descriptions, how to use 

descriptions, and how to perform the similarity analysis between con-

tents. With these image description tools, we further study their ap-

plications in CBIR system to pursue the most accurate digital photo 

features and descriptors in the real-time system, which is more appli-

cable for user to manage their digital photo album. 

2.2 Image Analysis in C B I R Systems 

The quick development in multimedia electronics and relevant hard-

ware leads to more and more people have built up the large personal 

collections of digital photos in electronic format. Digital photo album 

management has attracted much attention recently, and many works 

have been done or undergoing in photo indexing and retrieval tech-
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niques. Content-Based Image Retrieval (CBIR) is one of the most 

hot research topics in this area, which encompasses a wide range of 

different methods on image processing, machine learning and neural 

network. Many applications have been exploited to organize digital 

photo album already. 

Generally, a CBIR system consists of three modules: feature ex-

traction, feature indexing and retrieval engine. The feature extraction 

module extracts the visual feature information from the images stored 

in those databases. The feature indexing module organizes the visual 

feature information and responsible for building the optimal represen-

tation to speed up the query processing. The retrieval engine processes 

the user query and provides a user interface to facilitate retrieval pro-

cess [39] [20]. This architecture is illustrated in Figure 2.2. 

f Feature 1 
Extraction \ . / 

f ^ f ^ ^ 
s ^ � - — ^ ^ 
DatabasE visual text 
patabase features features 

tl X t 
广一 丨丨丨丨 T � 

Feature Indexing 
L. . ... • . - -J 

! / "N 1 
I Query Processing ！ 
I ^ ^ I 
！ Retrieval • 
1 厂. ‘] Engine | 
I Interface j 
i � 

User 

Figure 2.2: CBIR System Architecture 
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In our work, we mainly concentrate on the feature extraction algo-

rithms in CBIR system to explore the most effective method for an-

alyzing our digital photo information. Generally, there are two types 

of features, i.e., the text-based features and the visual features. Text-

based features, such as annotations and text keywords, are not our 

research focuses. We perform the photo similarity analysis based on 

the visual features, as described in Table 2.1. 

Table 2.1: Image Visual Features 

Color Color Space 

Color Histogram 

Color Moments 

Color Layout 

Texture First-order statistics Homogeneous Texture 

Second-order statistics Non-Homogeneous Texture 

Shape 2D Shape features Region-based shape features 

3D Shape features Contour-based shape features 

2.2.1 Color Information 

Color information is one of the most widely used visual features in 

image retrieval and recognition. It reflects the image visual information 

most directly, and relatively robust to background complication since 

it is dependent of image size and orientation [39 . 
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Color histogram, color sets and color moments are three main fea-

tures utilized in this field. 

Color Space 

Color space should be defined to represent image information before 

any process. Just as its name implies, a color space is a mathematical 

representation of a set of colors [15]. The most popular color space 

models are: 

1. RGB color space 

The red, green, and blue (RGB) color space is widely used in com-

puter graphics. 

2. YUV color space 

The luminance channel (Y), and two color information channels 

(U and V) build the YUV color space, which is the color video 

standard in PAL(Phase Alternation Line), NTSC(National Tele-

vision System Committee), and SEC AM (Sequential Color with 

Memory) systems. We can transform RGB color space to YUV 

color space with linear equation easily. 

3. YIQ color space 

The YIQ color space is derived from the YUV color space and 

is optionally used by NTSC composite color video standard. "I" 

stands for "inphase" and "Q" for "quadrature" ’ we can also regard 

them as hue and saturation channels, which is the modulation 

method used to transmit the color information. YIQ color space 

has been adopted in some early CBIR systems, such as QBIC [6 • 
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4. YCbCr color space 

YCbCr color space is a scaled and offset version of the YUV color 

space. In this format, luminance information is stored as a sin-

gle component (Y), and chrominance information is stored as two 

color-difference components (Cb and Cr). Cb represents the dif-

ference between the blue component and a reference value. Cr 

represents the difference between the red component and a ref-

erence value. There are several YCbCr sampling formats, such 

as 4:4:4, 4:2:2, 4:1:1, and 4:2:0，which denote the proportional 

relations of sampling in these three channels. Since adjacent pix-

els tend to have the same or very similar values in Cb and Cr 

channels, we can sample and store less Cb and Cr component 

information but sample every pixel's Y component. With this 

method we can achieve high compression ration surely. There-

fore, YCbCr format have been widely used in video compression 

applications. 

5. HSI, HLS and HSV color space 

The HSI(hue, saturation, intensity) HLS (hue, lightness, satura-

tion), and HSV(hue, saturation, value) color spaces are more in-

tuitive in manipulating color and approximate the way human 

perceive and interpret color. HLS is similar to HSI, the term light-

ness is used rather than intensity. The difference between HSI and 

HSV is the computation of the brightness component, i.e. I and 

V，which determines the distribution and dynamic range of the 

brightness. The HSI color space is best for traditional image pro-
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cessing functions such as convolution, equalization, histograms, 

and so on, which operate by manipulation of the brightness val-

ues in I. While, the HSV color space is preferred for manipulation 

of hue and saturation since it yields a greater dynamic range of 

saturation. HSV is recommended as the normative color space in 

MPEG-7 [42], and adopted in some CBIR systems [45 . 

6. CIE color space 

In 1931, the Commission Internationale de I'Eclairage (CIE) de-

veloped a device-independent color model based on human per-

ception. The CIE XYZ model, as it is known, defines three pri-

maries called X，Y and Z that can be combined to match any color 

as human sees. CIE color system was chosen in some image re-

trieval applications because of its perceptual uniformity [21] [38 . 

7. HMMD color space 

A new color space, namely HMMD color space, is supported in 

MPEG-7. The hue has the same meaning as in the HSV space, 

and max and min are the maximum and minimum among the 

R, G and B values, respectively. The diff component is defined 

as the difference between max and min. Only three of the four 

components are sufficient to describe the HMMD space [27], as 

shown in Figure 2.3.. 

Color Histogram 

Histogram is one of the most basic tools used in image information 

analysis. Given a discrete color image defined by some color space, 
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Wliite Color ,, 

Black Color 

Figure 2.3: HMMD Color Space 

e.g., red, green, and blue, the color histogram is obtained by discretiz-

ing the image colors and counting the number of times each discrete 

color occurs in the image array [50]. Statistically, color histogram de-

notes the joint probability of the intensities of these three color chan-

nels. Since histogram reflects the color image information simply and 

intuitively, it has become the most commonly used color feature repre-

sentation [6] [38]. And it is one of the major descriptor tools in MPEG-7 

42] [27；. 

However, quantization process often transform the image color to 

some discrete bins, and it defines an equivalence function on the set of 

all possible colors, namely two colors are the same if they fall into the 

same bin. As a result, the most color histograms are very sparse and 

lose much detailed information. Furthermore, since histogram only 

counts the appearance times of color bins contained in the specific 

image regardless of where they occur, their special relationship, and 
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the frequency information. Therefore, employing color histogram only 

is not capable for image analysis in large database. 

Color Sets 

Besides color histogram, several other color feature representations 

have been applied in image retrieval and pattern recognition, including 

color sets. A color set is defined as a selection of the colors from the 

quantized color space. Further quantized and select some representa-

tion from color bins as features, Smith and Chang [44] suggested color 

sets as an approximation of color histogram. 

Although color sets are efficient feature representation for image in-

dexing and retrieval in some fields, such as the VisualSEEk system [45], 

they can not provide adequate color description for the complex image 

information in large library. 

Color Moments 

To overcome the quantization effects as in color histogram, Strieker 

and Orengo [49] proposed color moments approach to do color im-

age similarity analysis. The mathematical foundation of this approach 

is that any color distribution can be characterized by its moments. 

Furthermore, since most of the information is concentrated on the 

low-order moments, only the first moment (mean: E), the second mo-

ment (variance: cr), and the third moment(skewness: S) were extracted 

as the color features representations, as defined in the following formu-

las: 
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= (2.1) 

= (2.2) 

= (2.3) 
1�3=1 

Where, pij denotes the value of the i-th color channel at the j-th 

image pixel. 

Let Hi and H2 be the color distributions of two images with r color 

channels. Then we can use Euclidean distance to calculate the color 

similarity as: 
r 

d{Hi, H2) = —五2i| + m2Wii - cr2i\ + ？ ẑsl'S'ii _ (2.4) 
7：=1 

Where, Wij > 0 are user defined weights according to different ap-

plication requirements. 

2.2.2 Color Layout 

As the global color features cannot provide the precise representation 

of original image, especially when the image collection is large, color 

layout (both color feature and spatial relations) is proposed to be a 

better solution in CBIR. 

Spatial information can be extracted by extending the global color 

features to local ones. One of the common approaches is dividing the 

original images into several blocks, and analyze the color features in 

each of the sub-blocks [39]. To organize and store these sub-blocks and 

their color features, quad-tree has been suggested to store color features 
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of each sub-block in corresponding branch [24]. However, it is not 

capable enough because there is not a intelligent segmentation method 

applicable for every image. And it is costly in both of computation and 

storage. 

Some color layout schemes were proposed to combine the histogram, 

color moments, and some local texture features together to describe the 

image characters [39]. However, there are also many problems need to 

be resolved before these schemes come into effect. 

2.2.3 Texture Information 

Texture refers to the visual patterns that have properties of homo-

geneity that do not result from the presence of only a single color or 

intensity [46]. It is an innate property of virtually all surfaces, including 

clouds，trees, bricks, hair, fabric, etc. It contains important informa-

tion about the structural arrangement of surfaces and their relationship 

to the surrounding environment [11]. Textures provide important sur-

face characteristics of image objects and are widely chosen as features 

for image classification and retrieval in Pattern Recognition and Com-

puter Vision. Therefore, it also has been defined as one of the most 

basic image descriptors in MPEG-7 [42] [27 . 

Statistically, there are two spatial features to describe texture in-

formation [51]: 

(1) First-order statistics 

They measure the likelihood of observing a gray value at a randomly-

chosen location in the image. First-order statistics can be com-

puted from the histogram of pixel intensities in the image. The 
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average intensity of an image is a typical example of this first-

order statistic, which depends only on individual pixel values. 

(2) Second-order statistics 

They are defined as the likelihood of observing a pair of gray 

values occurring at the endpoints of a dipole (or needle) of random 

length placed in the image at a random location and orientation. 

These are properties of pairs of pixel values. The typical second-

order statistics are co-occurrence matrices. 

Co-occurrence Matrices 

One method frequently cited in the literature for texture discrimination 

is based on the co-occurrence matrices. Haralick [11] firstly suggested 

the use of gray level co-occurrence matrices in the early 70，s, which have 

become one of the most well-known and widely used texture features 

recently. Co-occurrence matrices are based on second-order statistics, 

that is, the spatial relationships of pairs of grey values of pixels in 

digital texture images. These matrices count how often pairs of grey 

levels of pixels, that are separated by a certain distance and lie along a 

certain direction, occur in a digital image of texture. Formally, the gray 

level co-occurrence matrix Pd for a displacement vector d = (dx, dy) is 

defined as follows: 

Pdihj) = |{((r，外(t，…）：I{r.s) = iJ{t,v)=j}\ (2.5) 

where (r,s), {t,v) e N x N , {t,v) = (r + ote，s + dy) and |.| is the 

cardinality of a set. The entry {i,j) of Pd is the number of occurrences 

of the pair of gray levels i and j which are a distance d apart. 
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Color co-occurrence matrices reflect the spatial occurrence frequency 

of the elementary structures in corresponding image. Those matri-

ces are invariant to translations and rotations given that all possible 

d-neighbors are considered and calculated. The co-occurrence matrix 

also reveals certain properties about the spatial distribution of the gray 

levels in the texture image. For example, if most of the entries in the 

co-occurrence matrix are concentrated along the diagonals, the texture 

is coarse with respect to corresponding displacement vector. 

Texture features can be extracted based on the co-occurrence matri-

ces. Haralick [11] has proposed a number of useful texture features that 

can be computed from the co-occurrence matrix, as shown in Table 2.2. 

Table 2.2: Texture Features Based on Co-occurrence Matrices 

Texture Feature Formula 

Energy 
i 3 

Entropy - Y ^ ^dih j) log Pd{h j)  
i j  

Contrast E E(�—•̂•尸尸"(《，•?•） 

i 3 

Homogeneity E E y T i H ^ 

Correlation 
i j  

Here ji^ and /ly are the means, aj： and ay are the standard deviations 

of Pd(x) and Pd{y), respectively. 

Given co-occurrence matrices, a large number of texture features 
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can be calculated. In recent years, many researches have been done 

to exploit effective features based on their different application re-

quirements. For example, Gotlieb and Kreyszing [9] studied these 

co-occurrence matrices statistics and experimentally found out that 

contrast, inverse deference moment and entropy has the biggest dis-

criminatory power. 

Texture Description in MPEG-7 

In MPEG-7 has defined three types texture descriptors that can be 

employed for different applications and tasks. 

1. Homogeneous Texture Descriptor (HTD) 

The Homogenous Texture Descriptor describes directionality, coarse-

ness, and regularity of patterns in images and is most suitable for 

a quantitative characterization of texture that has homogenous 

properties [42]. In order to describe the image texture, energy, 

and energy deviation, values are extracted from a frequency lay-

out. Suitable descriptions are obtained in the frequency domain 

by computing mean and standard variation of frequency coef-

ficients. A radon transform followed by Fourier transform can 

be employed to achieve suitable computational efficiency for low 

complexity applications. The Gabor wavelets are also adopted to 

describe the different texture features [35 . 

2. Non-Homogeneous Texture Descriptor (Edge histogram) 

MPEG-7 defined an Edge Histogram Descriptor to describe the 

nonhomogenoiis texture images. This descriptor captures spatial 
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distribution of edges. The image is divided into into 16 non-

overlapping blocks of equal size first, then the edge information 

will be calculated for each block in five edge categories: vertical, 

horizontal, 45° , 135°，and nondirectional edge. It is expressed 

as a 5-bin histogram, one for each image block. The descriptor is 

scale invariant, and supports both rotation-sensitive and rotation-

invariant matching [27]. That can be used in some recognition 

applications. 

3. Texture Browsing Descriptor 

This descriptor is used to facilitate browsing and retrieval appli-

cations. In browsing, any combination of the three main compo-

nents of HTD, i.e. regularity, directionality, and coarseness, can 

be used to browse the database. The texture browsing descriptor 

is used to find a set of candidates with similar perceptual prop-

erties and then the HTD will get a precise similarity match list 

among the candidate images [27 . 

2.2.4 Shape Information 

Another image feature frequently considered is shape. Shape features 

play important role in recognition and classification applications. 

Basically, there are two shape representations: boundary-based shape 

and region-based shape. The former uses only the outer boundary of 

the shape while the latter uses the entire shape region. Generally, the 

most successful representatives for these two categories are Fourier De-

scriptor and Moment Invariants [39]. The main idea of Fourier Descrip-
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tor is to use the Fourier transformed boundary as the shape feature. 

Whereas, the Moment Invariants exploit region-based moments, which 

are invariant to transformations. 

Object shape features provide a powerful clue to object identity 

and functionality. They are used in many recognition and shape-based 

retrieval systems, since humans can recognize characteristic objects 

solely from their shapes. MPEG-7 also define the shape descriptors as 

following: 

1. Shape Spectrum3-D Shape Descriptor 

In MPEG-7 3-D shape descriptor is based on the shape spectrum 

concept. Shape spectrum is defined as the histogram of the shape 

index, computed over the entire 3-D surface. For 3-D meshes, the 

shape index is computed for each vertex of the mesh. The shape 

index itself measures local convexity of each local 3-D surface. It 

is invariant to scaling and to Euclidean transformations [1 . 

2. Region-Based Shape Descriptor 

The region-based shape descriptor expresses pixel distribution 

within a 2-D object region. It can describe complex objects con-

sisting of multiple disconnected regions as well as simple objects 

with or without holes [1]. MPEG-7 Region-Based Shape Descrip-

tor employs a complex Angular Radial Transformation (ART) 

defined on a unit disk in polar coordinates, which is a moment 

invariants methods for shape description. The main idea behind 

moment invariants is to use region-based moments which are in-

variant to transformations, as the shape feature. Coefficients of 
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ART basis functions are quantized further and used for matching 

or other analysis [42 . 

3. Contour-Based Shape Descriptor 

The contour-based shape descriptor is based on the curvature 

scale-space (CSS) representation of the contours. A CCS index is 

used for matching and indicates the heights of the most prominent 

peak, and the horizontal and vertical positions on the remaining 

peaks in the so-called CSS image. It can distinguish between 

shapes that have similar region- shape properties but different 

contour-shape properties. It is robust to distortions in the con-

tour due to perspective transformations, which are common in 

the images and video [1 . 

4. 2-D/3-D Descriptor 

The 2-D/3-D descriptor supports integration of the 2-D descrip-

tors used in the image plane to describe features of the 3-D (real 

world) objects. Generally, some 3-D shapes can be demonstrated 

by the MPEG-7 2-D Contour-Based Descriptor. 

Shape features are often combined with other color or texture fea-

tures to multi-represent the corresponding images [6] [34], or recognize 

the objects inside. 

2.2.5 CBIR Systems 

Due to the subjectivity of human perception, there is not any single 

best presentation for a given feature. In fact, most of the CBIR sys-

tems adopt the multiple representations for characterizing the feature 
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from different perspectives, such as IBM's QBIC [6], MIT Media Lab's 

Photobook [34], Columbia's VisualSEEk [45], and Microsoft's Photo-

TOC [38]. All these systems ask user to select some expected features 

and their suitable weights if necessary, to determine their relative im-

portance. They offer query by example and sketch-based questions, 

where querying is done with feature and distance functions. 

1. QBIC System 

IBM's QBIC [6] system is the first commercial content-based 

image retrieval system. Its system framework has been a ba-

sic reference for the later research and applications on CBIR. 

In this system, content-based queries such as query by exam-

ple image, query by sketch and drawing, and query by selected 

color and texture patterns are supported. The visual features in-

clude color, texture, and shape. Color features are represented in 

RGB, YIQ, Lab, and MTM (Mathematical Transform to Munsell) 

space model. The k-bin color histogram operations are used to 

measure and calculate the color features. Texture is described 

by an improved Tamura texture representation. Shape infor-

mation includes area, circularity, eccentricity, major axis orien-

tation, and moment invariants [39]. In the indexing scheme, 

KLT(Karhiinen-Loeve Transform) is first used to reduce the di-

mension of the feature vectors and R* tree is used for the multi-

dimensional indexing structure [18]. The later version integrated 

text based query [6]. The online QBIC demo is accessible at 

http://wwwqbic.almaden.ibm.com/. 

http://wwwqbic.almaden.ibm.com/
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2. VisualsEEk System 

VisiialSEEk system [45] is a visual feature search engine devel-

oped at Columbia University. In the VisualSEEk system, both 

content-based query (query by example image and spatial rela-

tion pattern) and text-based query are supported. The system 

uses the following visual features: color represented by color set, 

texture based on wavelet transform, and spatial relationship be-

tween image regions. The main research features are spatial rela-

tionship query of image regions and visual feature extraction from 

compressed domain [45] [39]. The visual features adopted in this 

system are Color Set in HSV color space and the Wavelet Trans-

form based texture features [44] [46] [45]. The indexing algorithms 

based on binary trees are also developed to speed up retrieval 

process, and its queries engine supports both visual features and 

their spatial relationships [47] [45 . 

3. Photobook System 

Photobook [34] system is an image browsing and searching tool 

developed by MIT Media Lab, which is composed of a set of in-

teractive tools for indexing and queries. It supports query by 

example scheme. The images are organized in three subbooks, 

namely 'Appearance Photobook' for appearance-specific descrip-

tions, 'Texture Photobook' for texture descriptions, and 'Shape 

Photobook' for shape descriptions respectively. It also provides 

the combinations of these three descriptions as well as text anno-

tations by functionality of the Pramer knowledge representation 
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language [10] [20] [34]. The motivation of this was based on the ob-

servation that there was no single feature which can best model 

images from each and every domain. But the human's perception 

is subjective and complex. They proposed to extract and combine 

the several features to incorporate the human factor [39 . 

4. PhotoTOC System 

PhotoTOC (Photo Table Of Contents) [38] is a browsing user 

interface that uses an overview + detail design [36]. The de-

tail view is a temporally ordered list of all of the user's pho-

tographs. The overview of the user's collection is automatically 

generated by an image clustering algorithm, which clusters on 

the creation time of the photographs and the color histograms on 

the CIE u'v' color space [7] [38]. PhotoTOC adopted AutoAlbum 

clustering scheme based on maximum likelihood formulation in-

teractively [37]. They tested this image browser with users own 

photographs, which is more practical for user to organize their 

own photo library. They have begun to explore the automatic 

photograph management engine to free user from laborious orga-

nization work. 

In fully automated system, people try to find a single best feature 

to describe the image content and features uniquely and applicably. 

When it was observed that there was no single feature which can best 

model images from each and every domain in current model, current 

CBIR systems turn to utilize user's judgement feedback to retrieval 

again, either in interactive or relevance feedback methods [34] [40] [39 . 
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However, this will lead to the complicated interface and much laborious 

work for the user. Generally, CBIR systems have not provided effective 

automatic tools for visual feature extraction of image, that is also one 

of the further research topics in this area. 

On the other hand, there are also some off-line training algorithms 

explored to improve the retrieval performance, such as SVM (Support 

Vector Machine), Neural Network, and Genetic Algorithm [13][19][48 . 

Although they can improve the accuracy of retrieval and the image 

feature description according to the searching evaluation defined by 

the user, a series of training process is very time-consuming and the 

unambiguous definition and feedback add too much burden to the user. 

As the image collections are getting larger, the retrieval efficiency is 

becoming the bottle neck for the practicability of the system. 

In this thesis, we explore the digital photo sorting, clustering, and 

further compression techniques. It should be noted that retrieval is 

a 1 to n problem, but clustering is n to n. Latter is more complex 

and challenging in photo album management. The effectiveness and 

efficiency are both critical. 

2.3 Image Processing in JPEG Frequency Domain 

Due to the limitations of space and time, most of the photos are stored 

and distributed in compressed format, among which JPEG has been 

the most popular standard applied in digital camera and internet mul-

timedia data. JPEG derives its name from Joint Photographic Experts 

Group and is a well-established standard for compression of color and 
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gray scale images for the purpose of storage and transmission [52] [33 . 

Previous compressed image analysis approaches need to decompress 

photos into spatial domain before carrying on with other existing image 

processing and analysis techniques. This is not only time consuming, 

but also computationally expensive[26] [5 . 

Compared with the conventional image feature detection and tex-

ture analysis methods on pixel domain, performing image analysis in 

frequency domain directly become more beneficial: 

1) Exempt from the huge workload of decompressing every image. 

2) Process is performed on less amount of data since most of the 

frequency coefficients tend to zero. 

3) Utilize the image features contained in frequency domain directly, 

such as the mean and directional texture information that DCT 

coefficients have provided. 

Therefore, a new research stream which is conducted to do image anal-

ysis and feature extraction directly in frequency domain has drawn 

much attention, and some techniques explored for editing and analy-

sis the compressed images with frequency coefficients become hot top-

ics in recent years. However, previous DCT frequency domain work 

focused on the image database retrieval but not clustering applica-

tions [41] [31] [3] [5]. But their achieved efforts exploited the possibility 

of using DCT coefficients for describing image information, which is 

also the base point for us to perform clustering in frequency domain. 

It should be noted that retrieval is the 1 to n problem, but clustering 
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is n to n. Latter is more complex and challenging problem in photo 

album management. 

Smith and Rowe [43] first implemented several operations directly 

on JPEG data, such as scalar addition, scalar multiplication, pixel-wise 

addition, and pixel-wise multiplication of two images on RLE blocks. 

With these algorithms, one can execute the traditional image manipu-

lation operations on compressed images directly, yielding performance 

50 to 100 times faster than that of manipulating decompressed images. 

Based on image analysis and processing techniques in compressed do-

main, some applications of image indexing using DCT frequency coef-

ficients have been developed. For instance, low-level features from the 

DCT coefficients have been extracted to do statistical measurement. 

Shneier and Abdel-Mottaleb [41] suggested a method of generating fea-

ture keys of JPEG images with the average value of DCT coefficients 

computed over a window. During retrieval, images with similar keys are 

assumed to be similar. However, there is no meaning associated with 

such image similarities. Ngo et al. [31] utilize DC coefficients to rep-

resent the original image information, namely DC image, and perform 

histogram intersection on DC image for color image retrieval. However, 

it is possible that two totally different images have the similar DC coef-

ficients (average intensity), therefore, adopting the DC coefficients only 

is not accurate for large complex image database. Quad-tree structure 

lias been introduced into image indexing system by Climer and Bha-

tia [3]. They designed a JPEG image database indexing system based 

on quad-tree structure with leaves containing relevant DCT coefficients. 

Quad-tree is adopted as the signature of original image that stores the 
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average DC coefficients which correspond to the average value of the 

8 x 8 block. Considering the real time indexing efficiency, Feng and 

Jiang [5] calculated only the first two moments, mean and variance, of 

original images directly in DCT domain using DC and AC coefficients. 

Based on these two statistical features, their JPEG compressed image 

retrieval system is robust to translation, rotation and scale transform 

with minor disturbance. 

The aforementioned DCT frequency domain work focused on the 

image database retrieval but not clustering applications. Their achieved 

efforts somehow exploited the possibility of using DCT coefficients for 

describing image information, which is also the base for us to perform 

clustering in frequency domain. 

As we can see that people tend to take several photos in the same 

place with the relatively constant portraits, and generally the land-

scape and scenery also have high similarity between each other. The 

changes of objects and background in some photos are not considerable, 

which provide good cross-image correlation for image similarity analy-

sis and compression. We can utilize the high similarity information to 

sort and group the randomly placed disordered photos and remove the 

redundancy information among them. 

2.4 Photo A lbum Clustering 

Previous digital photo album management research mainly focus on 

indexing and retrieval models, some of them involve the clustering 

problem. Lim et al. [22] studied home photo content modeling for 
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Personalized Event-Based Retrieval system and tried to address the 

gap between feature-based indices and retrieval preferences. They fo-

cused on the event taxonomy for home photos and designed a system 

that utilize the low-level feature-based representations of digital photos 

to generate visual content of photos. However, their event models are 

based on the predefined visual vocabulary with conceptual graph rep-

resentation. Considering user's large collection of digital photos, it is 

hard for people to know in advance of how many events, or how many 

types of photos there will be. Actually these pieces of information are 

just what users want to obtain through some management tools. In 

this sense, an automatic clustering tool is needed. 

Geigel and Loui[8] developed a personalized album page layouts 

system that performs genetic algorithms to interactively generate the 

photo pages for visual content collections on the Internet. It distributes 

the photo images among a set of pages and each lays out several pho-

tos that resemble in scrapbooks as opposed to a simple collection of 

pictures. Although they suggested a model to categorize digital photos 

in terms of user preference and artistic nature of scrapbook layouts, 

people have to browse all the pages before finding out how many pho-

tos there are and what they are. Since genetic algorithms are inherent 

time-consuming, it is unsuitable for large photo database processing 

either. 

The date/time metadata of digital photos have also been adopted 

to detect event boundaries. Piatt et al. [38] suggested a time-based 

clustering algorithm that uses an adaptive threshold to identify the 

event time gaps. Loui and Savakis [23] developed an automated event 
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clustering system, which groups digital photos by two class K-means 

algorithm based on the time difference histogram. Their algorithms 

are effective when data/time information is available and reliable to 

indicate the photo events margins. However when 

1) the time stamps are incorrect due to improperly set camera clock; 

2) or the scanned or downloaded pictures do not preserve the cre-

ation date/time metadata; 

3) or even have the correct time stamps but people take the photos 

of different subjects at the same time, 

the photo content should be considered for image similarity analysis 

and clustering. 

For similarity analysis of all color image contents and performing 

clustering algorithm on all photos, the main problems are: 

1) high dimensionality of the feature space 

2) uncertainty and complexity of image representations 

3) unknown number of clusters in advance 

Previous efforts simplify these problems by focusing on part of color 

information or features [38] [5]. We aim to explore the algorithms that 

preserve maximal feature information and most important represen-

tation coordinates for clustering and meanwhile allow the real-time 

efficiency for interactive user interface. 

We find that people tend to take several photos in the same place 

with the relatively constant portraits, and generally the landscape and 
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scenery also have high similarity between each other. The changes of 

objects and background in some photos are not considerable, which 

provide good cross-image correlation for image similarity analysis. It 

is the high similarity information among digital photo album that helps 

us perform clustering on these randomly stored miscellaneous photos. 

In this thesis, we perform the image similarity analysis on all digital 

photos in compressed frequency domain, and calculate the similarity 

distances of every pair of photos. Based on the similarity distance 

matrix, multidimensional scaling (MDS) techniques are adopted to ex-

tract the principal coordinates and arrange all photo thumbnails in 

most compact and important low-dimensional space so that visually 

similar images are close to each other. This low-dimensional visual in-

terface can help user to evaluate the clustering results and adjust the 

clustering parameters. Through the highly interactive model, user can 

quickly obtain insights from the visualization layout that suggest the 

adequacy of the clustering results and what further adjustments should 

be done. 

The traditional clustering algorithms cannot distinguish and extract 

the most important feature in the high-dimensional feature space, they 

are not capable for complex image clustering applications, especially 

for the large database. In this thesis, we propose an interactive MDS-

based clustering algorithm to generate the optimal feature coordinates 

automatically, and then perform clustering algorithm to categorize all 

the photos into different groups in terms of the image content similarity. 

We execute our MDS-based clustering algorithm on our own digital 

photo album as well as a open image library from the University of 
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Washington to examine its performance. Experiments prove that our 

MDS-based clustering algorithm outperforms the traditional methods 

in both of accuracy and time efficiency. 



Chapter 3 

Feature Extraction and 
Similarity Analysis 

3.1 Feature Set in Frequency Domain 

As most of the digital photos are stored in JPEG format, and DCT it-

self is one of the best filters for the feature extraction, which preserves a 

set of good properties such as energy compacting and image data decor-

relations. Thus, direct feature extraction from DCT frequency domain 

can provide better solutions in characterizing the image content, apart 

from its advantage of eliminating any necessity of decomposing the im-

age and detecting its features in pixel domain. Since the frequency 

coefficients have provided much important texture information of orig-

inal image and the inverse Discrete Cosine Transform (IDCT) is very 

time consuming, we prefer performing digital photo similarity analysis 

in frequency domain directly. 

38 
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3.1.1 JPEG Frequency Data 

The JPEG encoding standard for full-color images is based on Discrete 

Cosine Transform (DCT). The compression process is started by di-

viding the rectangular image into 8 x 8 blocks, and pixels from each 

block are transformed from spatial to frequency domain by DCT. The 

forward and inverse 2D DCT transform are given by: 

Forward : 

~， W = ^ E E c o s ^ ^ c o s i ? ^ / ( M . ) (3.1) 
4 i=0 j=0 丄 0 丄 0 

Inverse : 

rr -N +广广 zr, � + l)u7r (2j + l)v7r 
f(hj) = CuCvFiu, v) cos ^ ： ^ c o s (3.2) 

^ u=01;=0 丄 D 丄 0 
where 

‘ 

去 ： f o r u,2； = 0 
CuiCy = < 

1 : otherwise 

According to JPEG codec standard as shown in Figure 3.1, a full de-

compression process includes: (a) entropy decoding with Huffman cod-

ing tables, (b) DCT coefficients dequantization, and (c) inverse DCT 

to reconstruct the image blocks. Traditional image analysis and pro-

cessing need to go through all the decompression steps before executing 

any pixel domain manipulation. To improve efficiency and utilize the 

well transformed frequency information, we extract the DCT coeffi-

cients at point，T’ in the Figure 3.1, that is dequantizing to obtain all 

DCT coefficients but not doing inverse DCT transform. 

After dequantization each transformed 64-point ( 8 x 8 block) dis-

crete signal is DCT frequency coefficients. As shown in Figure 3.2, the 
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Figure 3.1: JPEG Codec Diagram 

first top-left coefficient is called the DC coefficient, and the remaining 

63 coefficients are AC coefficients. The DC coefficient corresponds to 

the average intensity of the image component block, and the AC val-

ues contain the information regarding intensity changes within a block 

along different directions at different scales. It is the low frequency DC 

coefficients that carry most of the image energy, many previous works 

adopted DC coefficient calculate texture features or represent a coarse 

or blurred version of original image [12] [5] [3]. However, two totally dif-

ferent images may have the same average intensity value, i.e. the DC 

coefficient, we propose to adopt first few non-zero AC coefficients to 

represent the detailed texture information of original image as well. 

In JPEG, the zig-zag pattern approximately orders the basis func-
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Figure 3.2: 8 x 8 block DCT Coefficients : (a) Zig-zag sequence, (b) Fre-

quency distribution, (c) Texture feature distribution 

tions from low to high frequencies. Depending on the compression 

ration, most of AC coefficients are equal to zero after quantization, 

especially those corresponding to the high frequencies in the zig-zag 

pattern. As a result, most energy of original image is concentrated on 

the non-zero low frequency coefficients and the rest large number of 

zero coefficients can be ignored. We build up our feature set as the 

method shown in Figure 3.4. 

In each transformed 64-point ( 8 x 8 block) DCT frequency coeffi-

cients, the the first top-left DC coefficient corresponds to the average 

intensity of the image component block, and the remaining AC val-

ues contain the information regarding intensity changes within a block 

along different directions at different scales. In JPEG, the zig-zag pat-

tern approximately orders the basis functions from low to high frequen-

cies. Depending on the compression ration, most AC coefficients are 

equal to zero after quantization, especially those corresponding to the 

high frequencies in the zig-zag pattern. As a result, most energy of orig-

inal image is concentrated on the non-zero low frequency coefficients 
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and the rest zero AC coefficients can be ignored [12] [5] [3 . 

3.1.2 Our Feature Set 

However, two totally different images may have the same average in-

tensity value, i.e. the DC coefficient, take the following two figures 

displayed in Figure 3.3 for example. Totally different figure (a) and (b) 

have the same DC values, therefore, only adopting the DC coefficient is 

not accurate enough to distinguish complicated digital photo contents. 

H E 
(a) (b) 

Figure 3.3: Example of two different figures with same DC values 

Besides the DC coefficients, we also propose to adopt first few non-

zero AC coefficients to represent the detailed texture information of 

original image as well. We build up our feature set as the method 

shown in Figure 3.4. 

We create the DC and A Q (0 < z < 63) coefficient matrix, which 

consist of the corresponding DC and AQ coefficients from each 8 x 8 

block. Thus the size of these DCT coefficients matrix is less than that of 

original image by 64 times. The DC coefficients matrix can be regarded 

as the reduced and smooth approximation of the original image, and 
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Figure 3.4: Feature Set from Frequency Domain 

these ACi matrices represent the texture information along different 

directions. 

3.2 Digital Photo Similarity Analysis 

3.2.1 Energy Histogram 

Histogram is one of the primitive tools used in image information anal-

ysis. It is generally tolerant to image rotation and modest object trans-

lation, and can include scale invariant through the means of normal-

ization. Given a discrete color image defined by some color space, e.g. 

RGB, the color histogram is obtained by counting the number of times 

each discrete color occurs in the image array [50]. Statistically, color 

histogram denotes the joint probability of the intensities of these three 

color channels. Similarly, an energy histogram of DCT coefficients is 

obtained by counting the number of times an energy level appears in 

a DCT blocks set of compressed image. The energy histograms of DC 
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and AC matrices can be written as: 

m n 1 ： for DC\i, j] = k 
= (3.3) 

i=o j=o Q . otherwise 

‘ 

m n 1 ： for ACt\i,j] = k 
HAcAk] = E T . \ (3.4) 

i=0j=0 0 : otherwise 

where, DC[i, j] denotes the dequantized DC value at the (z, j ) location, 

ACt[i,j] denotes the tth. AC coefficient value at (i,j). HdcI^] and 

Haci W are the corresponding energy level with the value of k in DC 

and ,th AC coefficients respectively. 

The pixels of the original Y component in spatial domain are coded 

with 8 bits. However, after the DCT transform, the sizes of DC coeffi-

cients become 11 bits with the range of [-1024，1023]. That means the 

number of original histogram bins should be 2048. However, the his-

togram bins of DC coefficients can be reduced to a smaller size, such as 

1024, 512’ or 256 [12]. Our experimental results suggest that 512-bins 

energy histogram is more effective. 

Figure 3.5 shows the spatial histogram and frequency energy his-

togram of the picture lena, where the DC and AC frequency coefficients 

are not quantized. Prom the energy histograms we can see that DC 

component is actually a coarse or rough approximation of the original 

image. AC coefficients approach to zero along the zig-zag scan sequence 

from low to high frequency. That is the higher AC frequency coeffi-

cients, the higher probability it will be zero. Especially after performing 

quantization, the energy histogram of AC high frequency coefficients 

will concentrate on zero much more. 
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Figure 3.5: Spatial Histogram and Frequency Energy Histogram of Lena 

We further normalized these energy histograms to the region [0,1 

by dividing them with the total number of the coefficients appeared 

in corresponding vectors. The normalized histograms will have a more 

general probability form, which will allow us to do photo similarity 

analysis with different resolutions and more efficient in terms of com-

putation. 

3.2.2 Photo Distance 

To evaluate how similar two images are, we explore a reasonable met-

ric to calculate the distance value from their feature vectors. Lots of 

experimental works have been carried out to examine the best metric 

according to different applications[12]. In our project, we adopt his-
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togram intersection as it is a effective and natural way for histogram 

similarity calculation. 

The histogram intersection metric is first proposed by Swain and 

Ballard [50] for color image retrieval in the spatial domain, the formula 

is defined as: 

= (3.5) 
Ei=i yi 

where X and V denote two n-bins color image histograms. ^ (X , Y) 

turns out to be the normalized degree of similarity. Since we have 

normalized the histogram bins, i.e., X̂ JLi = 1 and = 1, 

based on this similarity value, we can obtain the corresponding distance 

simply by: 

= (3.6) 
i=l 

We obtain 32 DC and AC distance values by performing histogram 

intersection on those DC and AC energy histograms respectively. The 

final similarity distance of two images can be calculated by weighted 

summarization of them: 

D{X,Y) = wacddc{X,Y) + 及 ^ (3-7) 
i=l 

where 
31 

'^dc + ^aci = 1 
i=\ 

ddc{X, Y) denotes the DC component distance, and daa Y) denotes 

the ith AC component distance. Wdc and Waa are distance weights 

arranged to the DC and AC components respectively. D{X,Y) is the 

final distance of image X and Y in terms of similarity. 
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We calculate all the distances of every two photos in the album, ob-

tain a symmetric distance matrix D, where y) = x) and 0 < 

D{x, y) < 1, 0 means most similar, 1 means totally different. Take the 

following 8 photos as example, the photo similarity distance matrix is 

generated in Table 3.1, as shown in the next page. 

••Ml 國 
03020.jpg 567 6775JPG 567_6777.JPG DSC01046JPG 

DSC01453JPG Image0509.jpg P6300041JPG Image0718.jpg 

Figure 3.6: Example Pictures for Photo Similarity Distance 
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Chapter 4 

1-Dimensional Photo Album 
Management Techniques 

Based on the similarity distance obtained in the last chapter, we first 

explore the one dimensional sorting algorithm to put the most simi-

lar photos adjacent in the sorting sequence. To recognize the different 

types of digital photos, a one dimensional clustering algorithm is then 

proposed to separate these sorted photos according to their image con-

tents. Finally, a MPEG-like compression scheme is adopted to com-

press all the photos in current album with the adaptive IBP frames 

and variable search windows. Based on previous sorting and clustering 

results, our flexible compression scheme is more intelligent and effective 

than traditional MPEG algorithms, which use the constant IBP frames 

and invariable search windows. 

The overall system design is illustrated in Figure 4.1. 

49 
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Figure 4.1: One-Dimensional Photo Album Process Flowchart 

4.1 Photo Album Sorting 

We sort all of the photos in the album based on the distance matrix D 

obtained in the last chapter. 

Starting with the first photo Pq in the album, we search the minimal 

distance value in all D{0, i), 0 < i < n, which represent the similarity 

distances from all other photos to Pq- The minimal distance, for in-

stance D(OJ), means the most similar photo is Pj. Then we put the 

photo PJ adjacent to Pq in the sorted photo queue. We set the sorting 

flag of Pj to be true, which means this photo has been sorted in order 

to avoid the following process calculating and sorting it again. Itera-

tively, based on the last photo in the sorted photo queue, we search the 
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most similar photo among the unsorted ones, and put it to the end of 

the sorted photo queue. This process executes repeatedly until all of 

the photos in album are sorted. As a result, the most similar photos 

will be adjacent to each other. 

The following pseudocode demonstrates our photo album sorting 

algorithm. P is the input photo album, Q is the sorted photo queue, 

and N is the number of all photos. 

Algorithm 4.1.1： PHOTOALBUMSORTING(P) 

i — 0; 

j — 0; 

QH — Pbi； 

for i 一 1 to N 

for j 卜 0 to TV 

if D[i,j] is minimal 

if P[j] is not sorted k P[j] + P[i 

return (Q); 

Take six pictures and their distance matrix for example, as shown 

in Figure 4.2, we can execute our sorting algorithm starting with the 

first one and group the most similar pictures together one by one. 
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Figure 4.2: Sorting Algorithm Illustration 

4.2 Photo Album Clustering 

Based on the sorting sequence of all photos, we can categorize them 

into different clusters according to the similarity distances. Because 

different photo cluster has different texture complexity and similarity 

distance distribution, as shown in Figure 4.3, the distance variances 

of different clusters are variable. The distance variances among the 

clusters of sky and cloud photos are much more less than that of the 

clusters of people activities. 

A simple global threshold for cutting different clusters is proved 

ineffective since it cannot adapt the local variation of different clusters. 

Statistically, the first two moments, i.e., the mean fi and variance a, 

can describe the general distribution of a group variables. We propose 

to utilize the adaptive jj> and a to describe the distance distribution of 

updating clusters. 

(4.1) 

一 玲 邵 ’ “ 1 ) - ( 4 . 2 ) 

where D{i,i + 1) denotes the distance between adjacent photos i and 
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distance distribution 
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Figure 4.3: Distance Distribution of Adjacent Photos along Sorted Sequence 

2 + 1. We define the clustering threshold T as: 

T = ^^K xa (4.3) 

where K is a parameter we set to control the range of variance. Cluster-

ing threshold T is used to measure whether the current photo belongs 

to this cluster or not. The bigger K is, the higher probability this 

photo belongs to the current cluster. 

Beginning with the first photo, we examine the similarity distance 

D{i, f) between every two adjacent photos i and j , where j. 二 i + 1. 

We calculate the mean /i and variance a of distance values in current 

cluster using Equation(4.1) and (4.2)，and compare the distance D(iJ) 

with the clustering threshold T. 

If D(i, j) < T, photo j is classified to this cluster and used to update 
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this cluster's fi and a at the same time : 

k = " � “ X 二 • (4.4) 

a 腳 = ( 去 E … ( i ， 2 + 1 ) - " 腳 ) 2 ” (4.5) 
i=l 

And then the clustering threshold T of this cluster is therefore changed 

by Unew and anew-

Tnew = fJmew + K X a^ew ( 4 . 6 ) 

This updated threshold Tnew will be used to examine the following 

photo j + 1 along the sorted photo sequence in the next step. 

Otherwise, if D{iJ) > T, photo j is different from the photos in 

current cluster in terms of similarity distance, we start a new cluster 

with it instead. The new cluster's fi and a are initialized to 0. 

After that, we carry out the same process to examine the distance 

of photo j and j + 1 again. This operation is executed iteratively until 

clustering all photos. The following pseudocode describes our photo 

album clustering algorithm. Q is input sorted photo queue, C is the 

matrix of clustering results, k is the number of cluster, and j is the 

number of the photo belongs to this cluster. 
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Algorithm 4.2.1： PHOTOALBUMCLUSTERING(Q) 

k — 0; 

j — 0 ; 

c[A:,i] -g[o]； 

for i — 0 to TV 

if D[g[z],Q[i + l]] <T 

h^ j , 

cr^ij Eto(^[C[/c, t], C[/c, t + 1 ] ] - � 2)1; 

j — j + 1; 

else 

k ^ /c + 1; 

J. — 0; 

C[k,j] — Q[2 + 1]; 

—0; 

(7 — 0; 

return (C); 
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4.3 Photo A lbum Compression 

After clustering, we obtain several photo clusters, each contains the 

same daily event or almost the same scenery. The changes of objects 

and background among the photos in the same cluster are not sig-

nificant, that provides good cross-image correlation for compression. 

Therefore, we can remove those redundancy from clusters by a MPEG-

like algorithm. 

4.3.1 Variable IBP frames 

Based on the clustering results, we rearrange those photos in terms of 

compression. Basically, in MPEG, the fundamental element is frame, 

which corresponds to the photo in our album. There are three types 

of frames, i.e., I-frames, P-frames, and B-frames. The I-frames are 

intra coded, they can be reconstructed without any reference to other 

frames. The P-frames are forward predicted from the last I-frame or P-

frame, it is impossible to reconstruct them without the data of another 

frame (I or P). The B-frames are both forward predicted and back-

ward predicted from the last/next I-frame or P-frame, there are two 

other frames necessary to reconstruct them. P-frames and B-frames 

are referred to as inter coded frames. 

GOP (Group of Pictures) in MPEG represents the distance between 

two adjacent I-frames, which allows random access because the first I-

frame after the GOP header is an intra picture that means that it 

doesn't need any reference to any other picture. 

In our program, one cluster is one GOP. The length of GOP is 
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variable, which depends on the number of the photos in each cluster. 

We regard the first photo in a GOP as I-frame, the last one as P-frame, 

and the others between I and P frames as B-frames. Therefore, there 

is only one P-frame in our GOP , as shown in Figure 4.4. 

Sorted Photo Sequence ^ 
Photo 1 Cluster 1 Cluster 2 Cluster 3 Photo i 

Photo 0 \ A , 入 、 A / 
\ B B B P I B B P f~B B P 1 / B 

^ ^ . 脚 ) - ^ ^ 从 
Forward Prediction of P - frames 

Forward Prediction of B - frames 

Backward Prediction of B - frames 

Figure 4.4: Frame Arrangement 

We carried out some experiments to explore the optimal parameter 

K in Equation (4.3) for photo clustering. Currently, when K is equal 

to 1.0, the result is preferable in terms of image similarity, as described 

in Figure 4.5. 

4.3.2 Adaptive Search Window 

After arranging all necessary frame structures, we design the search 

windows in motion compensation. The P-frame is forward predicted 

from the I-frame in current GOP with fixed search window size of 

32 X 32. For other B-frames in GOP, along the sorting sequence, the 

position of each B-frame implies the similar relationship of it to I-frame 
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Figure 4.5: Clustering Results 

and P-frame. That means, if this B-frame is nearer to I-frame than that 

to P-frame, it is more similar to I-frame than that to P-frame. We 

therefore assign bigger search window in I-frame. Otherwise, we assign 

bigger search window in P-frame. Equation (4.7) and (4.8) define the 

B-frame search window size calculation. 
AT — 4 ‘ 

Si{B,) = 16 X ( 了 + 1) (4.7) 
Sp{Bi) = 1 6 x ( ^ + l) (4.8) 

where Si(Bi) denotes 2th B-frame's search window size from the I-

frame, and SP{BI) is its search window size from P-frame. N is the total number of B-frames in current GOP, i {1 <i < N) is the number of current B-frame. 
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Figure 4.6: MPEG-like Codec Diagram 

4.3.3 Compression Flow 

Finally, we compress all the photos in the album following the rules of 

MPEG-2. The codec diagram is demonstrated in Figure 4.6. 

As the digital photos axe all in color, we should choose to adopt 

which color channel's frequency coefficients, Y channel alone or all of 

Y, Cb and Cr channels. Typically, the preferred algorithm is based on 

Y (luminance) component, that is because: 

1) human visual system is more sensitive to Y than to two other 

chrominance components. 

2) both JPEG and MPEG standards retain more information in Y 

than the other two components. 
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We have performed the same sorting algorithm based on the fre-

quency coefficients extracted from all YCbCr color channels and Y 

channel alone respectively. Experimental results suggest that DC com-

bined with first 31 AC coefficients of Y luminance alone is more ef-

fective. They not only provide the sufficient texture information but 

also take far less computing costs than traditional methods, as these 

coefficients have already been calculated and are readily available in 

the frequency data of the compressed image. 

4.4 Experiments and Performance Evaluations 

111 our experiments, the digital photo album consists of approximately 

130 digital camera images, with the size of 1024 x 768 each. They were 

captured by the different digital cameras, i.e., SONY, Canon, Kodak, 

and Olympus. There are many different types of daily life pictures in 

this digital album, such as sceneries, buildings, and people activities. In 

the landscape photos, there are seas, mountains, flowers and trees. In 

people activities photos, there are swimming, hiking, party, and holiday 

pictures. Moreover, there are some buildings and furniture photos as 

well. 

We compared the performance with different sorting parameters by 

counting the number of sorting error happened, which means the times 

of separating the same class photos. Based on experimental results, we 

prefer adopting the DC and first 31 AC coefficients of Y channel in DCT 

frequency domain, using energy histogram intersection to measure the 

similarity distance between the JPEG compressed photos. We also 
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arrange different weights to DC and AC components respectively to 

obtain the final distance between every two photos, i.e., Wdc = 0.2 and 

^ILlWac = 0.8. 

Our system begins with loading the digital photo album as a user 

specified the folder path. A dialog pops up for setting the photo sim-

ilarity analysis parameters before executing the sorting algorithm, as 

demonstrated in Figure 4.7. User can select to use what similarity 

distance calculation metric, what color channel's frequency coefficients 

(Y channel alone or all of Y, Cb and Cr channels), and how to ar-

range the distance calculating weights to the DC and AC components 

respectively. 
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Figure 4.7: System Interface 
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The first list-box on the left part displays the thumbnails of all 

the unsorted digital photos in the original album, and the second list-

box displays the thumbnail results of our sorting algorithm. When 

user clicks any thumbnail in these two list-boxes, the original digital 

photo corresponds to the highlighted thumbnail will be laid out in the 

following bigger image frame with original detailed information, and 

the taken time of this picture will be extracted from the metadata and 

displayed in text-box on the right side. 

Figure 4.8 gives the results of our sorting algorithm. The first lines 

of (a) and (b) are the unsorted photo sequences in the original album. 

The second lines are the sorted photos by our algorithm. Compared 

with the original unsorted photo sequence, we can reorder all the photos 

in current album according to their similarity degree with each other. 
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Figure 4.8: Sorting Results Output 

As the clustering results output demonstrated in Figure 4.9, we can 
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group the most similar photos into the same cluster. 
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Figure 4.9: Clustering Results Output 

Based on the clustering results, we arrange the IBP frames cluster 

by cluster, and perform MPEG-like compression scheme with adaptive 

search window according to the position of B-frames. 

The compression performance is given in Figure 4.10, where bpp 

denotes the bit-per-pixel and PSNR is the peak signal to noise ratio. 

The smaller bpp is, the more compression ratio will be obtained. The 

bigger PSNR is, the more useful signal will be maintained. Prom this 

figure, it is proved that our compression scheme has achieved higher 

image quality than JPEG and MPEG2 with the same bpp value, that is 

in the same disk space. And with the same PSNR, our method occupies 
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less disk space than the traditional JPEG and MPEG2 schemes. 
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Figure 4.10: Compression Performance 

Take one picture for example, as shown in Figure 4.11, traditional 

JPEG picture appears much blocking artifacts in high compression ra-

tio. MPEG picture also loses much detail information, for instance the 

people swimming in the sea, the texture of trees, and the wave move-

ment. Our methods maintain the more image quality by intelligent 

motion estimation and compensation, which depend on proper sorting 

sequence, reasonable clustering groups, and the cross-image similarity 

(redundancy) correlation. 

Experimental results prove that our photo album sorting and clus-

tering algorithms can rearrange the randomly placed miscellaneous 

photos in terms of image similarity and group them into different clus-
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ters, which correspond to different daily events and sceneries. Finally, 

we compress all the digital photos in current album to obtain a compact 

storage format. Our photo album compression method outperforms the 

traditional JPEG and MPEG in high compression ratio when there are 

high similarity and redundancy information among the same cluster. 
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(a) traditional JPEG picture, bpp = 0.4，PSNR = 28.0 dB 

(b) traditional MPEG frame, bpp = 0.4’ PSNR = 28.8 dB 



Chapter 5 

High Dimensional Photo 
Clustering 

Our one-dimensional clustering algorithm is based on the sorting se-

quence of all the photos. However, in most cases, the input of clus-

tering algorithm is the various image features of original photos, and 

user expect to obtain all the image clusters according to the different 

photo contents and events. Inspired from this application, we further 

explore the photo album clustering algorithm based on the original 

high-dimensional image features. 

5.1 Traditional Clustering Techniques 

Clustering is one kind of unsupervised classification, without any pre-

defined or training information. Traditional clustering algorithms can 

be categorized into two types, namely hierarchical clustering and par-

titional clustering respectively [16]. Hierarchical clustering algorithms 

produce a hierarchy structure, for instance binary tree, in which the 

root represents the whole data set, the leaves are the individual ob-

67 
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jects, and the internal nodes are defined as the union of their children. 

Each level of the tree represents a division of the input objects into 

several clusters based on current union nodes. Partitional algorithms 

obtain a single partition of the input data in stead of a clustering struc-

ture, for instance K-means separates the original objects into K subsets 

according to some clustering criterion. 

5.1.1 Hierarchical Clustering 

Given a set of N objects and an N x N distance matrix D, take the ex-

ample as shown in FigureS.l, the basic process of hierarchical clustering 

A 

黎二 A -
」 1 3 6 7 2 5 4 8 

> 
Figure 5.1: Hierarchical Clustering 

is following: 
I. Assign each item to its own cluster, so that N items correspond 

the N clusters. Each contains just one item. Let the distances 

(similarities) between the clusters equal the distances (similari-

ties) between the items they contain. 

II. Find the closest (most similar) pair of clusters and merge them 

into a single cluster, so that one cluster less now. 
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III. Compute distances (similarities) between the new cluster and each 

of the old clusters. 

IV. Repeat steps II. and III. until all items are clustered into a single 

cluster of size N. 

Step III. can be done in different ways, namely single-link, complete-

link, and average-link respectively. Their most common merging cost 

functions to measure the distance between a couple of clusters are de-

fined in Table 5.1’ where x denotes the object and S denotes the current 

cluster. 

Table 5.1: Merging Methods in Hierarchical Clustering 

Method Cost Function 

single-link mm:cieSi,XjeSj d{xi,xj) 

average-link ^ j f a Ex,eg, Ex.gg, djxi^xj) 

complete-link rn3XxieSi,xjeSj d{xi,xj) 

Figure 5.2 demonstrates the results of traditional hierarchical clus-

tering that performed on the TableS.l. Prom the different hierarchical 

tree level, the different cluster number and separation can be achieved. 

Here we utilize agglomerative(bottom-up) hierarchical method and 

consider three types of merging functions, i.e., single-linkage, average-

linkage, and complete-linkage. When we compute distances between 

the new merging cluster and each of the old clusters, single-linkage clus-

tering (also called the nearest neighbor method) consider the minimal 
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Figure 5.2: Traditional Hierarchical Clustering Results 

distance from any member of one cluster to any member of the other 

cluster, complete-linkage clustering (also called the farthest neighbor 

method) utilize the maximal distance from any member of one cluster 

to any member of the other cluster, and the average-linkage clustering 

calculate the average distance from any member of one cluster to any 

member of the other cluster. 

The time complexity of the average-linkage and complete-linkage 

algorithms is 0(A/'2 log AT), and that of the single-linkage is 0 � N , . 

Hierarchical clustering algorithm are effective when data quantity is 

small. But the complexity will exponentially increase as the data num-

ber grows, since the construction of the clustering binary tree and the 

tree traverse are very time-consuming. In addition, they are sensitive 

to the noise and outliers, the tree structure is also lack of robustness 

especially when the data volume is large. 
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5.1.2 Traditional K-means 

Traditional K-means algorithms take all the initial histogram bins as 

feature vectors because they are the basic elements in our photo simi-

larity measurement. It starts with a random initial partition and keeps 

reassigning the objects to clusters based on the similarity between the 

objects and cluster centers until a convergence criterion is met. For N 

objects, the basic procedure of adaptive K-means is: 

I. Set the cluster number K. 

II. Select k initial cluster centroids, Ci，C2,..., cjt. 

III. Assign each instance x to the cluster Q whose centroid is the 

nearest to x. 

IV. For each cluster, recompute its centroid based on which elements 

are contained in. 

V. Go to III. until convergence is achieved. 

Where, c denotes the cluster center, and x denotes the object. 

The time complexity of K-means is 0[N). With a large number 

of variables, K-means will be computationally faster than hierarchical 

clustering, and it can produce tighter clusters, especially when the 

clusters are globular. 

But the major problem of K-means is its sensitivity to the selection 

of the initial partition: the initial cluster number and their initial posi-

tions. If the initial partition has not been properly set, it may converge 

to a local minimum. Figure 5.3 illustrates one of the case of traditional 

K-means. It generates data randomly in 2D x-y coordinates, as shown 
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by blue points. The cluster centers generated by K-means are repre-

sented by red points. Because the positions of the cluster centers have 

not been initialized optimally, 4 clusters converge to the local minimum 

in the bottom of this figure. It should be noted that we assume the 

cluster number of the original data is known, i.e., 5 clusters, so that 

we initialize 5 cluster centers. In most cases, we have no ideas about 

the distribution of the original data. That is much more difficult to 

achieve the expected clustering results by traditional K-means. 
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Figure 5.3: Traditional K-means Clustering Problems 

In our photo album clustering experiments, the results of traditional 

K-means is demonstrated in Figure 5.4. In this experiment we try to 

categorize all the photos into 9 clusters, but K-means only generate 5 

meaningful clusters, the other 4 clusters do not have any photos since 
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they are trapped into the local minimums by bad initial positions. And 

the cluster 1,2,4 and 5 contain several different groups pictures. 
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Figure 5.4: Traditional K-means Clustering Results 

Furthermore, K-means cannot solve the high-dimensional feature 

vector intelligently. K-means calculate the distance between each pair 

vectors on all dimensions equally, ignoring the principal feature space 

in terms of different applications and feature nature. Some research 

attempt to arrange different weights to the different features, i.e., big 

weights for the prominent parts and small for the trivial. And some 

try to exploit other most effective low-dimensional features instead. 

However, generally they are not the preferred solutions since there are 

so large variance among the different data. Simply truncate or almost 
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ignore some feature dimensions are not always applicable for all the 

application cases. If we can find a method to generate the principal 

parts from the high-dimensional data automatically, this problem can 

be resolved. Therefore, we exploit the techniques to extract the prin-

cipal coordinates from the high-dimensional feature space to improve 

the intelligence and effectiveness of clustering algorithms. 

5.2 Multidimensional Scaling 

Multidimensional Scaling (MDS) is a method that represents measure-

ments of similarity (or dissimilarity) among pairs of objects as distances 

between points of a low-dimensional multidimensional space. It is a 

data analysis approach to make complex high-dimensional data acces-

sible to visual inspection and exploration, and allows one to discover 

the dimensions that underlie judgments of similarity or dissimilarity [2 . 

Recently, MDS has been adopted to reveal the principal dimensional-

ity of different fields' data. For example, Marks et al. [28] proposed 

a graphics and animation parameter setting system Design Gallery, 

Pellacini et al. [32] suggested a new psychophysically-based light reflec-

tion model, and MacCuish et al. [25] discussed some MDS techniques 

in their image database layout mechanisms. However, they only ex-

plore the MDS techniques in terms of user interface and visualization 

layout, but not high-dimensional feature reduction or clustering. In 

this work, we adopt MDS to detect meaningful underlying dimensions 

that can maximally explain observed similarities or dissimilarities (dis-

tances) between the investigated objects, that is, to extract the most 
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important coordinates from high-dimensional feature space to make the 

clustering process more intelligent and effective. 

5.2.1 Introduction 

Given a set of n objects and the distance matrix D, which stores all the 

distances of every two objects' distances, what MDS does is to find n 

representation points in /c-dimensional space such that their distances 

of each other in D are as close as possible to the original distance 

values in D, For example, there are 9 cities, suppose we only know the 

distances (in kilometer) between every two cities, as shown in Table 5.2. 

By performing MDS algorithms on this distance matrix, we can get the 

position map as displayed in Figure 5.5 with k = 2. 

Table 5.2: Distance Matrix of 9 Cities {distance : kilometer) 

City | l | 2 | 3 | 4 | 5 | 6 | 7 8 9 
“ 1 0 m 1 2 0 4 9 6 3 2076 3095 2979 1949 

2 m 0 1 ^ 8 8 0 2 2815 2934 2786 1771 
"~3 4 2 9 0 1 0 ^ 6 7 1 2684 "2799 2631 1616 
~~4 1 2 0 4 1 3 0 8 0 1029 3273 2053 2687 1237 

^ m 1 0 2 9 0 2 0 1 3 2142 2054 996 
2076 2815 2684 3273 2013 0 808 1131 1307 

7 3095 2934 2799 2053 2142 808 0 879 1235 
" ~ 8 ~ 2979 2786 2631 2687 2054 1131 879 0 1059 

9 1 9 4 9 i m ~ ~ 1 6 1 6 1237~~996 1307 1235 1059 0 

Formalized by Kruskal [17] the loss function stress that MDS algo-

rithms try to minimize is defined as: 

stress = . ^ S H ^ (5.1) 
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Figure 5.5: MDS Layout of Nine Cities 

Where D is the original distance matrix, and D is the distance matrix 

calculated from the /c-dimensional data generated by MDS. 

Normally, MDS is used to provide a visual representation of a com-

plex set of relationships. However, in some cases, the best possible 

configuration in two dimensions may be a highly distorted representa-

tion of the original data. This will be reflected in a high stress value. 

When this happens, 3-dimension or even high-dimension results are 

preferable. Three-dimensional solutions can also be illustrated graphi-

cally, as shown in the right part (b) of Figure 5.6. The third coordinate 

will provide more precise relationship between the objects. 

MDS is a optimal projection scheme from complex high-dimensional 

object relationship to low-dimensional visual representation of the prox-

imities pattern, which reflects the dominant underlying structure of 
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(a) 2D results from MDS (b) 3D results from MDS 

Figure 5.6: 2D and 3D Examples of MDS 

the objects for given similar or dissimilar conditions. If the dissimilar-

ities corresponds to the distances in the configuration space and the 

distances are precisely Euclidean, classical scaling algorithm can be 

adopted to find most precise coordinates to match original data rela-

tion. Otherwise, the dissimilarities should be transformed to distances 

firstly. Metric scaling utilizes the metric transform function. Nonmetric 

scaling can use some arbitrary but monotonic transform function [4 . 

In most cases, Euclidean distance is adopted to measure the distance 

between each pair of objects, therefore, the classical scaling is most 

efficient and robust method that have applied in many fields. 

5.2.2 Classical Scaling 

Classical scaling is one case of metric scaling. It is equivalent to an 

efficient technique for computing principal coordinates with regard to 

the greatest variance within the original dissimilarity space. 

Given a matrix of Euclidean distances between n points, the prob-

lem is how to explore and locate these objects in a specified space, 
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which reveals the maximal information among them. It is actually 

a reverse process of distance computing with regard to the principle 

coordinates. 

Suppose X contains the coordinates of all n points. Its inner prod-

uct of all the coordinate vectors is B = XX'^. X? is the transpose 

matrix of X. The squared distance matrix can be computed by: 

D^ = cl^ + IcT - 2XXT 二 clT + Ic了 - 2B (5.2) 

where, c is the vector with the diagonal elements of XX^^ 1 represents 

a vector with all the elements equal to one. Let 

J = / � l l T (5.3) 
n 

Multiply the left and right sides of by J and a factor -^： 

—1 JL»2 J = + ic了 - 2XXT)J 
Z jL 

= - ijlc^j + \J{2B)J 
di Zj 二 

=-ijcO^ - ioc^J + JBJ = B (5.4) 
z z 

where, 0 represents a vector with all the elements equal to zero, 1TJ = 

and J1 = 0. JBJ = B under the assumption that the column 

means of X equal to 0, which means all the data points scatter around 

the origins on all axes with the means of zero [2 . 

To find the MDS coordinates of original objects, eigendecomposition 

can be performed on the symmetric scalar products matrix B. 

B = QKQT = = XXT (5.5) 

With orthonormal eigenvector matrix Q and diagonal eigenvalues in A, 

X can be obtained by: 

X = Qlsh (5.6) 
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The number of dimensions m should be determined. We descending 

sort the eigenvalues in 八，the largest eigenvalue corresponds to the most 

important eigenvector, which compose the most important coordinate 

by Function (5.6) in the corresponding eigenspace. It is observed that 

the sum of first 2 to 3 eigenvalues is approximately 90% of the sum of 

all eigenvalues. Following is one example of A diagonal values in our 

program: 

5.9062 … 0 

1.0872 

0.4232 

： 0.2316 ： 

A = (5.7) 
0.0934 

0 

0 … 0 

Therefore, we can lay out all objects in 2-3D eigenspace without loss 

any dominant information. And only 2-3D low dimensional outline is 

available for human vision to distinguish and evaluate the clustering 

results. For instance, we can execute the classical MDS on the distance 

matrix of Table 3.1, and obtain the 2D MDS results in Figure 5.7. 

Classical Scaling provides an analytical solution for MDS but ex-

empts from interactively minimizing the stress in Function(5.1) to 

achieve optimal coordinates [2]. All points have been projected onto 

the principal axes, as the first several largest eigenvalues and corre-
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Figure 5.7: 2D MDS Layout of Eight Pictures 

spending eigenvectors represent the most variance of the points within 

this configuration space. Therefore the original distances have been 

maximally preserved. 

5.3 Our Interactive MDS-based Clustering 

As we have mentioned that traditional clustering algorithms cannot 

distinguish the most important features for clustering algorithm au-

tomatically, so that the minor image features not only cost the extra 

computing time and space, but also disturb the prominent clustering 

backbone process. At the other hand, MDS has provided the principal 

components extraction tools according to the different application prin-

ciples. Therefore, in our system, we propose to utilize MDS to extract 
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the principle coordinates from the image similarity distance matrix. 

The similarity distance matrix is calculated from all the image fea-

tures directly on original photos, using the image similarity analysis 

techniques we mentioned in chapter 3. And the principal coordinates 

generated by MDS algorithms correspond to the most distinguished 

features used for the following clustering process. These essential im-

age feature coordinates not only save a lot of computing costs but 

also provide more clustering accuracy. Meanwhile, we also develop an 

interface to configure the optimal clustering parameters visually and 

interactively. 

5.3.1 Principal Coordinates from MDS 

Based on the digital photo similarity analysis in Chapter 3，we generate 

the distance matrix of all pair images. That is the input relationship 

matrix for MDS algorithms, for example, the Table 3.1. 

As we have obtained the normalized distance matrix, classical scal-

ing is most efficient and robust method to extract the most princi-

pal coordinates with regard to the greatest variance within the orig-

inal dissimilarity matrix, which also provide the most compact low-

dirnensional visualization interface for us to select the clustering pa-

rameters and examine the following clustering results. 

Figure 5.8 illustrate the results of performing classical MDS algo-

rithm on our digital photo album. Based on this, our clustering algo-

rithm and the visualization interface will be introduced in the following 

sections. 
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Figure 5.8: MDS Coordinates Demonstration 

5.3.2 Clustering Scheme 

With the optimal photo coordinates generated by MDS, we can perform 

clustering algorithm to categorize all the photos into different groups. 

The eigenspace generated automatically by classical MDS contains 

all the principal coordinates based on current input data and calculated 

distance matrix in terms of chosen similarity measurement. Clustering 

algorithms executed in this space will maximize the most distinguished 

features, extract the dominant characters based on current input data 

nature, and categorize them into preferred similarity-based groups. 

In previous methods, it is possible that they cannot divide these 

object points with mixed coordinate values. And K-Means does not 
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perform well when the number of clusters and their initial positions are 

not predefined correctly. Therefore an interactive clustering scheme is 

needed for user to choose an optimal clustering parameters. MDS pro-

vides an interface for user to visually estimate the number of clusters, 

which is a required parameter for K-Means algorithm. Prom the MDS 

results displayed in Figure 5.8, we set the cluster number to be 9, and 

initialize these cluster centers with the mouse. Given the number of 

clusters, i.e. the value of K, K-Means will assign the objects into K 

clusters and locate all cluster centroids so that the sum of distances be-

tween the objects and their cluster centroid is minimal. This procedure 

is executed iteratively until a solution is found, that is to find which 

cluster each object point belongs to, and all the points are as close to 

their cluster centroid as possible, as shown in Figure 5.9. In this figure, 

the right top sub-window demonstrates the pure 2D data distributions, 

one point corresponds to one picture in the space generated by MDS, 

and the cluster centers are represented by the red stars. 

Furthermore, visualizing the clustering results allow us to evalu-

ate the performance of clustering algorithm with current parameters. 

Through a highly interactive model, we can quickly perceive how well 

these photos are clustered, how different they are from each other, and 

how many photos each cluster includes. Therefore, based on MDS, 

we also design an interactive user interface to obtain insights on the 

accuracy of current clustering algorithm and what about the further 

improvements. 
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Figure 5.9: Interactive MDS-based K-means Results 

5.3.3 Layout Scheme 

Two types of visualization mechanisms have been implemented in our 

system, i.e., the global layout and the local layout respectively. The 2-

3D eigenspace generated by the classical scaling algorithm is sufficient 

for photo album clustering layout, since the top 2-3 principal compo-

nents have covered over 90% of the dissimilarity variance between every 

two photos in the album. We utilize the classical scaling to arrange all 

photos in 2-3D space globally based on the similarity distance matrix 

obtained in the previous section. 

Figure 5.10 is an example of the 2D interface. 

In our system, we dynamically arrange the size of photo thumbnails 
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Figure 5.10: MDS Visualization of All Photos 

according to the full size of the clustering layout window and the total 

number of photos in the album. The size of these thumbnails will shrink 

with the number of the photos increasing. A zoom-in and zoom-out 

tool will allow user to magnify some clusters' thumbnails, check the 

interested photos more clearly, and return to the original global view 

situation as well. 

After clustering, the interactive user interface displays the repre-

sentation thumbnails of all the groups with their MDS coordinates in 

right upper sub-window and the photos that belong to the correspond-

ing highlighted group in right low sub-window, as show in Figure 5.11. 

In right upper MDS space window, the coordinates of group repre-
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Figure 5.11: MDS-based Clustering Results Visualization 

sentation thumbnail is determined by: 

…gn) = Pi(Pi,:P2,."Pn) 
n 

i = arg mm 公Cj 一 Pijf (5.8) 
- � -

where, Gi^gi, ...gn) is the coordinates of one group representation 

thumbnail, n is the number of current MDS dimensions, in this case 

n = 2, k is the number of the photos that belong to this group, P is the 

the photos that belong to this group, C is the cluster center generated 

by the clustering algorithm. 

When user clicks a thumbnail, the selected thumbnail will be high-

lighted and the corresponding digital photo will be displayed in a new 

window with original resolutions. In this window user can examine 

all the detailed information of original photo as well as the taken-time 
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metadata. 

5.4 Experiments and Results 

To evaluate the effectiveness of our algorithms, we conducted a series 

of experiments on traditional image database as well as our own digital 

photo album. The open image library of University of Washington^ we 

adopted contains around 700 pictures: (1) trees and flowers, (2) differ-

ent cities around the world, buildings, campuses and land sceneries, (3) 

seas, mountains, and blue sky, and (4)people activities, football, etc. 

The MDS layout results are demonstrated in Figure 5.12. 

Our digital photo album consists of approximately 100 digital cam-

era images, with the size of 1024 x 768 each. They were captured by 

the different digital cameras, i.e., SONY, Canon, Kodak, and Olympus. 

They also contained many different photo themes, such as swimming, 

hiking, party, and holiday, as well as all kinds of scenic spots and his-

torical sites. 

We didn't perform any operations to remove the dark, blurred, over 

exposed or faded problems that may exist in the original digital photos, 

so that our photo album can reflect the true complexity of the original 

real image data. 

We have developed a photo management system in Visual C++ 

environment to facilitate the performance testing and analysis of the 

proposed clustering algorithm, as shown in the previous figures. This 

interface proved to be very useful in determining the parameters in-
I http://cs.washingtion.edu/rcscarch/imagedatabasc/groundtruth 

http://cs.washingtion.edu/rcscarch/imagedatabasc/groundtruth
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Figure 5.12: MDS Layout on the Image Database from University of Wash-

ington 

volved in the photo similarity analysis and clustering techniques. It 

enables the user to change the parameters such as the distance metric, 

the color channels and the different clustering thresholds, etc. User can 

select the pictures or an entire photo directory through a navigation 

window. In addition, a menu has been added to the interface to save, 

execute any operation we have provided, and exit from system. In the 

toolbar, we provide a button to enable user to zoom-in and zoom-out 

(magnify and minify) the clustering results photos, as well as a but-

ton to check the data distribution in pure point set based on current 

coordinates. These tools will enable us to evaluate the clustering per-
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formance more precisely and concisely. For each algorithm a frame 

containing the clustering results is displayed, with all the photos rep-

resented by a thumbnail. A click on the thumbnail will trigger opening 

a new window that displays the original digital photo as well as its 

taken-time metadata. Through the interactive tools provided in our 

system, user can execute our MDS-based clustering algorithm for all 

possible conditions to examine which photo coordinates is most effec-

tive for K-Means clustering. This interactive scheme is more intelligent 

and effective than traditional methods. 

We compare three clustering algorithms in our experiments, i.e., 

the hierarchical clustering, the traditional K-means, and our MDS-

based K-means. Figure 5.13 and Figure 5.14 demonstrate the clustering 

performance of executing the different clustering algorithms on our 

digital photo album as well as the image library from University of 

Washington. In these two figures, HC means hierarchical clustering, 

KM means traditional K-means, and MDS-KM is our interactive MDS-

based K-mearis algorithm. 

Clustering error denotes cutting the same cluster's photos into dif-

ferent groups or merging the different types' photos into one group. In 

each cluster, we examine the number of the photo types it contains. If 

it includes more than one type photos, clustering error happened. The 

current cluster is expected to be the group with the maximal photo 

number. The photos that do not belong to this group is the error pic-

tures, and the cluster error is equal to the number of the remaining 

photo groups. Therefore, the maximal value of the error pictures is the 

total number of photos in the album, namely Np, and the maximum of 
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error clusters is equal to Nc x (Nc-1), where Nc is the number of the 

clusters. We obtain the clustering error percentage through dividing 

the error pictures and the error clusters by Np and Nc x (Nc - 1) 

respectively, as explained in the following pseudocode. 

Algorithm 5.4.1： CLUSTERING PERFORMANCE(A''C, Np) 

Nc <r- the number of the clusters] 

Np the number of all the photos] 

五C — O; 

Ep 0; 

for each cluster; 

N the number of the photos in current cluster; 

Ng the number of photo groups in current cluster; 

Ec — Ec+[Ng-l); 

calculate the number of photos in each group] 

M the maximal photo number among groups; 

current duster denotes the group with the maximal photos; 

Ep 卜 Ep + [N _ M�\ 

end 

Error一cluster Ec/{Nc x (Nc - 1)); 

Error .picture <— Ep/Np-, 

return (Error-duster, Err or.picture); 
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In Figure 5.13 and Figure 5.14, for hierarchical clustering algorithms, 

we calculate the average clustering errors of three types hierarchical 

clustering methods, i.e., single-link, average-link, and complete-link. 

We also develop a correctness ratio to check the clustering perfor-

mance. We first record the relationships on all pairs of photos, i.e., they 

are in the same cluster or in the different clusters. After performing 

the clustering algorithms, we compare the relationship of all pairs of 

photos in the results with the previous standard. If their relationships 

are the same, count 1, otherwise count 0. The correctness value will 

equal to TVp x (TVp — 1) when our clustering results are consistent with 

the expected standard strictly. The correctness ratio will be obtained 

through dividing the correctness value by Np x {Np - 1). Table 5.3 

demonstrates the correctness ratios of our MDS-based clustering al-

gorithm, traditional K-means and three types hierarchical clustering 

algorithms respectively. 

Table 5.3: Clustering Correctness Ratio 

Database HC KM MDS-KM 

single-link average-link complete-link 

Our Album 96% 97% 94% 91% 99% 

Photos from UW 18% 82% 87% 32% 92% 

Due to the indeterminacy of K-means convergence, different starting 

situations lead to different clustering results, we execute the traditional 
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K-means 100 times to calculate their average clustering errors that 

happened. 

We also record the running time of different clustering algorithms 

on the PC with Intel Pentium4 1500MHz CPU and 1048MB RAM. As 

shown in Table 5.4, these values are given by the system function to 

reflect the cpu operation time, where ms denotes millisecond. Running 

time of K-means is the average value of executing traditional K-means 

100 times. And that of hierarchical clustering is the average running 

time of the three different types of hierarchical clustering, i.e., single-

link, average-link, and complete-link. From this table, our MDS-based 

K-means is far more efficient than traditional hierarchical clustering 

algorithm. 

Table 5.4: Running Time of Clustering Algorithms {time : ms) 

Database HC KM MDS-KM 

My Album 14071 1052 981 

Photos from UW 1769580 2187 1091 

Prom above experiments, our interactive MDS-based K-means algo-

rithm is the more effective method for digital photo album clustering. 

It outperforms the traditional methods because it: 

1) extracts the most distinguished feature coordinates according to 

different similarity distances among current photo album. 

2) provides a compact user interface to choose optimal clustering 

parameters interactively. 
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Chapter 6 

Conclusions 

The flood of photographs presents a management and storage challenge: 

how can a user find a compact and reasonable method to manage and 

search his or her collection? The enormous majority of the pictures pro-

duced nowadays is lossy compressed by means of the JPEG standard. 

This is especially true for the photos captured using digital cameras 

and scanners, which produce the JPEG compressed images directly. 

Our problem therefore actually is how to manage and store the huge 

volume of JPEG photos. 

Most of previous work in image browsing and indexing systems are 

devoted to the pixel- or spatial-domain manipulation, in which all im-

ages must be decoded totally to the spatial domain before performing 

any image processing and analysis techniques. As DCT itself is one of 

the best filters for the feature extraction and the inverse Discrete Co-

sine Transform (IDCT) is very time consuming, we propose to perform 

photo similarity analysis in frequency domain directly, which preserve 

a set of favorable image feature properties. 

94 
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In this thesis we have investigated the digital photo album sorting, 

clustering and compression techniques based on the energy histograms 

of the low DCT coefficients in frequency domain. For complex clus-

tering on high dimensional feature spece, MDS algorithms have been 

explored for projecting high-dimensional feature onto 2-3D coordinates, 

in which the major features are extracted in terms of maximizing use-

ful information from distance matrix of all pair photos. Experiments 

prove that our MDS-based clustering algorithm outperform the tra-

ditional clustering algorithms since it perform the adaptive clustering 

algorithm on the most significant coordinates in terms of image sim-

ilarity and distance metric, especially for the complex feature space. 

The frequency domain image similarity analysis and the classical MDS 

techniques also offer low-cost processing and real time efficiency, which 

is more and more important in recent high efficiency jobs and internet 

applications. Our system can group all randomly placed miscellaneous 

photos into different clusters and provide a friendly interface for user to 

adjust the parameters interactively as well as to highlighted and check 

the detailed information of any interested photos. 
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