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內容摘要 

隨著互聯網的普及，電子商貿已經被廣泛採用，網上拍賣更加成爲當中擁有最高 

成交量的貿易之一。此外，它的市場佔有率仍然以驚人的速度增長。可惜，市面 

上用於自動拍賣的條款不足，並沒有國際認可的標準，所以大部份的網上拍賣服 

務仍然須要注入大量的人力及資源去處理與日俱增的成交量。爲了解決這個關鍵 

的問題，我們利用了人工知能學上的代理人槪念，建立了一個全自動的網上電子 

商貿系統，它不但適用於網上拍賣，而且更可應用於其他電子商貿方面。此外， 

我們亦設計了一套以Markov定理爲基礎的分析系統，賣家及買家可透過這套分 

析系統進行模擬拍賣，然後由系統提供適當的建議給買賣雙方，使雙方於真實的 

交易中獲得最豐厚的利潤。 

現時’我們的自動交易系統可提供三類型的拍賣服務，分別是English ’ Dutch 
及Double�系統的設計採用了部件式槪念，優點是可靠，穩定及擁有十分大的 

擴展性，而且亦易於保養及修理。電子代理人於系統中充當了一位擁有人工知能 

的角色，它們能幫助用戶達到一個已定的目標，而不須用戶參與。用戶亦可透過 

系統進行模擬測試，測試結果十分全面，它可提供最佳拍賣時間及預報成交價錢 

等。 

至於分析系統方面，我們利用了 Markov定理的槪念設計了三款拍賣模型，Markov 
定理是一種數學工具，它能夠應用於不同的系統上，然後分析出系統的表現與行 

爲。當中的步驟涉及了計算系統轉換狀態的可能性及模擬系統轉換過程。實驗結 

果顯示Markov定理能夠準確地模擬簡單的用戶行爲，它的缺點是計算結果較長 

及未能應用於比較複雜的系統變化，例如即時改變用戶競投意向等。 
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Abstract 
Internet-based auction is a profitable, exciting and dynamic part of E-commerce. 

However, the lack of standard on negotiation protocols between buyers and 

auctioneers makes the full automation of E-commerce infeasible. Hence, we 

(1) propose a web-based agent platform for E-commerce which allows humans 

and software agents to perform automatic auctions over the Internet; (2) de-

velop a set of negotiation protocols based on advanced agent technologies; and 

(3) design Markov models to evaluate the set of negotiation protocols. 

Currently, our platform supports three types of auction including the En-

glish, Dutch, and Double auction. The platform architecture is component-

based which provides a robust, reliable, scalable and easy to manage environ-

ment. Agents act as software components and run in a flexible and dynamic 

environment for Internet-based auction. They employ the set of negotiation 

protocols provided by the platform to conduct neogotiations auctomatically 

with minimal human efforts. People can also use the platform to conduct 

agent simulations to predict the price trajectory of an item. Simulation results 

provide a good reference for sellers to choose the best auction closing time so 

as to maximize their profit. 

Moreover, we use Markov chains to model three types of auction including 
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the English, Dutch and Double auction and compute the offering price using 

some stochastic techniques. Markov chain is a mathematical tool to analyze 

system behaviour. Steps involve calculation of transition probabilities, com-

putation of the transition probability matrix, and transition of system states. 

The result is used to compare with the one simulated by agent simulation and 

to evaluate the negotiation protocols modeled by software agents. 

Our experimental results show that (1) the Markov chain can model inde-

pendently simulated bidder's behaviour accurately, (2) a wider range of bid-

der's behaviour can be simulated with agents having partial knowledge of other 

bidders' valuations and the auction closing time. In summary, our agent-based 

platform can incorporate realistic scenarios for simulation in online auction and 

other E-commerce applications. 
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Chapter 1 

Introduction 

Agents and E-commerce have recently been a very hot topic in the academic 

as well as in the commercial and legal arena. Combining these two fields 

offers lucrative opportunities for conducting E-business transactions. In the 

following context, we will study the background of El-commerce and discuss the 

use of software agents to automate a large number of E-business transactions. 

1.1 Background and Motivations 

With the advent and proliferation of the Internet, E-commerce or E-business 

have recently been a very hot topic in the academic as well as in the commercial 

arena. Nowadays, the term E-commerce refers specially to the commercial 

activities conducted on the Internet [1]. The term E-business is more specific, 

it refers to the integration of systems, processes, organizations, value chains 

and entire markets using Internet-based and related technologies. Bidding, 

auction, and bargaining are examples of E-business applications. 

In recent years, companies of all sizes ranging from international corpora-

tions to small companies are migrating towards an E-commerce marketplace. 

Recent statistics show that the electronic market will continue to grow in the 

near future because the number of potential customers will grow to 90 million 

by the end of year 2001 [2:. 
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Chapter 1 Introduction 2 

For E-business transactions, customers and sellers often negotiate with each 

other. In the negotiation stage, two or more parties bargain with each other 

to determine the price or other terms of the transaction on the Internet. Tra-

ditionally, negotiations are conducted with human interactions. However, the 

order of E-business transaction is very large. To cite an example, eBay [3 

made a monthly revenue at $70,000,000 in year 2000 [2]. Hence, it is desirable 

to carry out this negotiation process either automatically or at least semi-

automatically with human interventions only when necessary. Another reason 

for the automation is the technology push of a growing standardized commu-

nication infrastructure which allow separately designed agents belonging to 

different organizations can interact in an open environment in real time and 

safely carry out transactions. The third reason is strong application pull for 

computer support for negotiation at the operative decision making level. Con-

sequently, researchers and practitioners are attracted to develop automated 

negotiation systems [4, 5, 6]. However, the lack of standard on negotiation 

strategies and inflexible system design makes it difficult to develop fully auto-

mated negotiation systems. 

Nevertheless, the concept of software agent provides a new way of analysis, 

design, and implementation of such complex systems. An agent is a software 

entity with some of the following characteristics: continuous execution, envi-

ronmental awareness, agent communication, autonomy, adaptiveness, mobility, 

and reproduce. An autonomous and intelligent agent is well-suited for many 

areas, especially for the E-commerce. 

1. Information filtering. Agents can monitor and retrieve useful infor-

mation, and do transactions on behalf of their owners or analyze data in 

the global markets. 

2. Cost reduction. Agents can try to find the best deal for the customer 

with less expensive cost, quicker response, and less user effort. 
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3. Automatic negotiation. Agents can make rational decisions for hu-

mans, and negotiate the price of the trade with peer agents strategically. 

4. Supply chain management. Agents can also manage the supply chain 

network of a company at a low cost. 

The above automations can save labor time of human negotiators, and in 

addition, other savings are possible because computational agents can be more 

effective at finding beneficial short-term contracts than humans. 

Since the research potential of developing an agent-based automated ne-

gotiation system is very high and the advantages of using such system are 

prominent, we have designed and implemented a web-based agent platform 

for conducting negotiations automatically [7, 8, 9]. There are several forms of 

negotiation such as bidding, auction, and bargaining [10], but not all of them 

are supported in our system. Bidding is the simplest form of negotiation, in 

which a buyer specifies the product or service he wants to acquire from sup-

pliers and asks for their bids. Auction consists of an auctioneer and potential 

bidders. It is usually discussed in situations where the auctioneer wants to sell 

an item and gets the highest possible payment for it while the bidders want to 

acquire the item at the lowest possible price. Bargaining is the most complex 

form of negotiation. It involves issuing proposal and counter-proposal between 

negotiation parties until a mutual agreement or disagreement is reached. 

Our platform employs a set of negotiation strategies in the auction process 

for the following reasons: (1) an auction is useful when selling an item of 

undetermined quality, (2) an auction is more flexible than setting a fixed price, 

(3) an auction can be programmed using software agents with a negotiation 

strategy and the agents negotiate a solution with the seller automatically, and 

(4) an auction is an excellent method of distributing goods to those who value 

them most highly. 

There are hundreds of different types of auctions [11]. Their basic types are 
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English auction (first-price ascending), Japanese auction (second-price ascend-

ing), First-price sealed-bid auction, Vickery auction (second-price sealed-bid), 

and Dutch auction (first-price descending). Some of the variants of basic types 

of auctions are Continuous double auction (continuous-time double auction), 

Call auction (discrete-time double auction), Iterated double auction (combines 

good features of both call auction and continuous double auction), Survival 

auction (combines the benefits of both sealed-bid auction and ascending-bid 

auction), and Combinatorial auction. The characteristics of auction types dis-

cussed above are summarized in Figure 1.1. This work is done by Leung [iT. 

Auction Type Auction Duration Control o f N u m b e r o f R a t i o of Buyer- Price of t r a d e “ 
node time process goods Seller 

9"®" Two- One- Mulli- audi third one many Many to I Many to 
sided sided shot rounds oneer party one many 

English X X X “ X x “ Highest bid 
Japanese x x x x x Last offer 
術 e y X X X X x _ " ^ c o n d highest bid" 
Dutch X X X X X Last offer 
� A 1 5 X X X 一 Different prices 

* 2 X X X Equilibrium price 
Iterated double * * x x x Equilibrium price 
Survival X X X X ~ ；; Highest bid 
Combinatorial x x x x x 

Figure 1.1: Comparison of different types of auctions. 

Currently, the negotiation strategies supported in our auction process are 

English, Dutch and Double auction. In the English auction, each bidder finds 

his interested item and read the current price. His valuation of that item is 

kept private and we assume there are no interactions between bidders. The 

bidder may decide to leave the auction or submit bid to become the current 

winner. When no bidder is willing to raise the price further, the auction ends, 

and the bidder with the highest bid wins the item at the price of his bid. A 

bidder's strategy is to always bid a small amount more than the current highest 

bid, and stop when his valuation is reached [12]. In the Dutch auction, the 

seller continuously lowers the price until one of the bidders takes the item at 

the current price. A bidder's strategy is to bid for the highest price that he 

can pay for an item. Dutch auctions are efficient in terms of time because the 
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auctioneer can decrease the price at a brisk pace [12]. The Double auction is 

similar to the stock market in which both of the buyer and seller can adjust 

the offering price until a match is found [12]. 

1.2 Problem Definition 

There are many web sites or systems provide auction services over the Internet. 

The earliest one is Onsale [13], opened in May 1995, and eBay [3], opened in 

September 1995. They are the first few web sites taking advantage of the web 

technology, including the use of electronic forms, search engines, and product 

categories. Other famous auction service providers are Priceline's demand ori-

ented bidding service [14], and Cathy Pacific's sealed-bid auction to sell airline 

tickets [15]. Nevertheless, these systems are not fully automated negotiation 

systems and do not allow individual bidder to choose the best negotiation strat-

egy. Our solution is to use software agents to analyze information and respond 

to changing market conditions. However, many existing agent tool-kits and 

developing tools cannot support E-business transactions and require software 

developers with some backgrounds in agent theory. The challenges of develop-

ing such a complex system are concerning (1) how to represent, describe, and 

control systems of agents, (2) how to get them to cooperate effectively, (3) how 

to design a negotiation strategy for each agent, and (4) how to evaluate the 

negotiation strategy in terms of social welfare, such as the expected revenue 

and the profit of the auction. 

1.3 Contributions 

The main contributions of our work are: 

1. Development of a web-based agent system 

We develop an automated negotiation system and the set of negotiation 
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strategies [16, 17]. One of the E-commerce applications supported by the 

system is online auction services. It also provides a set of agent API for 

agent developers to develop other E-commerce applications. The system 

is developed using most of the leading software technologies, such as 

Java/Servlet which is a cross-platform server-side Java program, PHP 

which is a server-side script language and MySQL which is a Open Source 

SQL database. 

2. Agent modeling 

We implement software agents which can analyze information and re-

spond to changing market conditions quickly [17]. Each software agent 

is provided with negotiation strategies and the system allows it to choose 

the best strategy to maximize its profit in the auction process. More-

over, each agent can receive user requests and forward execution results 

to user in an interactive mode. 

3. Agent simulation 

We simulate a wide range of negotiation behaviours, such as late bidding, 

jump bid, lying auctioneer, and bidder collusion [17]. Our system allows 

agent developers to create a pool of agents for auction simulation in a 

batch mode. Agent developers can monitor the growth of the expected 

revenue and the profit throughout the whole process which allow them 

to determine the best closing time of the auction in advance of the actual 

action. 

4. Revenue prediction using Markov model 

We design three Markov chain models to model the English, Dutch, and 

Double auction [17]. Agent can use the model to predict the expected 

revenue, profit, and the time to reach the maximum profit under a given 

negotiation strategy. The result can be used as a reference to select the 

best strategy in the dynamic and evolving auction environment. 
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Our experimental results show that: 

1. the Markov chain can model independently simulated bidder's behaviour 

accurately, predict the expected revenue of a one item English auction 

with small errors, allow agent developers to scale up the input parameters 

to match the result of an actual auction. 

2. a wider range of bidder's behaviour can be simulated with agents having 

partial knowledge of other bidders' valuations to bid and the auction 

closing time. The partial knowledge is programmed in the agent logic. 

In summary, our agent-based platform can incorporate realistic scenarios 

for simulation in online auction and other E-commerce applications. 

1.4 Thesis Organization 

This thesis is organized as follows. Chapter 2 describes: (1) the roles and 

techniques of agents in E-commerce, (2) the auction formats and existing ne-

gotiation strategies, and (3) the principle of Markov chain model for modeling 

online auction and evaluating the negotiation strategies. Chapter 3 describes 

using Markov chain as a baseline approach to model the negotiation phase in 

English auction, Dutch auction, and Double auction. Chapter 4 introduces 

the multi-agent platform focusing on the agent API, system components, and 

overall architecture. Chapter 5 discusses the setup of our simulation envi-

ronment for the experiments and present the experimental investigation and 

results. Conclusion of the thesis is provided in Chapter 6. 



Chapter 2 

Literature Review 

This chapter introduces software agents and explains the benefits of using 

agents in E-commerce area. Then, we discuss online auction as one of the 

E-commerce applications. We will investigate auction formats and existing 

negotiation strategies. Finally, we will introduce the principle of Markov chain 

model for evaluating the negotiation strategies. 

2.1 Electronic Commerce 

E-commerce is a way to do real-time business transactions via Internet. The 

Internet environment provides a low-cost and convenient way for E-commerce. 

In fact, E-commerce is a broad concept that includes virtual browsing of goods 

on sale, selection of goods to buy, and payment method. E-commerce operates 

via the Internet using all or any combination of technologies designed to ex-

change data, to access data, and to capture data. There are two business mod-

els for E-commerce systems, they are the Business-to-Customer (B2C) model 

and the Business-to-Business (B2B) model. Most web-based commercial appli-

cations are in B2C E-commerce, in which users can navigate a company's web 

site to conduct transactions. On the other hand, the B2B model focuses on 

the transactions and electronic market transactions between organizations [18]. 

The difference between B2C and B2B model is the client category. Most of 

8 
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the clients of B2C El-commerce are small or medium size companies or even 

end-users while the clients of B2B E-commerce are large enterprises. 

2.2 Agents for Electronic Commerce 

Software agents are well suited for developing E-commerce systems. The re-

lationship between agent and E-commerce can be found easily from agent's 

characteristics. From the end-user perspective, an agent is a program that 

assists people and acts on their behalf. It may possess some of the following 

characteristics [19, 20, 11]: 

1. Continuous execution. Agents run continuously in achieving their de-

sign goals which is given by their owner. Their lifetime is determined 

by owners. Agents can remain alive in their execution environment af-

ter completing their design goals until they are terminated explicitly by 

owners. 

2. Environmental awareness. Agents have the ability to interact with 

their execution environment and to act asynchronously and autonomously. 

They can sense changes in the environment and act according to those 

changes. 

3. Agent communication. Agents may interact with peer agents via 

communication/coordination protocols in order to share their knowledges 

with others and achieve their design goals. 

4. Autonomy. Agents have control over their own actions and require 

minimum human efforts. They are able to work independently without 

direct human interventions. 

5. Adaptiveness. Agents may adapt their behaviours in accordance with 

their experiences to suit the preferences and interests of various users. 
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6. Mobility. Agents may travel from one host to another. The ability to 

travel allows agents move to a system that contains an object with which 

the agents want to interact. 

7. Reproduce. Agents may be able to reproduce themselves and cooperate 

with each other to share the workload until they achieve their design 

goals. 

According to a survey done by Leung [11], he categorized agent-based E-

commerce applications into four categories. (1) Agents can monitor and re-

trieve useful information, and perform transactions on behalf of their own-

ers or analyze data in the global markets [21]. For instance, some agent-

mediated E-commerce systems aim to help users find the products they need, 

e.g., Jango [22], PersonaLogic [23], and Firefly [24]; (2) agents can try to 

find the best deal for the customer with less expensive cost, quicker response, 

and less user effort. For instance, some systems provide the ability to choose 

a supplier or a merchant based on some selection criteria, such as Bargain-

Finder [25], Jango and Kasbah [26]; (3) agents can make rational decisions for 

humans, and negotiate the price of the trade with peer agents strategically. 

For instance, there are some E-commerce web sites for online auction, e.g. 

eBay [3], PriceLine [14], and Cathy Pacific [15], focusing on price negotiation 

for both sellers and buyers using various negotiation strategies; (4) agents can 

also manage the supply chain network of a company at a low cost [27 . 

One of the objectives of our agent system is to provide a flexible, stable, 

scalable and dynamic environment for online auction which are not supported 

by current negotiation web sites. 
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2.3 Online Auctions 

Auctions on the Internet have become a fascinating new type of exchange 

mechanism. Every day hundreds of thousands of different auctions take place 

online, for goods ranging from Star Wars action figures to laboratory ventila-

tion hoods. Internet technology has lowered the costs of organizing an auction. 

Currently, online auctions trade billions of dollars' worth of goods per year, 

and are growing at a rate of more than 10% per month [2]. 

Online auction technology provides several benefits relative to traditional 

auctions: (1) Internet auctions give bidders increased convenience, both ge-

ographic and temporal, relative to traditional auctions. Instead of having to 

come to an auction house to participate fully in the bidding, the bidder can stay 

at his home or office; (2) traditional auctions require all bidders to participate 

at the same time, tying each bidder up for the entire length of the auction, but 

Internet auctions typically have asynchronous bidding lasting days or weeks, 

giving bidders much more flexibility about when to submit bids; (3) on the In-

ternet, one can easily obtain a relatively large group of bidders on short notice, 

rather than scheduling an auction a month in advance and being restricted to 

local bidders who could travel to the auction at the scheduled time; (4) fur-

thermore, search engines and clickable hierarchies of categories for browsing 

make it more convenient for a bidder to find the goods she's looking for. 

Internet auctions also have their disadvantages over traditional auctions: 

(1) it is difficult for bidders to inspect the goods before bidding in an online 

auction. Online auctioneers try to solve this problem by using the follow-

ing methods: sellers can post electronic images of their items, provide large 

amount of text descriptions, and answer bidder's question via email; (2) an-

other difficulty with online auctions is the potential problem of fraud. When 

the auction takes place in person, money can be exchanged for the good before 

the winning bidder leaves the room. By contrast, the winner of online auction 
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must trust that the seller will send the good in return for the payment of the 

bid amount. Indeed, there have been a number of cases of fraud reported by 

bidders in online auctions. However, the amount of fraud is tiny compared 

with the number of transactions which take place. 

The second disadvantage gives some difficulties to agent developers in mod-

eling an online auction with software agents. The honesty of an agent's owner 

cannot be guaranteed by his agent. In other words, an buyer agent is not 

able to give security to another buyer agent about the time of payment. Some 

of the online auction providers discourage fraud by encouraging users to send 

their complaints to courts. Until now, we cannot find any good agent modeling 

methods to detect fraud and solve it by the agent itself. 

Besides, frauds can also be happened in the agent's side. Some personal 

information such as credit card number and payment details are stored in the 

agent during the auction. Agent developers should guarantee his agents will 

not disclose its owner information to other agents. Agent should be able to 

refuse any communications come from untrusted peers. 

2.3.1 Business Models 

The two primary business models for online auctions are merchant sites and 

listing-agent sites. A merchant site, such as Onsale [28], offers its own mer-

chandise for sale, acting as a retailer who happens to conduct its transactions 

through auction. A listing site, such as eBay [3], acts as an agent for other 

sellers, allowing them to register their items and running the auctions on their 

behalf. The listing site usually neither possesses the auctioned goods nor han-

dles their payment and shipment; all the transaction details are worked out by 

the buyer and seller on their own. 

S 
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2.3.2 Auction Formats 

Among the merchant or listing-agent sites, we can find several different auc-

tion formats: English, Dutch, sealed-bid and Double auction [29]. The English 

ascending-bid auction is the most familiar type of auction in online auction. 

According to a survey done in August 1999 [2], there are 121 out of 142 sites 

used English ascending-price auctions, 21 used sealed bids, 3 used Dutch de-

scending price rules, and 4 were continuous double auction. 

English auction. Ascending-bid auctions are the most prevalent auction 

format in the Internet, and they make bidder participation relatively easy [30 . 

Once the bidder finds the item he is interested in, he can read the current high 

bid, and decide whether to raise it by filling out his own bid amount in a text 

box in his web browser. After submitting his bid, he will see an automatic 

update of the auction status, showing whether he can become the current 

winner. He can leave the site as the winner bidder, and return at any time 

before the close of the auction to check on its status again. Most of the large 

auction sites make it easy for bidders to return to their auctions of interest. 

Moreover, most of these sites provided automated out-bid notification email 

messages to let bidders know instantly when they are no longer the current 

winner in an auction [31]. 

Sealed-bid auction. In Sealed-bid auction, bidders submit a single, ir-

revocable sealed bid. The bids are opened simultaneously, and the winner 

is the highest bidder, who claims the item at the price he bid. Usually, the 

offering price of sealed-bid auction is lower than the English auction because 

bidders are less aggressive if they do not know the bidding price of other bid-

ders. Therefore, it is not widely used compared with the English auction. The 

advantage of Sealed-bid auction is able to assure the privacy of bidding price. 

Dutch auction. In Dutch auction, the price starts at some relatively high 

level and continues until the first bid determines the winner. One potential 
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disadvantage to Dutch auction is that the closing time of the auction is too 

short which do not allow asynchronous bidding [32]. This problem is not solved 

by my agent system. 

Double auction. In Double auction, it allows continuous update of offers 

by sellers as well as bids by buyers. Buyers and sellers post buy and sell offers, 

and where they are allowed to strike a deal at any time. Entry and exit of 

agents are allowed such that buyers and sellers come to and go out of the 

auction at any time. A transaction is consummated as soon as a buy offer and 

a sell offer cross [33]. The problem of Double auction is the creation of large 

market size. Usually, there are hundreds of buyer and seller in an on-going 

Double auction. The complexity of finding the best offering price is large and 

it takes time to converge the offering price to an equilibrium value. 

2.3.3 Time Duration of Auctions 

In online auctions, sellers often specify the closing time of the auction in ad-

vance [34]. Choosing the best closing time of the auction can maximize the 

profit gained by the seller. Therefore, the seller should consider this time fac-

tor seriously at the beginning of the auction. In a survey conducted in August 

1999 [2], the author found that most listing sites give sellers the opportunity 

to choose their own auction length. To cite an example, sellers can choose a 

length of 3, 5, 7, or 10 days for their auctions in eBay [3]. The mean length of 

auctions at the different sites in that survey was 9.3 days, with a modal length 

of 7 days. The very short auction took place at merchant sites, most of the 

merchant sites offer auctions in minutes basis. Some example are Onsale's 60-

minute "express auctions" and the First Auction's 3-minute "flash auctions". 

Time duration is an important factor to affect the profit. If a seller specify a 

short auction closing time, he may lost his profit because most of the interested 
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bidders have not submitted their bids. On the other hand, a long auction clos-

ing time cannot increase the offering price too much because bidders usually 

become more conservative to bid towards the end of the auction. 

2.3.4 Minimum Bids and Reserve Prices 

Online auctions usually specify a minimum acceptable bid amount, below 

which no bids will be accepted. On listing-agent sites, an individual seller 

will chooses this as a parameter in the beginning of the auction. In addition, 

many sites also feature a secret reserve price, specified in advance but not re-

vealed to the bidders until the end of the auction. If the highest bid does not 

exceed the amount of the reserve price, the good will not be sold. 

The effect of reserve price is prominent in online auction [35]. Reserve price 

can be useful to the seller in the following way. The apparent model is that 

starting out the bidding at a falsely low minimum bid might generate interest 

and build bidding momentum, sending the bidding price up to the reserve 

price. If the setting of reserve price is too low, the bidding price might not go 

up. 

In addition, to the extent that bidding requires costly effort, reserve prices 

might drive away bidders. There are some discussions of the reserve price 

feature states, "Most buyers do not like reserve price auctions and will avoid 

them at all costs. It is very upsetting to win an item only to be told that 

your winning bid was not high enough. Overuse of high reserve prices will 

force people to bid on other items.". Hence, it is hard to determine a suitable 

reserve price for an auction. 

2.3.5 Auction Properties and Bidder Behaviours 

In online auctions, there are two terminologies to describe the bidding strate-

gies. Common value auction means that when a person wants to buy an item 
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for personal consumption, the motivation of bid submission is also determined 

by the valuation of prospective bidders. It assumes bidders know the valua-

tions of the others. On the other hand, private value auction means that a 

bidder is motivated to pay up to his valuation, independent of valuations made 

by bidders. A private valuation is a subjective decision. It is private in that 

one bidder does not know another's value. Besides, bidder's behaviours can be 

classified into two categories. Risk averse means bidders likely to raise their 

bids so that they are more likely to win. Risk neutral means bidders will not 

raise their bids. If the bid is larger than their valuation, they will stop bidding. 

2.3.6 Comparison of English, Dutch and Double auction 

The characteristics of English, Dutch and Double auction are summarized in 

Figure 2.1. The objective of this comparison is to understand their features 

which allow us to model their negotiation phase with software agents. 

Auction Type Auction Duration Control o f ~ ~ N u m b e r o f R a t i o of Buyer- Price of trade 
HM^e time process goods Seller 

One- Two- One- Multi- aucti third one many Many to j Many to 
sided sided shot rounds oncer party one many 

English X x x ~ x x Highest bid 
* 

Dutch X X j r ~ X X Last offer 

CDA X X X X X Different prices 
• • • 

Figure 2.1: Comparison of English, Dutch and Double auction. 

The English and Dutch auction are very similar in principle. Both of them 

are one-sided model in which the auctioneer controls the negotiation phase. 

They used to sell a single item and the ratio of buyer to seller is many to 

one. Moreover, they have a pre-defined auction closing time and a pre-defined 

minimum bid value. There is only one big difference between them. It is the 

selling price trajectory. The selling price of an English auction grows from a 

lowest to a highest value. In contrast, the selling price of a Dutch auction 
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drops from a highest to a lowest value. In summary, modeling the negotiation 

phase of an English or a Dutch auction by agents is straight forward. 

Modeling a double auction is somewhat more difficult than the previous 

auction types. Double auction is two-sided driven, i.e. buyer and seller can 

offer shout prices to each other until a match is found. The match is determined 

by the current value of shout prices. Usually, the highest shout price offered 

by a buyer will match the lowest shout price offered by a seller. Moreover, 

the ratio of buyer to seller is many to many. Therefore, there are more than 

one possibility to reach the equilibrium price. Software agent should be able 

to find out the best plan which complicates its logic. Hence, modeling Double 

auction with software agents is a complex and difficult process. 

2.4 Agents Developing Tools and Tool-kits 

Some agent tool-kits and developing tools have already been applied to facili-

tate the constructing software agents and agent systems for E-commerce appli-

cations. However, they have different strength and weakness. Their weakness 

makes them unable to support a high loading and secure web-based working 

environment. We will compare them in terms of resource management, inter-

agent communication, security, components reusability, distributed processing, 

and ease to use. 

Figure 2.2 and Figure 2.3 show the comparison of existing agent develop-

ing tools including Agent Builder, Agent Tel [36], Tacoma [37], Aglets [38], 

Concordia, and Jumping Beans. 

There are two main categories of agent developing tools available in the 

market. They are Java-based and non Java-based. Java-based developing 

tools require agent developers use Java to implement their agents and the 

core system is written in Java. Usually, Java-based developing tools have 
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Developing Resource Inter-agent Security Components Distributed Ease to use 
Tools management communication reusability processing 
Agent Builder Core system Developing Core system Developing Core system Developing 

supports multi- environment does not environment supports a environment 
thread and supports agent support supports framework for allows 
resources are communication security. reusable layers the cooperation developers 
allocated when infrastructure. and classes. o f multiple with no agent 
needed. platforms. background. 

Aglets Core system Developing Core system Developing Core system Developers 
supports multi- environment does not environment does not support should have 
thread and supports well support supports distributed agent 
resources are developed classes security. reusable layers processing. knowledge, 
allocated when for agent and classes. 
needed. communication. 

Concordia Core system Developing Agents are Developing Core system Developers 
supports multi- environment protected from environment does not support should have 
thread and supports well the attack of supports distributed agent 
resources are developed classes malicious reusable layers processing. knowledge, 
allocated when for agent agent. and classes. 
needed. communication. 

Jumping Core system Developing Agents are Developing Core system Developers 
Beans supports multi- environment protected from environment does not support should have 

thread and supports well the attack of supports distributed agent 
resources are developed classes malicious reusable layers processing. knowledge, 
allocated when for agent platform. and classes. 
needed. communication. 

Figure 2.2: Comparison of Java-based agent developing tools. 

good support in resource management and component reusability. Non Java-

based developing tools allow agent developers use C, C + + or some scripting 

languages like Perl to implement their agents. However, non Java-based devel-

oping tools usually weak at component reusability and does not have enough 

security infrastructure to protect agents, 

2.5 Limitations of Agent Tool-kits 

Nonetheless, these agent developing tools have the following limitations. 

• Scalability. Some tool-kits like Agent Builder takes intensive system 

resources. From our observations, only four to five agents can be executed 

concurrently. If we try to create agents over the limit, we found that 

the whole tool-kits will be messed and system crashes. In web-based 

environment, scalability is an important considerations. Usually, there 

are over a hundred concurrent human users. If each of them tries to create 
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Developing Resource Inter-agent Security Components Distributed Ease to use 
Tools management communication reusability processing 
Tacoma Core system Developing Core system Developing Core system Developers 

supports multi- environment does not environment supports a should have 
thread and supports agent support does not support framework for agent 
resources are communication security. reusable layers the cooperation knowledge, 
allocated when infrastnicture. and classes. of multiple 
needed. platforms. 

D Agents Core system Large overhead Core system Developing Core system Developers 
supports multi- for agent supports environment does not support should have 
thread and communication. security. does not support distributed agent 
resources are reusable layers processing. knowledge, 
allocated when and classes. 
needed. 

Figure 2.3: Comparison of non Java-based agent developing tools. 

one agent, the total number of agents will exceed one hundred. The above 

agent tool-kits cannot provide a stable and scalable environment to fulfill 

the high user-demand condition. 

• Feasibility. Other than scalability in web-based environment, feasibility 

is also a major factor. Current agent tool-kits only allow developers 

to create agents inside its agent console. If the agent applications is 

designed for web-based, we cannot create agents simply using a HTTP 

request. There are some solutions to solve the above problem. One way 

is to install a Java Virtual Environment in the server side to forward a 

HTTP request to the agent tool-kits. On the other hand, the reply can 

be forwarded from agent tool-kits back to a HTTP reply. However, this 

solution is too indirect making a bad performance and developers needs 

to understand the flow of the system. 

• Flexibility. Current agent tool-kits impose less flexibility on agent-

interface. In web-based environment, the agent interface must be as 

user-friendly as possible. However, we cannot create an interface using 

current tool-kits. Current agent tool-kits also do not understand data 

in the format of HTML forms. Hence, they are not flexible enough to 

create a good web-based interface. 
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• Security. Security is the last but also an important factor. Current 

agent tool-kits do not provide any secure channel between the agent and 

the human user. If we employ them in the web-based environment, this 

will create many security problems, like stealing credit card number and 

password in the HTML form. 

To conclude, current agent tool-kits are not suitable for web-based agent ap-

plications. The need of developing a web-based agent platform to lessen the 

above limitations is prominent. Hence, it motivates us to develop a complete 

web-based agent platform to support E-commerce applications. 

2.6 Markov Processes for Stochastic Modeling 

In this section, we will provide the basic principles of Markov chain for stochas-

tic modeling. They will be used in Chapter 3 in which we try to model an 

online auction using Markov chain and use the Markov chain to predict the 

price trajectory. The result will be extremely useful for both seller and buyer 

to maximize his profit in the auction. 

Markov chain is a mathematical tool to analyze system behaviour. It have 

been used in statistical physics for many years, their usefulness for general 

statistical modeling has been appreciated recently. The literature on Markov 

chain methodology and its applications is scattered and rapidly expanding. In 

the E~commerce area, Markov chain can be applied in supply chain manage-

ment [39] and stock market simulations [40]. The steps of using Markov chain 

for stochastic modeling involves calculation of transition probabilities, compu-

tation of the transition probability matrix, and transition of system states. 

There are other tools which can be used to predict market conditions of 

E-commerce applications. The most famous one is the neural network. Some 

previous works used neural networks to do stock market prediction [41, 42, 

43]. Their goal is to do stock price pattern recognition and use the result to 
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forecast the behaviour on the financial market. Usually, the result of using a 

neural network to do market prediction is good but the correctness depends 

heavily on training data. The major drawback of using neural network is 

the long converging and training time. However, the Markov model does not 

require any training data set and the converging time is shorter. However, we 

cannot conclude that Markov model is better than neural network in terms 

of prediction. The reason is that Markov model may simplify a real scenario 

and make too much assumptions. It can only be applied in modeling simple 

system behaviour. Figure 2.4 shows the comparison between them. 

Neural Network Markov Model 
Training Data Set Need No need 
Converging Time Long Short 
Accuracy Good. It allows complex system Undetermined. It allows simple system 

behaviours and requires fewer behaviours and requires too many 
assumptions. assumptio ns. 

Figure 2.4: Comparison of Neural Network and Markov Chain. 

2.6.1 Continuous Time Markov Chain 

First, we will define Markov chain in continuous time with discrete state space. 

A Markov chain is a sequence Xq, Xi , . . . , Xn of discrete random variables with 

the property that the conditional distribution of X^+i given Xq^Xi^ 

depends only on the value of Xn but not further on X � , Xi，…’ i.e. for 

any set of values /i, j , ...，/c belonging to the discrete state space, 

prob{Xn+i = k\Xo = h,..., Xn = j) = prob(Xn+i = k\Xn = j). (2.1) 

The continuous time Markov chain differs from the discrete time in the 

sense that transitions occurring between times n and n + 1 being replaced by 

that of state transitions occurring in a short time interval (i, t + At). 
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2.6.2 Poisson Arrival Model 

Markov chains are often best described by diagrams, an example of continuous 

time Markov chain with Poisson arrival is shown in Figure 2.5. Poisson arrival 

is usually used in Markov chain modeling to simulate the arrival rate of events, 

e.g. customer arriving to a bank etc. Althrough it may not be suitable for most 

of the modeling examples, it provides a baseline to analyze system behaviours. 

X X X X 
• ^ • IN- • ^ • ^ 1 
0 1 2 3 4 

Figure 2.5: Poisson arrival model. 

In figure 2.5, A is the average number of arrivals per unit time. It is also 

called the arrival rate. There are four units of time in the figure. Each of them 

is a length of time t and we assume the arrival rates at different time intervals 

are constant. 

The properties of Poisson arrival are: 

• For a length of time t, the probability of n arrivals is 

Pn{t) = ^e-'K 

• For two non-overlapping intervals, the number of arrivals in each of the 

interval is independent. 

• The inter-arrival times between successive arrivals are independent of 

each other. 

2.6.3 Example: discrete time Markov chain with sta-

tionary probabilities 

Next, let us consider some details of Markov chain with two states. This 

is the simplest non-trivial state space in which we will use it to model an 
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online auction. We may regard one of the states as "success", denoted by 1 

and the other as "failure", denoted by 0. Therefore, we have an example of 

dependent Bernoulli trials in which the probability of success or failure at each 

trial depends on the outcome of the previous trial. 

Suppose that if the nth trial results in failure, the probability of failure at 

the (n + l)th trial is 1 — a and the probability of success at the (n + l)th trial is 

a. Similarly if the nth trial results in success, there are probabilities \ — (3 and 

of success and failure respectively at the (n + l)th trial. Alternatively we 

may say that if the system is in state 0 at time n, there is a probability 1 — a 

of being in state 0 at time n + 1 and a probability a of being in state 1 at time 

n + 1. Similarly if the system is in state 1 at time n, the probabilities of being 

in state 1, state 0 at time n + 1 are 1 — jS, jS respectively. These probabilities 

are called transition probabilities and we may write them in the matrix form 

as shown in Equation 2.2. 

1 — a a 
P = . (2.2) 

_ P 

The matrix element in position (J, k) denotes the conditional probability of 

a transition to state k at time n-\-l given that the system is in state j at time 

n. Note that we are making the assumption that the transition probabilities 

are independent of time. Also, we exclude the trivial cases (i) a + ^ = 0, i.e. 

a = 0,/? = 0; in this case the system remains forever in its initial state; (ii) 

a+ / ? = 2, i.e. a = 1,/? = 1; in this case the system alternates deterministically 

between the two states. 

Now we can let a row vector p(n) = denote the probabilities of 

finding the system in states 0 or 1 at time n when the initial probabilities of 

the two states are given by p(o) = Consider the event of being in 

state 0 at time n. This event can occur in two mutually exclusive ways; either 

state 0 was occupied at time n — 1 and no transition out of state 0 occurred at 

time n; this has probability pjj"•一i)(l — a). Alternatively state 1 was occupied 
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at time n — 1 and a transition from state 1 to state 0 occurred at time n; 

this has probability 一 C o n s i d e r a t i o n s such as these lead to the following 

recurrence relations, 

p(cr) = p j r i ) ( i - « ) + P ” " ， (2.3) 

pjr) = pJr � 外 （2.4) 

which in matrix notation may be compactly written 

p � = p ( n - i ) p , (2.5) 

and on iteration 

p(n) = p(n-2)p2 (2.6) 

= . . . (2.7) 

= p ( � ) p n . (2.8) 

Thus, given the initial probabilities p(o) and the matrix of transition probabil-

ities P , we can find the state occupation probabilities at any time n. 

In our work, the row vector p(n) is the auction state, we can use similar 

technique to find out the transition probabilities and compute the matrix P. 

Then we can find out the auction state by Equation 2.6. From the auction 

state vector, we can find out the selling price of an item because we try to 

formulate the state as a function of selling price and number of bidders. For 

details, please read Chapter 3. 



Chapter 3 

Markov Chain Model 

This chapter develops three Markov chain models for three types of auction 

including English, Dutch, and Double using stochastic modeling techniques. 

The objectives of this work are: 

1. Determine the best auction closing time for the seller agent in English 

and Dutch auction so that its owner can maximize his/her profit. 

2. Predict the selling price for English, Dutch, and Double auction. 

3. Compare the predicted revenue with the actual auction data as a baseline 

approach to measure the correctness of the bidders's behaviour. 

3.1 Markov Chain for English Auction 

In this section, we will introduce the waiting queue model which is used to 

predict the revenue trajectory and the final selling price of English auction 

under some assumptions. The waiting queue model is shown in Figure 3.1. 

It is a system state diagram which captures the sequence of events in English 

auction. State transition is triggered by bidder's actions. 

The sequence of events in the waiting queue model is described as follows: 

25 
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5. Bidder awakens I S2f 
from waiting 
queue; r e v i s i t s i i 
auction^^^ /̂̂  4. Previous winner 

1. New bidder ^ ^ ^ bumped into 
arrives at the ^ ^ I waiting queue, 
auction 

喊 SO ) • ( S1 ) 
( B i d $p. 

3. Drop out. 
T 

Figure 3.1: The waiting queue model. 

1. The system state SO means that new bidder arrives at the auction site. 

The system state remains in SO unless a new bidder submit a bid or drop 

out. 

2. New bidder reads the current price. He/She must offer a going price of %p 

in order to bid successfully. If this is the case, system state proceeds from 

SO to Si. The system state Si means that new bidder bids successfully, 

the auctioneer registers he/she as a potential winner and updates the 

going price to + $c where $c is the minimum bid increment. 

3. If the bidder does not want to pay he/she drops out of the auction. 

4. The previous potential winner is bumped to the waiting queue to join any 

others there. The waiting queue contains all previous potential winners 

who have been bumped. They wait in the queue until awaken. System 

state proceeds from Si to S2. The system state S2 means that the 

number of bidders in the waiting queue is increased by 1. 

5. A previous potential winner awakens from the waiting queue and visits 

the auction again, reading the new going price. The decision is the same 

as the arrival of a new bidder. System state proceeds from S2 to SO. 
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3.1.1 Variables 

In this section, we will introduce variables for modeling the English auction. 

Variable Definition 
A A is the English auction. 
N number of identical items for sale. 
bi hi is the 产 bidder arrives at the auction. 
r reserve price of an item, 
c minimum bid increment of the auction. 
t index of events which is a finite positive integer. 

p{t) going price of the auction at time t, i.e., this is the bid required 
to become the potential winner. 

A arrival rate of new bidders. 
[jl departure rate at which each individual bidder awakens from the 

waiting queue and revisits the auction. 
Q a set of bidders in the waiting queue. 
L number of bidders in the waiting queue. 

Lmax maximum value of L computed by the current going price. 
Vi valuation of the 产 bidder. 

F{p) cumulative distribution function(cdf), the output is the probability 
to submit bid at current going price. 
1 - F(p) 

Table 3.1: Variables for the English Markov model. 

3.1.2 Auction Assumptions 

We make the following assumptions about the auction. They are well-validated 

with actual auction data. 

1. The auction opens at a pre-set and advertised time. 

Validation: This is how the Internet English auctions are run. The 

auction opening time is determined by the seller. A seller should register 

his item to the auctioneer and let the auctioneer post the details on the 

web. Hence, all interested bidders know the exact opening time. This 

assumption does not have any effects on the result. 
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2. The auction closes at a pre-set, advertised time which does not depend 

on the auction activity. 

Validation: This is an assumption made for the Markov model. The 

actual English auction has a going phase in which bids after the posted 

closing time are sometimes accepted. However, we are trying to model an 

Internet English auction in which the common practice is to let the seller 

to specify the auction closing time before the auction starts. To cite an 

example, eBay [3] allows the seller to set the maximum duration time to 

seven days. After the deadline, no more bids are allowed to submit. 

3. The auction sells a single unit of item; the current going price is provided 

for making a bidding decision at the time of the bid. 

Validation: This is how the Internet English auctions are run and we 

provide the current going price to all bidders. We assume bidders are risk-

neutral and they will not change their valuation in the auction. Bidder's 

behaviour will be discussed in more details in the next section. They 

should be able to decide whether to submit bid or not by comparing the 

current going price with their valuations. 

4. The auction does not advertise future auctions or items, nor does it 

contain any information about the transaction history. 

Validation: This is an assumption made for the model. Onsale [28] tries 

to create a scarcity mentality, in which it tries to make bidders feel 

as if this is their last chance to purchase the item, but many bidders 

realize that some items will be offered again in the future. If that is the 

case, bidders may not show interests in the current chance and therefore 

decrease the probability to bid and affect the selling price. Besides, each 

bidder will not consider previous transaction prices before submitting 

his bids. Their decision is based on the current going price only. For 

example, if the current going price is greater than his valuation, he will 
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not submit a new bid. This is common in Internet auction. Usually, 

Internet auction providers provide the current price, description of the 

item and seller's name to buyers only. Any buyers do not know who 

submit bids and their bid value before they make their bidding decision. 

5. The auction sends an email to bidders immediately to (1) confirm place-

ment of a bid, (2) notify the bidder when a bid has been bumped out of 

contention, and (3) notify the bidder when an auction has closed, and 

whether this bidder won. 

Validation: This is how the actual English auctions are run. If we cannot 

guarantee bidders receive reply immediately, they may lost interests in 

submitting new bids which reduce the final selling price of an item; thus 

reducing the expected revenue. 

3.1.3 Bidder Assumptions 

The following assumptions are made about the bidders and their behaviour. 

They are well-validated with actual auction data. 

1. No bidders purchased the same item before. 

Validation: This is a common behaviour of most bidders. About 75% [3 

of all bids comes from a bidder bidding in only that auction for only that 

item. Besides, bidders do not continue to bid for a particular item after 

they have won it. Only 7% [3] of bidders continue to bid for the same 

item, and fewer than half of them � 3 % [3] win the same item again. 

2. There is no collusion among bidders. 

Validation: This is an assumption made for the model. Since bidders 

cannot see each other's name and do not have access to email addresses 

or phone number, collusion would be difficult and their valuations is 

kept private. This kind of setting is also called private value English 
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auction in which the value of the good depends only on the bidder's 

own preferences [12]. If we allow bidders interact with each other, they 

can take many actions to keep the value of the current transaction price 

which violates the motivations of English auction. 

3. The i仇 bidder has valuation Vi for the item. The Vi for all bidders is 

independent and F{p) follows an uniform distribution. The bidders do 

not update their valuations in the auction. 

Validation: This is an assumption made for the model. Our model is 

not general enough for bidding all kinds of items. We can only apply 

it to bid items with a fixed price and all risk-neutral bidders know the 

fixed price before bidding. For example, the price of a palm handheld 

is US%449 which is pre-set by its manufacturer. It is also shared to all 

buyers because buyers can know the price by reading advertisment given 

by the manufacturer. This means all bidders have the same Vi. Risk-

neutral bidders guaratee that their probability to submit bids at different 

transaction price is similar and we can assume that it follows an uniform 

distribution. 

4. If a bidder wants to become the potential winner, the bidder will place 

a bid in the amount of and bump the previous potential winner into 

the waiting queue. The bidder will not make several bid increments at 

once. 

Validation: This is a common behaviour of most bidders. Sometimes 

there are jump bidders who will make several bid increment, but we 

ignore the jump bid phenomenon. 

5. If the bidder thinks the going price is too. expensive {vi < p), the bidder 

will drop out of this auction forever. 

Validation: If we assume that our model is only dedicated to bidding 

items with a fixed price and the fixed price is shared by all bidders, this 
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assumption holds because bidders do not have to bid for that item when 

p > Vi. They can simply buy the same item from the manufacturer. 

6. After making a successful bid, the bidder goes off to do other things. 

From the auctioneer's point of view: (1) He/She will awaken indepen-

dently and randomly after a period of time and re-check the auction sta-

tus; (2) If the bidder re-visits while the auction is still going on, he/she 

will behave as described in assumption 6 above; and (3) If the bidder 

re-visits after the auction has closed, he/she loses his chance to win the 

auction. 

Validation: This is an assumption made for the model, but it is quite 

obvious because bidders will receive email to notify him/her about the 

current status of the auction when an event happened. 

3.1.4 Propositions of the Markov Model 

The following section presents the Markov chain model for modeling English 

auction. 

Without loss of generality, we set $c = $1, using a $1 bid increment. Fur-

thermore, we define an event as the arrival of a bidder at the auction, no 

matter whether the bidder came as a new arrival or the bidder was awakened 

from the waiting queue. To count as an event, the bidder needs only to arrive; 

he/she does not need to decide to bid. 

We use the time index t to measure the number of events which have taken 

place, not as a measure of the exact time of an event. 

Proposition 1: New bidders arrive at the auction in accordance with 

a Poisson arrival model with parameter A. 

Define B(t) as the number of bidders who have arrived by time t. B{t) is a 

Poisson arrival model because: 
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• B(0) = 0. 

• The probability of two events happening at exactly the same time is 

zero. The server cannot process two arrivals simultaneously, so even two 

arrivals occur at the same time, they would be queued in an arbitrary 

order at the server and processed one after the other. 

• The number of arrival at different time intervals is dependent. 

• The inter-arrival time between successive arrivals are independent and it 

equals to 女. 

Proposition 2: Bidders awaken from the waiting queue in accordance 

with a Poisson arrival model with parameter fiL. 

• The arguments are similar to the previous proposition. 

Proposition 3: The state of an one-item auction can be described by 

At�N,p, L), and can be abbreviated for the model as At(p, L), with t is 

the event index, p is the going price, and L is the number of bidders 

in the waiting queue. 

• To fully describe the state of an auction, we would use A人N,j), Q). How-

ever, the use of set Q would make the problem become intractable. It is 

because there are tens or hundred bidders in real auction, and keeping 

track of each bidder's behaviour history would cause an explosion of the 

state space. 

• We try to model the entrance and exit of the auction using the waiting 

queue. The rate of entrance to the waiting queue depends on the going 

price and the arrival rate A of new bidders. The rate of exit from the 

waiting queue depends on the departure rate ji and the number of bidders 

L in the queue. Hence, the use of L approximates the full information 

contained in set Q. 
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Proposition 4: Assume bidders behave as assumption 6 and 7，we can 

compute the transition probabilities which are shown in Table 3.2 

where F{p) is the probability to submit bid at current going price p. 

Transition Probability 
1. MP, L) 4 A � i ( p , L) x ^ F ( p ) 
2. L) + c,L + l ) " ^ g ^ n r t 
3. A , ( p ， L ) 4 A , + i ( P , L - I ] ~ ~ ^ n p \ Q Y 
4. L) At+i jP + L) I 

Table 3.2: Transition probabilities of the Markov model. A and fi kept con-
stant. 

1. The first event was the arrival of a new bidder. He/she read the going 

price and decided to drop out. Bidder can come from the waiting 

queue or he can be a new comer, the total arrival rate of a bidder equals 

to A + iiL. The ratio of the number of newcomer to the total num-

ber of arrival i s . I f the bidder decides to drop out, the transition 

probability equals to, 

(3.1) 

2. The second event was the arrival of a new bidder. He/she read the going 

price and decided to bid bumping the previous bidder to the 

waiting queue. 

3. The third event was the wake up of an old bidder from the waiting queue. 

He/she read the going price and decided to drop out. The ratio of 

number of bidders coming from waiting queue to total number of arrival 

is If the bidder decides to drop out, the transition probability 

equals to, 

i f ^ � � . (3.2) 



Chapter 3 Markov Chain Model 34 

4. The fourth event was the wake up of an old bidder from the waiting 

queue. He/she read the going price and decided to bid bumping 

the previous bidder to the waiting queue. 

The possible transitions from At{p, L) to other points in the state space 

can be mapped as shown in Figure 3.2. 

^ 

I i I 
⑷‘——hT-j；；：^ 

L-1 I I- i i 

P P+c 

Figure 3.2: Possible state space transitions. 

On a larger scale, this gives Figure 3.3 with p = 5 and L = 5. The auction 

will change state over the arrival of any new events. 
• 

L \ I r i 乂 
5 1 — 一 - ——身 

41 ： ] 賓 ̂ ^ 

1 2 3 4 5 P 

Figure 3.3: Large scale of state space of an auction. 

Proposition 5: Using proposition 1 to proposition 4, we can model 

the auction At{p, L) as a Markov chain. 
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• The conditional distribution of the future states of the auction A^+i 

depends on the current state At but not on the path taken to arrive at 

A,. 

• Arrival of new bidders follows Poisson arrival model, hence it should be 

memoryless. 

• Departure of bidders from the waiting queue follows the Poisson arrival 

model, hence it should be memoryless. 

• The transition probabilities of the current auction state depends on the 

current value of p and L, but not the path taken to arrive at either p or 

L. 

• Hence, it satisfies the Markov chain properties. 

3.1.5 Tractability 

The previous section gives some intuitions about the state space model. In 

order to solve the model and obtain insights into the system behaviour, the 

following assumptions and approximations should be made. 

The biggest challenge is the treatment of the waiting queue. The model 

assumes it is possible to keep track of individual bidder in the waiting queue 

— i n particular, it is possible to determine the previous bid levels of a newly 

awakened bidder, and from there determine the new, conditional probability 

that he will meet the new price of an auction, F{p\Q). 

This is simply too much information to keep track of, especially consid-

ering that many online English auctions have tens and possibly hundreds of 

bidders in them. It is impossible to predict when each individual bidder will 

be reawaken, and assigning probability functions to it would introduce more 

variability into the model without gaining much insight. Hence, we try to 

manage this intractability in two steps, which are outlined below. 
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First, we assume the waiting queue is fully stacked. A fully stacked queue 

will have one bidder for each level in it, i.e., it will have one bidder bids $1, 

one bidder bids $2, one bidder bids $3, etc. We recognize that in reality the 

bidder at $2 may subsequently drop out of the auction, leaving a gap at the $2 

level. However, the assumption that the queue is fully stacked assumes there 

are no gaps in the queue. 

Second, we approximate F{p\Q) with F*{p). Rather than keeping track 

of separate posterior cdf for each bidder in the waiting queue, we average the 

posterior cdf of all bidders in the queue. We assign this average posterior cdf 

to each bidder in the queue. The calculation of F*(p) is as follows: 

Define 

• is the going price for the auction at the current time. 

• Ljnax is the maximum number of distinct bidders who could possibly be 

in the waiting queue, given that the selling price has been driven from 

$r up to Lmax can be calculated by using: 

Lmax = 1 . ( 3 . 3 ) c 

Given 

• The current going price is %p*. 

• The bidder came from the waiting queue. 

• The waiting queue is fully stacked, which implies that there are Lmax 

bidders in it. 

Calculate 

• First, calculate L^ax which corresponds to %p*. 



Chapter 3 Markov Chain Model 37 

• Second, calculate F*{p). 

If Lmax — 0, 

nP) = F{P)- (3.4) 

This is because there is nobody in the waiting queue. Hence, the posterior 

cdf for the empty queue is the same as the arrival of new bidders. 

If L m a x � 0 , 

n p ) = - 1) + >p-c). (3.5) 
[max Lmax 

This is a weighted average of the cdf of all the previous occupants of the 

queue and the posterior cdf of the latest arrival to the queue. 

Table 3.3 shows the new probability transition matrix of the auction, sub-

stituting the approximation for the exact expression F(p\Q). Moreover, 

a small example of calculating F* functions can be found in Appendix A with 

r = 1 and c = 1. 

Transition Probability 

" : ^ , L ) ~ > A h _ I ( P + C，L + 1) -^Fjp) 
4 Ahi(p ’ L - l ) — — 幕 — 

Mp. L) — + c,L) 

Table 3.3: Approximate transition probabilities of the Markov model. 

This approximation of F*[p) differs from the previous model F{p\Q) in the 

following ways. 

• The state space will be measured in terms of the going price and 

the actual number of bidders in the waiting queue L. However, the 

probabilistic behaviour of the waiting queue bidders will be determined 

by a weighted average which depends on the number of people could 
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possibly join the queue, not by the number of people actually are in the 

queue. 

• F*{p) is calculated based on Lmax which is calculated from p. Lmax is 

not necessarily the number of bidders currently in the waiting queue, but 

it is the most who could ever have been there under the current going 

price 

• Using F*[p) instead of F{p\Q) will give more conservative auction be-

haviour results, giving a lower selling price. The prediction result will 

converge to an equilibrium value as the number of events is increased. 

The reason is that the waiting queue will accumulate more and more bid-

ders towards the end of auction. According to Equation 3.3, Lmax will 

increase and give a smaller F*(p). Hence, the transition probability will 

decrease and keep the going price at its old value. In other words, the 

going price will not grow further but converge to an equilibrium value. 

3.2 Markov Chain for Dutch Auction 

In this section, we will introduce the Markov model which is used to predict 

the revenue trajectory and the final selling price of Dutch auction under some 

assumptions. The model is similar to the one which is used in English auction 

and it is shown in Figure 3.4. 

The sequence of events in the model is described as follows: 

1. The system state SO means that new bidder arrives at the auction site. 

It remains in SO unless a new bidder submits a bid or the new bidder 

decides to wait. 

2. The system state proceeds from SO to SI if the bidder decides to revisit 

the auction later. The waiting queue contains all previous bidders who 
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& 
3. Bidder awakens 2. Bidder shows 

from waiting queue; interests but he is 
revisits auction unwilling to pay at 

y t h e current price $p. 

4. Auctioneer 
registers final 
winner at $p 

Figure 3.4: The Markov model for Dutch auction. 

are waiting. They wait in the queue until awaken. At this time, the 

auctioneer drops the selling price from to - $c. 

3. A previous bidder awakens from the waiting queue, and visits the auc-

tion again, reading the new selling price. The decision is the same as 

the arrival of a new bidder. The system state proceeds from Si to SO 

whenever a bidder awakens from the waiting queue. 

4. If the new bidder bids successfully by submitting bid at the value of 

the auctioneer registers he/she as the final winner and the system state 

proceeds from SO to S2. 

3.2.1 Variables 

In this section, we will introduce variables for modeling the Dutch auction. 

Table 3.4 summarizes all the variables and their definitions 

3.2.2 Model Assumptions 

The assumptions used in Dutch auction including auction and bidders are 

similar to those discussed in English auction. Some amendments are listed as 

follows. 
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Variable Definition 
A A is the Dutch auction. 
N number of identical items for sale. 
bj bj is the 产 bidder arrives at the auction. 
r reserve price of an item. 
c minimum bid decrement of the auction. 
t index of events which is a finite positive integer. 

p{t) going price of the auction at time t, i.e., this is the bid required 
to become the final winner. 

A arrival rate of new bidders. 
H departure rate at which each individual bidder awakens from the 

waiting queue and revisits the auction. 
Q a set of bidders in the waiting queue. 
L number of bidders in the waiting queue. 

Lmax maximum value of L computed by the current going price. 
Vj valuation of the 产 bidder 

F(p) cdf, the output is the probability to submit bid at current going price. 
1 - F{p) 

Table 3.4: Variables for the Dutch Markov model. 
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1. The auction will not be closed until the coming of the first bid from any 

bidders which does not depend on the auction activity. 

Validation: This is an assumption made for the Markov model and how 

the actual Dutch auctions are run. 

2. The auction sends email to bidders immediately to notify the bidder 

when an auction has closed, and whether that bidder won. 

Validation: This is how the actual Dutch auctions are run. 

3. If the bidder thinks the going price is too expensive {vi < p), the bidder 

will enter the waiting queue and revisits auction again. 

Validation: This is an assumption of the model. We have no way to 

validate this short of sitting with unsuccessful bidders and interviewing 

them as they lose. However, we believe bidders will not lost their interests 

in several days. 

4. If a bidder wants to become the final winner, the bidder will place a bid 

in the amount of %p. The auctioneer register him as the final winner. 

Validation: This is how the actual Dutch auction runs. 

5. After entering the waiting queue, the bidder goes off to do other things. 

From the auctioneer's point of view: (1) He will awaken independently 

and randomly after a period of time and re-check the auction status; (2) 

If the bidder re-visits while the auction is still going on, he will behave as 

a new bidder; and (3) If the bidder re-visits after the auction has closed, 

he losses his chance to win the auction. 

Validation: This is an assumption made for the model, the argument is 

the same as the English auction. 
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3.2.3 Propositions of the Markov Model 

The following section presents the Markov chain model for modeling Dutch 

auction. Most of the propositions are similar to those discussed in English 

auction except for the followings. 

Without loss of generality, we set c=—1, using a $1 bid decrement. Fur-

thermore, we define an event as the arrival of a new bidder or bidder awakened 

from the waiting queue. To count as an event, the bidder needs only to arrive; 

he/she does not need to make a bidding decision. 

Proposition 1; Assume bidders behave as shown in Figure 3.4, we 

can compute the transition probabilities which are shown in Ta-

ble 3.5. 

Transition Probability 
1. M p , L) A…(p + c,L + l ) 
2. L) — A � L ) ~ 

3. L) 4 A 计 i ( p + c , L) ^ F { p W ~ 

4. M p , L) 4 A � L - 1 ) 

Table 3.5: Transition probabilities of the Markov model. 

1. The first event was the arrival of a new bidder. He/she reads the going 

price p and decided to enter waiting queue. 

2. The second event was the arrival of a new bidder. He/she reads the going 

price p and decided to bid p. 

3. The third event was the wake up of an old bidder from the waiting queue. 

He/she reads the going price p and decided to enter waiting queue. 

4. The fourth event was the wake up of an old bidder from the waiting 

queue. He/she reads the going price p and decided to bid p. 
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The possible transitions from At{p, L) to other points in the state space 

can be mapped in Figure 3.5. 

r T 

L+1 i 十 

L 卜 【 

L-\ L ！ i 
P P+c 

Figure 3.5: Possible state space transitions. 

3.2.4 Tractability 

In the previous section, we have discussed the challenge of the treatment of the 

waiting queue in English auction. In Dutch auction, we use similar technique 

to determine the conditional probability that a awakened bidder meet the new 

price of an auction F{p\Q). The assumption is the same as before, i.e., we 

assume the waiting queue is fully stacked. The approximation is done by 

averaging the posterior cdf of all bidders in the queue. 

The definition of Lmax and p* is still valid in this section. However, the 

value of c must be less than zero because the meaning of c changes to bid 

decrement in this case. Lmax can be calculated by Equation 3.3 and F*{p) can 

be calculated by Equation 3.5. The calculation of F* functions is similar to 

the English auction. Please refer to Appendix A. 

3.3 Progression of the Price Vector for English 

and Dutch Auction 

In the previous sections, we have introduced transition probabilities. We can 

use it to compute the transition probability matrix P. Each element in P 
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corresponds to the transition probability from one state to another state. 

Now, we let nt be the probability vector describing the state of the auction 

after the t认 event has occurred (with an event being either a new arrival or 

an awakening from the queue, regardless of whether he decides to bid or not). 

A t � = 0 , the auction state is defined as: 

( 1 0 0 0 . . . ) 

In other words, we mean the auction will begin with probability 1 in state 

(0,0). We call this matrix as ttq. 

The dimension of the probability vector depends on the number of states in 

either English or Dutch auction. Given the maximum selling price of the item, 

the reserved price of the item, and the minimum bid increment/decrement, 

the dimension of the probability vector can be calculated by Algorithm 3.1. 

Algorithm 3.1 Find dimension of price vector 

1 /* initializes variables */ 

2 int count=0; 

3 int diTnension=l; 

4 float r=reservedjprice\, 

5 float max.price; /* it is the buyer's valuations of the item */ 

6 /* without loss of generality, c is either 1 or -1 */ 

7 float c=minimumMd-increment or minimumJbidjdecrement; 

8 for i=r to max-price do 

9 if (z - ccmni++*c + count >2) then do 

10 for j=l to i — 1 do 

11 dimension~\~+\ 

12 end if 

13 end for 

Using the transition probability matrix P and the probability vector, other 

auction states starting from t = 1 can be calculated by Algorithm 3.2. 

Algorithm 3.2 Find all price vectors 
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1 initialize ttq； /* See Appendix */ 
2 compute F(p); 
3 compute F* (p); 

4 compute transition probability matrix P using F(p) and F* (p)； 

5 for t=l to round do 

6 TTt ~ TTf 一 1 . P ; 

7 /* read Appendix for calculation of expected revenue */ 

8 compute expected revenue at time t from tt̂ ; 

9 end for 

Mathematically, at 力 = 1 , the auction state is represented by tti = ttq • P 

where P is the transition probability matrix. At 艺=2 , the auction state is 

represented by 7：2 = ttq • P^. The probabilistic progression of the auction for 

the next several time periods can be calculated in a similar way. From that, we 

can obtain a set of price vector starting from the beginning of an auction to a 

certain time event. The bidding price will be upper bounded by the valuation 

of bidders. An example of price vector progression is shown in Appendix A. 

The set of price vector is presented in Figure A.10. Having computed the 

progression of price vector, we can compare the result with real auction data 

and draw some conclusions about the Markov chain model. The discussion 

will be provided in Chapter 5. 

3.4 Markov Chain for Double auction 

In this section, we will discuss the Markov chain for modeling Double auction. 

Modeling a Double auction using Markov chain is more complicated compared 

with the English and the Dutch auction for three reasons. (1) The state space 

becomes a function of number of seller agents and buyer agents, arrival rate of 

new buyer and new seller, and the distribution of buy and sell prices, (2) more 

transition probabilities are involved, and (3) more agents are participated. 
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We believe the Markov model is a good tool to model the Double auction. 

Agent's strategy plays no role here. It is because an agent meets many dif-

ferent agents in its lifetime, modeling individual agents tends to be incorrect 

and incomplete. In such a case, modeling the overall auction process is more 

accurate. Even when strategies about each individual agent are available, the 

complexity of such a model is too enormous. 

In the Markov model of Double auction, we have a pool of buyer agents, 

a pool of seller agents, and an auction agent. The auction agent continuously 

matches the highest shout price given by a buyer agent to the lowest shout 

price given by a seller agent, given that the shout price of buyer agent is greater 

than the shout price of the seller agent. 

If an incoming shout price of a buyer agent cannot match with the existing 

shout price from any one of the seller agent, the new buyer's offer becomes a 

new standing offer. Then seller agent will decrease its shout price and buyer 

agent will increase its shout price. Since buyer agents (seller agents) with 

shout prices higher (lower) than any standing sell (buy) offer get matched, the 

buyer's standing offers (if any) always have lower offer prices than the seller's 

standing offers (if any). Therefore, standing offers ordered by lowest to highest 

shout price are always in a {bbb...bsss...s) sequence where b is the standing buy 

offer and s is the standing sell offer. 

We now describe how to build the Markov chain model using b and 5. Each 

state in the Markov chain represents the status of the auction. For example, 

the {bbss) state represents the case where they are two standing buy offers and 

two standing sell offers. If we assume offers arrive at most one at a time, the 

sequence of events in the model can be described as follows: 

1. No new offer arrives. 

2. A buy offer arrives, and it matches with the lowest seller. 

3. Because of no matches, a new buy offer becomes a standing offer. 
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bss w 
4 

(bbbss j 

Figure 3.6: Transition from the (bbss) state. 

4. A sell offer arrives, and it is matched with the highest buyer offer. 

5. Because of no match, a new sell offer becomes the highest standing offer. 

3.4.1 Variables 

In this section, we will introduce variables for modeling the Double auction. 

3.4.2 Model Assumptions 

1. Sell offer or buy offer arrives at most one at a time. 

2. Auction agent will register any one of the buyer agents as winner after 

it finds a match between a sell offer and a buy offer. 

3. The auction sells multiple items. 

4. The auction does not advertise future auctions or items. 

5. The auction sends mail to buyers immediately to (1) confirm placement 

of shout price, and (2) notify the buyer when a deal is made. 
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Variable Definition 
A A is the Double auction. 
^ number of identical items for sale. 
^ bj is the 产 buyer arrives at the auction. 
£i Si is the 产 seller arrives at the auction. 
t index of events which is a finite positive integer. 
A arrival rate of new buyers. 
^ arrival rate of new sellers. 
^ number of buyers in the auction. 
^ number of sellers in the auction. 
^ valuation of the 产 buyer. 
^ valuation of the 产 seller. 

Fl[pb) cdf, specify the probability distribution of submitting bid at 
different shout price. 

Fs (y ) cdf, specify the probability distribution of submitting bid at 
different shout price. 

T - Fs(vt) 
Pbjp) — j j Fb{v-) Probability a buyer accepts the shout price at $p 
Psjp) = fa ^sjvi)' Probability a seller accepts the shout price at %p 

Table 3.6: Variables for the Double Markov model. 



Chapter 3 Markov Chain Model 49 

6. There is no interaction between buyer agents or seller agents. 

7. The i认 buyer has valuation v̂  for the item. Fl is uniformly distributed. 

The v̂  for all buyers is independent and identically distributed. The 

buyers do not update their valuations in the auction. The argument is 

the same as the English auction. 

8. The ith seller has valuation v̂  for the item. Fg is uniformly distributed. 

The v^ for all sellers is independent and identically distributed. The 

sellers do not update their valuations in the auction. The argument is 

the same as the English auction. 

3.4.3 Propositions of the Markov Model 

The following section presents the Markov chain model for modeling the Dou-

ble auction. We use the time index t to measure the number of events which 

have taken place, not as a measure of the exact time of an event. 

Proposition 1: New buyers and sellers arrive at the auction in ac-

cordance with a Poisson Process with parameter A and 

Define B{t) as the number of buyers/sellers who have arrived by time t. B{t) 

is a Poisson Process because: 

• 5 (0) = 0. 

• B{t) exhibits independent increments. The number of arrivals in disjoint 

time increments is independent. Each new buyer/seller independently 

and with small probability for each point in time decides to visit the 

auction, without interaction with other buyers/sellers. 

• The probability of two events happening at exactly the same time is 

zero. The server cannot process two arrivals simultaneously, so even two 



Chapter 3 Markov Chain Model 50 

arrivals occur at the same time, they would be queued in an arbitrary 

order at the server and processed one after the other. 

Proposition 2: The state of the double auction can be described by 

At{Nb, Ns), with t is the event index N^ is the number of buyers and 

Ns is the number of sellers. 

• We try to model the double auction using the state diagram as shown 

in Figure 3.6. To reduce the state space, we cannot keep track of each 

buyer/seller's behaviour. We use Nb, Ns and try to average their cdf to 

approximate the full information contained in the state space. This will 

be explained in section 3.4.4. 

Proposition 3: Assume buyers and sellers behave as assumption 2, 7 

and 8, we can compute the transition probabilities which are shown 

in Table 3.7. 

Transition Probability 

—MNb具,p) A.^ijN, + - Ps(p)) 

-M N b , Ns,p) 4 iVs + 土 c) n r � i ( i - 職 -

MNb,Ns,p) 4 MNb具,p) l-Pb{p)Ps{p) 

Table 3.7: Transition probabilities of the Markov model. A and ji kept con-
stant. 

• The first event was the arrival of a new buy offer, and it is matched with 

a sell offer with the lowest offering price. The ratio of the number of buy 

offers to total number of offers is Hence, the transition probability 

equals to, 

j ^ P , { p ) P s { p ) - (3.6) 
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• The second event was the arrival of a new buy offer, but it cannot match 

any one of the sell offer. Therefore, it becomes a standing offer. The 

probability of rejecting all sell offers at shout price p is H ^ i U — ̂ s(p)) 

where Ns is the number of sell offers. Hence, the transition probability 

equals to, 

A Ns 
巧 n ( P ) n ( l - ( 3 - 7 ) 

• The third event was the arrival of a new sell offer, and it matches with a 

buy offer with the highest offering price. The ratio of the number of sell 

offers to total number of offers is Hence, the transistion probability 

equals to, 

j ^ m P s � p � . (3.8) 

• The forth event was the arrival of a new sell offer, but it cannot match 

any one of the buy offer. Therefore, it becomes a standing offer. The 

probability of rejecting all buy offers at shout price p is — Pb(p)) 

where Nb is the number of buy offers. Hence, the transition porbability 

equals to, 

Nb 
j ^ P s { p ) i [ { i - m ) . (3.9) 

i=l 

• The fifth event was that there is no new offer arrived and there is no 

match between existing buy offer and sell offer. 

Using the state transition diagram as shown in Figure 3.6, we can represent 

the state space in a larger scale. If Nb = 5 and Ng = 5, the result is shown in 

Figure 3.7. 

The transition to the "success" state happens when all seller offers can be 

matched. The transition to the "fail" state happens when none of the seller 

offers can be matched. 
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success I fail 

f f Wbbb^^^Wbb^^^^^Yb^ ^ 个个 

Figure 3.7: Large scale of state space of a double auction. 

Proposition 4: Using proposition 1 to proposition 3, we can model 

the auction A人Nb, Ng) as a Markov chain. 

• The conditional distribution of the future states of the auction At+i 

depends on the current state At but not on the path taken to arrive at 

A,. 

• Arrival of buyers/sellers follows Poisson process, hence it should be mem-

oryless. 

• The transition probabilities of the current auction state depends on the 

current value of Nb and Ns, but not the path taken to arrive at either 

Ns or Nb. 

• Hence, it satisfies the Markov chain properties. 
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3.4.4 Tractability 

In the previous section, we give some intuitions about the state space model. 

The model assumes it is possible to keep track of individual bidder in the 

system — in particular, it is possible to determine the previous shout price of an 

existing standing sell/buy offer, and from there determine the new, conditional 

probability that the buyer/seller agent will meet the new shout price. 

However, many double auctions involve hundreds of buyers and sellers in 

them. Hence, it is impossible to keep track of individual bidder information. 

Moreover, the buyer to seller ratio is many to many which expands the state 

model tremendously. It is impossible to assign probability functions to a new 

shout price. Hence, we try to manage the intractability by assuming all sellers 

use the same Fs{p) and all buyers share the same Fb(p). The distribution of 

either Fs{p) or Fs{p) will remain unchanged in the auction. We understand 

the approximation will deteriorate the prediction result. However, it makes the 

problem of state space expansion become tractable and solvable. Appendix B 

shows the steps of computing the transition probability matrix P using tran-

sition probabilities defined in Table 3.7. 

3.5 Progression of the Price Vector for Double 

Auction 

In the previous section, we have introduced the transition probabilities. Now, 

we can use them to compute the transition probability matrix P. The dimen-

sion of matrix P depends on the value of Ns and AV If iV̂  = 5 and N^ = 5, 

the dimension of matrix P equals to {Nb + 1) * Â s x 4 * (Nb + 1) * Â s, i.e., 

30 X 120. Each element of matrix P corresponds to the transition probability 

from one state to another state. 

Again, we let tt̂  be the probability vector describing the state of the auction 
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after the t*̂  event has occurred (with an event being an arrival of a new buyer 

or an arrival of a new seller). 

Let Ns = b and AT̂  = 5; At 艺=0, the auction state is defined as: 

( 1 0 0 0 . . . ) 

where the dimension of the state vector equals to 1 x 120. 

This means that the Double auction starts with probability 1 in state (0,0). 

Using the transition probability matrix P and the probability vector, other 

auction state can be calculated by Algorithm 3.3. 

Algorithm 3.3 Find all price vectors 

1 /* initializes variables */ 

2 Nb = number of buyers; 

3 Ng = number o f seller s; 

4 compute 

5 compute Fs{vi); 

6 compute transition probability matrix P using Fb(vi), î s(巧)，Ns and Nb\ 

7 for t=l to round do 

8 7r< = TTt-i -P ; 

9 compute expected revenue at time t from tt̂ ; 

10 end for 

3.6 Summary 

In this chapter, we have introduced three Markov chain models for predicting 

the expected revenue of English, Dutch, and Double auction. An online auc-

tion can be modeled as a Markov process based on some assumptions. Some 

assumptions are well validated using real data from eBay [3]. But some may 

not. Therefore, we cannot say that our model is fit for bidding all kinds of item 

or modeling different bidder's behaviour. The reason is that Markov model is 

not designed for modeling complicated system behaviour. Otherwise, the state 
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space will become very large and the complexity to solve the mathematics will 

become intractable. However, it can be used as a baseline to observe simplified 

system behaviour and this motivates us to use other tools like agent simulation 

approach. We believe that more complex scenario can be modeled by agent 

simulation. Details will be covered in Chapter 4. 

Besides, we have studied the derivation of the transition probability and 

the steps of calculating expected revenue. Figure 3.8 shows the differences of 

the three Markov chain models and Figure 3.9 shows the similarities of the 

Markov models between English and Dutch auction. Discussion of models and 

prediction results will be provided in Chapter 5. 
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M a r k o v model of English auction | Markov model of Dutch auction | M a r k o v model of Double auction — 
Sequence o f New bidders arrive, read current New bidders arrive, read current Buyers and sellers submit shout 
events price, and submit bids in ascending price, and submit bids in descending prices continuously until a match 

order. Bidder with the highest bid order. The first bidder submits bid between a standing sell offer and a 
value will become a new winner. will become a winner. standing buy offer is found. 

Slate space Function o f arrival rate of new Function o f arrival rate o f new Function of number of sellers and 
vector bidders and current selling price. bidders and current selling price. number of buyers. 
Auction state Determined by 16 variables. Determined by 16 variables. Determined by 18 variables. 
Number o f 12 12 8 
assumptions 
Number o f 4 ~4 5 
transition 
probabilities 
Dimension of Small compared with Double Small compared with Double Large and high complexity in 
P matrix auction Markov model. auction Markov model. computation. 

Figure 3.8: Differences of Markov models. 

Markov model of English auction Markov model of Dutch auction 
Arrival of new bidders Poisson process with parameter 1. Poisson process with parameter 1. 
Dimension of P matrix Square matrix. Square matrix. 
Bidder valuations Uniformly distributed and keep Uniformly distributed and keep 

constant. constant. 
Bidder interaction No ^ 
Time management No time latency, reply bidder No time latency, reply bidder 

immediately. immediately. 

Figure 3.9: Similarities of Markov models. 



Chapter 4 

System Design 

Today one of the most valuable online businesses is auction. The huge success 

and popularity of eBay [3] online English auction service has taken the world 

by storm. Nonetheless, eBay [3] service is limited to bidding. It does not 

provide any recommendations or guidances to either bidders or sellers so as to 

maximize their interests, such as profit. Our system aims at providing solutions 

to bidders and sellers using intelligent agents. From the agent's point of views, 

it will 

• try to maximize the profit of the selling item for the seller, 

• determine the best auction closing time by simulation and 

• negotiate with bidders automatically without any seller interventions. 

From the system's point of view, we define the following requirements for our 

services. 

• The system must be scalable, portable, reliable, and secure. 

• The system must meet the "four As" of availability: accessible, anytime, 

anywhere, and on any device. 

• The system must be cost effective. 

57 
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We have evaluated some E-commerce web sites [4, 5, 6, 44, 45, 46, 47, 48' 

and agent development platforms [38, 36, 49]. Nonetheless, we found nothing 

that fit our needs. Current agent development platforms were either extremely 

expensive to maintain and develop on or they were too inflexible or unreliable 

for us. 

4.1 System Features 

The design goals of this system are to: 

1. enable agent developers to design and add new agent components to 

the infrastructure as simply and as quickly as possible, with a minimum 

understanding of the architecture; 

2. create a component-based architecture that is robust, reliable, and easy 

to manage and control in a production environment. A component is a 

part of a system and interact with other components to complete a task; 

and 

3. minimize the production cost with the use of modest hardware equip-

ments but support high user load. 

Our goals can be satisfied by using an N-tier architecture, but beyond that 

we want one that placed no limits on possible solutions. The N-tier architec-

ture allows developers easily build and manage web-based agent applications. 

Developers can separate the presentation and agent logic into two layers. De-

velop components for agent logic is simple by design. Agent developers write 

the logic using Java. Our system runs these components in a highly scalable, 

portable, high-performance, and secure transaction environment. With our 

system, agent developers should avoid the time and expense of a weeklong 

class just to learn the details of the system architecture followed by another 

week of Java training. 
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Moreover, our system includes many features that support high-application 

availability: timeout checks, automatic component restart, and recovery pro-

cedures. Agent logic components run as servlets for extremely fast response 

from the Apache web server. Moreover, the system will dynamically creates 

additional component instances to handle increased transactional demands, de-

stroying them when they are no longer needed. This feature allows the system 

to allocate resources optimally to satisfy current demands. Resources are used 

as specified by configuration files but are only used as necessary. Moreover, 

we provide a web interface to manage our configuration files. Configuration 

files are used to specify page layouts, update rules for resource allocation, and 

manage user profiles. 

This architecture is well-suited for many web-based agent service projects 

with modest hardware settings. The core system components are written in 

Java on Linux. We can thus easily port to any system that supports Java, from 

embedded platforms to an IBM 390 mainframe. We are currently running it 

on a PII 300 server. The total production hardware cost was under $10,000. 

Resources are only allocated when needed, enabling rapid responses on our 

modest hardware. 

4.2 System Architecture 

The architecture is based upon the classic N-tier model with some enhance-

ments. Figure 4.1 shows the architectural overview. There are three layers 

in the system. They are the Communication Layer, Agent Logic Layer, and 

Database Abstraction Layer. This model separates them with each other but 

they work dependently [16] i . 

ihttp://137.189.90.57/ cwlee/phpnuke/html/index.php 

http://137.189.90.57/
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Figure 4.1: Architectural overview. 

4.2.1 System Workflow 

The system follows the N-tier model and its architecture makes it capable to 

deal with dynamic working environments like Internet. Currently, the Commu-

nication Layer, Agent Logic Layer, and Database Abstraction Layer co-operate 

with each other to provide online auction services to users. The workflow pro-

gresses as follows: 

• Intelligent data clients, such as Linux workstations, Windows 2000/98/95 

workstations, Mac workstations, batch inputs, virtually all commercial 

versions of UNIX and other devices optimized for specific data and rep-

resentation functions gather information for subsequent processing and 

display information. 

• In the Communication Layer, translator validates the transaction request 
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and then forwards the request and data to the Agent Logic Layer. 

• Agent Logic Layer's components can access databases with several meth-

ods. We can connect to any databases via their application programming 

interfaces, ODBC, or JDBC in the Database Abstraction Layer. The 

agent logic component returns the response and associated data back to 

translator, which sends the response back to the data client. 

• The format of the response objects can be specified by giving a template 

to the translator in the Communication Layer. The translator merges 

the data with the template and returns the result. Templates can handle 

tabular data in the response objects. 

4.2.2 Communication Layer 

Translators, which is part of the Communication Layer, package data for the 

agent logic components. It also formats data that is sent back to the original 

client source. As one technique to format the data, the translator can use a 

template. The template is generated at run time. The dynamic content can be 

created by using a scripting language, the Document Object Model, or DOM-

together with HTML and CSS. The script will be executed at the server, not 

at the client. Translators enable developers to focus on the agent logic without 

the distraction of how the data is formatted or presented. More importantly, 

this allows reuse of components if the data client changes. Having the presen-

tation logic separated from the agent logic speeds software development and 

allows for faster application deployment and updates. It also enables develop-

ers, particularly web and graphics programmers, to focus on the presentation 

without having to worry about the agent logic or database I/O. 
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4.2.3 Agent Logic Layer 

Our system uses a component software model. Data clients and other re-

questers invoke agent logic components and developers design agent logic com-

ponents or modify their components by focusing on the agent processes. This 

development strategy enables developers to build components quickly with 

their existing knowledge and skills. Moreover, developers have the ability to 

alter the availability of individual agent logic components without affecting 

any other components. 

4.2.4 Database Abstraction Layer 

The Database Abstraction Layer provides a common interface for database 

interaction. This layer enables developers to interact with other databases 

without modifying agent logic component code. 

The advantage of the Database Abstraction Layer is that an agent logic 

component need not be notified if the underlying data source changes, say 

from DB2 running on an IBM mainframe to Oracle running on Linux. Com-

ponents programmers need not have their logic depend upon the specifics of a 

particular database. There are no SQL manipulation routines in an agent logic 

component, for example. All of the data source access is through a specific 

component that translates generic requests into a format for a particular data 

source. 

4.3 Roles of the Agents 

Our platform is a multi-agent system in which three semi-autonomous agents 

interact or work together to perform a user's goal in auctions. They are the 

Buyer Agent(BA), Seller Agent(SA), and Database Agent(DA). Figure 4.2 

shows the complete system architecture and the relationships between the 
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platform and client computers. 

Web Server running on top of agent platform 

鬥 I 
JM I~ Product ^̂ ^ description 

慮 Seller • Seller 

w ^ ^ ^ - — 
『 browser ^ V k ^ ^ 

b ^ P _ 
Figure 4.2: Roles of the agents. 

In the proposed web-based platform, sellers and buyers should register in 

our registry before using our automated negotiation service. An SA will be 

created for the seller, and a BA will be created for the buyer. Both will be 

registered in the agent registry database. After that, potential sellers can 

advertise information about their goods and services on our web site. The 

product information is stored in one of the databases until the completion of 

the auction process. Buyers can browse advertisements and identify potential 

sellers through their web browser. 

A buyer initiates the negotiation phase by issuing an initial negotiation 

request to the BA. The BA requests for product or services specifications from 

the buyer. The BA queries the product description database and the agent 

registry for the list of SAs that may satisfy the buyer's interest. The buyer 

chooses one of the potential SAs from the list and specifies the maximum and 

minimum bid. The BA stores the buyer's preferences into the database and 

sends a start-negotiation request to the SA. After that, the BA will negotiate 

with the SA with the English ascending-bid auction which will be described in 

Section 2.3. During the negotiation phase, the BA is responsible for confirming 
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the placement of a bid to the buyer and notifying the buyer when he is no longer 

the current winner. 

The SA receives seller's request for the product or service he wants to sell 

and advertises the request to the product description database. After that, it 

will wait for the initial negotiation request from any BAs. The SA plays as 

an auctioneer and negotiates with the BA until the completion of the auction 

or the auction is terminated by the buyer. During the auction process, the 

SA assumes (1) the seller sells a single item, (2) the seller does not advertise 

future auctions or items, and (3) the auction process closes at a preset time 

which does not depend on the auction activity. The SA is also responsible for 

notifying the buyer after the auction has closed. 

The DA manages the set of databases including the Product Description, 

the Agent Registry, and the Buyer Preferences. The Product Description 

database stores the specification of the seller's product or services. If the item 

is selling in an English Auction, an example is shown in Table 4.1. The Agent 

Attributes Value 
Seller Name T&T computer shop 
Product Name Microsoft Windows 98 2nd Edition 
Reserve Price $600 
Minimum Bid Increment $20 
Closing Time 23:00 03/02/01 
Comments Operating System 

Table 4.1: Specification example. 

Registry is a yellow page for the DA. The content of Agent Registry is agent's 

name, agent's type, and agent's data. The agent name composes of the IP 

address of the buyer or seller and the creation time of that agent. The agent 

type specifies the agent's role and the agent data stores temporary values. 

The Buyer Preference database is designed for the BA. It stores the ne-

gotiation strategy of the buyer such as the minimum bid, the minimum bid 
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increment, and the maximum bid. The BA will follow these negotiation con-

straints until an agreement is reached or the auction process is terminated by 

the seller or the buyer. 

4.4 Implementation Details 

Our system is build on top of the Linux. Linux is a kernel, the core part 

of an operating system that handles networking, hardware management, and 

basically makes the whole thing run. Most people, however, refer to Linux 

as the entire operating system and applications together, an alternative to 

Microsoft Windows or Apple's MacOS. Linux can replace Windows on your 

desktop, or windows NT on your server. 

4.4.1 Choosing a Scripting Language 

There are many scripting languages available for the Linux platform. Several 

are appropriate for the Communication Layer. Scripting languages are used 

in the server-side to generate dynamic web documents automatically. They 

are also used to tie together the user interface presented to the user, which 

will be written in HTML and accessed via a web browser, and the back end of 

the system and database used by the auctions. In the system, the translator 

component is the one which widely uses the scripting language. 

PHP 

We choose PHP(ver. 4.0.4) as our server-side scripting language used in the 

translator component. The details are as follows. PHP [50] is an open-source, 

HTML-embedded scripting language. Unlike Perl, which was born as a tool 

to assist in system administration, it was designed from the ground up to 

work with web pages. Hence, the biggest advantage of PHP is that it was 

optimized for scripting for the Web only, with no more other things to do, and 

because of this, can generate web pages faster and easily integrate into HTML 
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document. Moreover, PHP has a less confusing and stricter format without 

losing flexibility. Hence, it is easy to learn and study. 

In the translator component, there are two types of PHP modules. They 

are the system modules and the language modules. The system modules are 

related to the user interface of the platform. Our system can be divided into 

two types of interfaces. They are the administration page and the user page. 

Some system modules are used in both interfaces while some of them are used 

in a particular interface. For example, header, footer, and config are used in 

both interfaces. For details, please read the following description. 

• admin.php : This module is for generate the administrator's page and 

change settings of the web page 

• auth.inc.php : This module is for administrators authentication 

• config.php : This module is to configure the main options for your site 

• counter.php : This module is to make some stats like browser, OS, and 

hits 

• footer.php : This module is to be included in the foot of each page 

• header.php : This module is to be included in the head for each page 

• index.php : This modules is the main index file 

• mainfile.php : This module is a collection of some useful global functions 

• user.php : This module is to manage all registered user's options 

Figure 4.3 and Figure 4.4 show the main page and the administrator page 

of the system which is created by the system modules. All contents are gen-

erated at run time after receiving a HTTP request from the client browser. 

Nonetheless, the dynamic content generation task does not consume too much 
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system resources which allows our system to support more than hundreds of 

users at a time. 
•曙acaai——n—nummmmummmmimmmmmmpgig 

. t « fpt*^ i«*c.脉 ； ： .:.......…； m 
"*•；•*• . ” "” ••’•.j"'" - .„..,........—-一.,-.»»«>_.�‘�.,‘..••._,“:.. IMBi 

.;..」:::_」...-_ ‘. .盛-.丄_，jL^J^——^.'-JL^SL.!^-^. 
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Figure 4.3: Main page created by system modules. 
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Figure 4.4: Administrator page created by system modules. 

Our system is designed for multi-lingual purpose so that different user can 

set different default language. Hence, we need to translate sentences all the 

time. This task is implemented by the language modules. The idea is very 

simple; we do a translation lookup and give a sentence to a language module 
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to translate. The return value will be a string which consists of the translated 

sentence. Currently, we can support 21 languages including English, French, 

German, Chinese, etc. 

4.4.2 Choosing a Database 

This system requires a RDBMS, or Relational Database Management System. 

An RDBMS is a software package that stores data in rows and columns as ta-

bles. Various tables can be related to one another in order to answer questions 

posed by the end user. Their questions are known as queries. 

MySQL 

We choose MySQL [51](ver. 3.23.38) as database. The details are as follows. It 

was first released to the public in November 1996 and has always been available 

with source code. It has proven to be a very fast, multithreaded, multiuser, 

and robust SQL database server for a growing number of companies such as 

SGI, ValueClick, Nortel/Insight, Tucows.com, Cisco, and many more. 

Other features of MySQL is that it is considered very fast with large record 

sets. Further, there seems to be a growing relationship between the team that 

develops MySQL and the team that develops PHP. This resulted in the MySQL 

library being packaged with the PHP 4.0 distribution. However, there are two 

main shortcomings with MySQL in relation to our system. The first one is in 

the area of transactions. MySQL has only limited support for foreign keys. 

The foreign key is an important concept of the relational model. It is the way 

relationships are represented and can be thought of as the glue that holds a 

set of tables together to form a relational database. The second one is that 

MySQL does not support subqueries. Luckily, our application is small and 

likely would not run into too much difficulty with MySQL's support of foreign 

keys, subqueries, and transactions, it was still a good choice for us. 
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We have set up six tables in MySQL to store permanent or temporary 

data. The schema of each table and the attribute type/value are provided in 

Appendix C. 

4.4.3 Server-Side Java with Jakarta-tomcat 

In our system, the basic unit of an agent logic component is the servlet, a small 

program that is executed in response to an HTTP request and then generates 

a legal HTTP response. Since servlets are written in Java, they are written 

as object classes, inherited from a servlet ancestor and can take advantage 

of Java's threading and execption handling. Moreover, servlets run inside of 

a Java virtual machine, an abstraction layer that can run on any operating 

platform. This means that the same servlets can run on nearly any operating 

system, providing greater portability for our system. 

Now that we must installed the JDK and the Jakarta Tomcat to support 

servlets. Jakarta is the overall name for Java-related projects sponsored by 

the Apache Software Foundation, and Tomcat is the ASF's project for servlets 

and JSPs. 

In our system, Tomcat runs as an integration to the Apache web server. 

The advantages of integration are: 

• Tomcat is not as fast as Apache when it comes to static pages. 

拳 Tomcat is not as configurable as Apache. 

• Tomcat is not as robust as Apache. 

The integration steps are quite simple, we need to rewrite one of the apache 

configuration file. A sample of the configuration file is listed in Appendix C. 
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4.4.4 Agent API 

We provide a large set of classes, interfaces and exceptions that can be used by 

agents for accessing the functionality of the platform. For detailed descriptions 

of these members and their methods, please see the following section. They 

are the essestial elements for creating agent, classes related to internal system 

operation are not listed. 

Package Java.agent 

Provide classes necessary to create, initialize and remove agent. In our system, 

an agent can be considered as a servlet. The servlet is running inside the 

Tomcat container. Hence, the agent programmer should the servlet packages 

as well as our agent package in his servlet code which looks like the following: 

import javax .serv let .Serv letExcept ion ; 

import javax.servlet .http .HttpServlet； 

import javax.servlet .http.HttpServletRequest ； 

import javax.servlet.http.HttpServletResponse； 

import j a v a . n e t . * ; 

import j a v a . i o . * ; 

import j a v a . u t i l . * ; 

import j ava .agent . * ; / / th i s i s our agent package 

Our agent package contains a number of useful methods for agent creation, 

agent communication and interaction with human users. In agent creation, we 

will register the newly created agent in the database. A new agent ID and the 

name of its owner will be recorded. The agent ID is a unique string to identify 

an agent. In agent communication, the agent can use our system API to store 

its messages, semi-data and the agent ID of the receiver in the database. The 

database acts as a blackboard for communications. Any messages posted on 

the broad will be read by agents. Agent with the same ID as the receiver ID 

http://http.HttpServletRequest
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will take the messages and erase it from the blackboard. In interaction with 

human users, our package provides methods for getting web page parameters 

in the format of HTML forms. These parameters can be used by the agent 

throughout its lifetime. The response to the human user can by generated by 

creating web page from the PHP modules to format the agent data. 

Figure 4.5 shows the agent's interface of buyer agent and simulation agent. 

The interface is prepared by the Interface/Translator module inside the Com-

munication Layer. The creation of the interface is very flexible, it can be 

HTML forms, tables, etc. Agent developers are advised to design the interface 

in a simple but friendly style in order to reduce interface setup time but still 

keep the ease of use for its owner. 
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Figure 4.5: User interface of buyer agent and simulation agent. 

Method Summary 

Table 4.2 summarizes some of the essential methods in class Java.agent.Agent. 

They are used for agent creation, agent communication and interaction with 

human users. 
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Method Input Argument Return value 
~^eateAgent() Object[] obj String id 
removeQ String id void 
getlnfoQ String id String agentPata" 
flushQ void void 
setSavelntervalQ int aninterval void 
setFlushlntervalQ int aninterval void 
doGet() HttpServletRequest request void 

, HttpServletResponse 

Table 4.2: Method summary. 

4.4.5 Class java.agent.Agent 

• An agent is create by calling the createAgent() method. Our system 

will perform several internal tasks during the creation procedure, (1) 

registers the agent inside the system's internal database, and (2) enables 

the agent to access the system's functionality by delivering fundamental 

object references. An agent identification number will be returned. It is 

composed of: 

<ip><date> <time><copy_Qumber>. 

• An agent can remove itself by invoking the method removeQ. After re-

ceiving the request to remove an agent, our system automatically invokes 

the agent's method beforeRemove(). An agent programmer may override 

this method in order to enable the agent to prepare its removal, e.g., by 

releasing occupied references. 

• The get Info 0 method can get a set of information that is associated with 

the agent. It includes agent's name and type. An agent identification 

number should be passed into this method and a string containing the 

agent info is returned. 
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• The flush() method can store the agent data to the database. It receives 

two arguments. One of them is the agent indentification number and the 

other one is the serialized agent data. It should belongs to the string 

type. 

• The load() method can load agent data from the database. It takes an 

agent identification number as argument and return a string composed 

of agent data. 

• Agent data can be flushed in database automatically. The setSavelnter-

val() method can set the time interval between each saving attempts. 

• Agent may be idle for too long without receiving user input. It would be 

better for us to set a timeout period for flushing its data to the database. 

The setFlushTimeout() method can set the timeout period. 

• The doGet() method should be overridden to read parameters from a 

HTML page. The method signature should be: 

public void doGet(HttpServletRequest … ） ； 

We can get parameters by using: 

String sign = request.getParameterC"sign")； 

where sign is the name of the parameter. 

4.5 Summary 

Our system architecture provides high uptime. By building everything in re-

dundant, restartable small components we can provide multiple paths for the 

application, increase flexibility and scalability. The N-tier architecture can 
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make layer abstraction in the system which allows administrator to maintain 

it easily. The agent API provides useful methods for agent developers to cre-

ate and manage agent. It is architecture independent which does not require 

agent developers to understanding the system in depth before written any 

codes. However, there are two shortcomings in the system. The first one is not 

enough security support. We are still developing the security modules for the 

system. To cite an example, the HTTP server authentication component are 

unable to defense software agent from outside attack. It leaves a security hole 

in the current stage. Morever, many security measures should be enhanced in 

the next development stage. The second one is the lack of distributed support. 

Now, our system can support hundreds of users concurrently using the N-tier 

architecture. The local system scalability is very good but we cannot do it in 

a distributed fashion. The architecture does not allow us to inter-connect two 

or more platforms together and does not support load balancing. 

For the implementation details, the combination of Linux, Apache, MySQL, 

and PHP was appropriate. This combination will likely not be appropriate for 

all projects. However, we hope that this framework is an informative first step 

in investigation of alternatives for the next project. 
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Experimental Results 

The following experimental results focus on comparing the expected revenue 

calculated by the Markov chain model and the one simulated by software 

agents. We want to (1) know whether the behaviour of the SA and the BA are 

modeled properly, (2) measure the performance of Markov chain model, and 

(3) find out the limitations of the Markov chain model. 

5.1 Simulation Environment 

The Markov chain model is a good tool to model simple BA's behaviour. On 

the other hand, simulation presents a particularly attractive computational al-

ternative for investigating online auction because it averts the need for overly 

restrictive assumptions and because it can model a wider range of BA's be-

haviour than Markov chain model can cope with. Therefore, we developed 

a system and a simulation agent to provide a simulation environment for the 

BAs and SAs to run the negotiation phase automatically [17]. This is the batch 

mode of the system which does not require agent and it's owner communicate 

in an interactive environment. The tasks of simulation agent is to create a pool 

of BAs and SAs with starting parameters and run one of the auction types. 

The simulation results collected by the simulation agent will be compared to 

the one calculated by the Markov chain model. From the comparison, we can 

75 
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verify the correctness of the Markov chain model, measure the performance of 

the bidding behaviour, and find the best auction closing time for the seller in 

order to maximize his profit. 

The simulation environment runs on a PC with a 300MHz PII Intel CPU, 

128Mb memory and a 12Gb harddisk. Our system was built on top of Redhat 

Linux 6.2 with kernel-2.2.16 and the Apache web server. The experimental re-

sults are generated with the following assumptions: (1) BAs are independent 

to each other, meaning that they will not have any interactions, (2) The nego-

tiation phase runs a single-item auction, (3) The SA will not advertise future 

items and does not contain any purchasing history. Input parameters are the 

arrival rate of BAs/SAs, the minimum bid increment/decrement, the reserved 

price of the item, the maximum bid of each BA, the valuations of BA/SA, 

and the closing time of the auction process. Figure 5.1 shows the simulation 

process. 

The simulation agent will initialize the simulation environment with the 

input parameters provided by its owner. Then agents will be created at differ-

ent time to join the auction. The arrival of agents follows the Poisson arrival 

model. If a BA shows interests in the item provided by the SA, they will start 

negotiation according to the predefined auction format. The negotiation phase 

will proceed until the end of the auction. The SA will record the selling price 

of the item after a bid is submitted. The simulation result will be used to plot 

a graph of expected revenue verus time at the end of the auction. 

5.2 Experiment One: A small English auction 

Motivations 

In this experiment, we want to test the correctness of our Markov chain model 

for English auction. First, we apply the Markov chain model to a small size 

English auction and calculate the expected revenue. Then we will use similar 
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Figure 5.1: Simulation process. 

parameter settings and apply the settings to agent simulation. Finally, we will 

compare the expected revenue predicted by the Markov chain model with the 

one simulated by software agents. 

Experimental Settings 

In the Markov chain model, we use parameter settings described in Table 5.1 

and the cdf of BA's valuations for an item shown in Figure 5.2. The value 

of arrival rate is suggested by [52]. In that paper, the author did a study to 

analyze eBay auction data and found that it was reasonable to approximate 

the arrival rate as 1 arrival/hour. 

In English auction, there is only one SA. Hence, we assume the arrival rate 

of SA is 0 arrival/hour and the SA is ready to serve BAs after the auction 

starts. Moreover, we do not have cdf for SA because it will not place any bids 

in the auction. Based on the previous assumptions, our agent simulation uses 

parameter settings as shown in Table 5.2. 

Experimental Results 

Figure 5.3 shows the expected revenue calculated by the Markov chain model 

and the expected revenue simulated by the software agents from an initial 

revenue of $0 to the final revenue of $5. 

We find that the Markov chain of English model does a good job to simulate 
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Figure 5.3: Expected revenue over time for a small English auction. 
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Parameter Definition Value 
A arrival rate of new bidders 1 arrival/hour 
^ departure rate of bidders from waiting queue 1/3 departure/hour 
c minimum bid increment 1 
r reserve price of the item 1 

time closing time of the auction process 20 rounds 

Table 5.1: Parameter value of Experiment One (Markov model). 

Parameter Definition Value 
A arrival rate of 1 arrival/hour 

Possion process 
c minimum bid 1 

increment 
r reserved price 1 

of the item 
maxJbid maximum bid 5 

of each BA 
prob probability of According to 

the BA's valuation Figure 5.2 
t closing time of 20 

the auction process rounds 
n number of BAs 10 

Table 5.2: Parameter value of Experiment One (Simulation environment). 

the auction process. The expected revenue calculated by the Markov chain is 

similar to the one simulated by agents. This means that the result of the 

Markov chain is a good indicator of expected revenue. The slope of both 

curves is deep near the beginning of auction and decreases towards the end of 

auction. The reason is that there are more bidders in the waiting queue when 

the expected revenue is high. According to Equation 3.3, the value of F* will 

decrease which means that the probability of willing to bid is smaller. Hence, 

the expected revenue will not grow as fast as before. Both curves reach an 

equilibrium value of five dollars because they are bounded by the maximum 
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value of the cdf. Moreover, the best auction closing time can be found from 

the graph. It should be around 13 events. After that, the revenue does not 

change too much but reach an equilibrium value. In a real auction, the seller 

can reference the simulation result to specify the auction closing time. Using 

the best auction closing time allows the seller to save the advertising expense 

but still make the highest profit. 

5.3 Experiment Two: A large English auction 

Motivations 

In this experiment we test the scalability of the Markov model. A single-item 

English auction with a maximum bid of $5 is considered small. Therefore, 

we try to apply the Markov chain model and the software agents to a similar 

auction process but with a larger maximum bid of $10. 

Experimental Settings 

The experimental setup for agent simulation is similar to Experiment One 

except the use of longer auction time and different BA's cdf. The new auction 

closing time is 100 rounds and the new cdf can be found in Figure 5.4. On 

the other hand, the parameter settings for Markov chain model change from 

max-bid = 5 to maxMd = 10 and from i = 20 to ^ = 100 and it uses a new 

cdf as shown in Figure 5.4. 

Experimental Results 

Figure 5.5 shows the simulation result. We find that the curves of the expected 

revenue are close to each other. They grow exponentially and tend to the 

asymptote of the maximum expected revenue. Therefore, we believe that the 

behaviour of the SA and the BA is well modeled by the Markov chain and 
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does not affect by the size of the maximum bid and the auction duration. 

Moreover, we find that the best auction closing time is extended compared 

with Experiment One. This is due to the higher maximum bid value. 

5.4 Experiment Three: A small Dutch auction 

Motivations 

In this experiment, we try to test the correctness of the Markov chain model 

for Dutch auction. Again, we try to compare the prediction result with the 

expected revenue simulated by software agents. 

Experimental Settings 

We use similar parameter settings as shown in Table 5.1 and Figure 5.2 except 

for the value of c and r. In Dutch auction, submitting bids are considered as bid 

decrement. Hence, we change the value of c to -1. Moreover, the negotiation 

protocol of Dutch auction requires a high reserved price r. Hence, we fix r to 

$5 and the selling price will drop from $5 to $1. The cdf of BA's valuation of 

an item is shown in Figure 5.2. 

Experimental Results 

The experimental result is shown in Figure 5.6. We find that the curves of the 

expected revenue are close to each other. They drop exponentially and tend 

to the asymptote of the minimum expected revenue. Therefore, we believe 

that the behaviour of the SA and the BA is well modeled by the Markov chain 

and does not affect by the size of the minimum bid and the auction duration. 

Again, we can find the best auction closing time from the graph. It is around 

15 events. Seller can try to specify different selling prices at the beginning of 

the auction and check their auction closing time. From the result, he can find 
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Figure 5.6: Expected revenue over time for a small Dutch auction, 

out the best time for him to re-visit the auction site. 

5.5 Experiment Four: A large Dutch auction 

Motivations 

In this experiment, we try to use another set of parameters to the Markov 

chain model of Dutch auction. The purpose of this experiment is to test the 

correctness of the Markov chain model under a large auction size. 

Experimental Settings 

The parameter setting is similar to the one presented in Experiment Two. The 

auction closing time is fixed at 100 intervals and the reserved price is fixed at 

$10. The cdf of BA's valuation of an item is shown in Figure 5.4. 

Experimental Results 

Figure 5.7 shows the simulation result. We find that the curves are still close 

to each other. The approximation of Markov chain model is still valid under 
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Figure 5.7: Expected revenue over time for a large Dutch auction. 

a large auction. Moreover, we find that the Markov chain under estimate the 

expected revenue. The reason of this is due to the averaging of BA's cdf in 

the waiting queue. 

5.6 Experiment Five: Partial knowledge on 

other BAs 

Motivations 

Next, we try to model a wider range of BA's behaviour. In the previous ex-

periments, we assume BAs are independent to each other with no interactions 

between them. Now, we want to give them partial knowledge: (1) each of 

them knows the bid paid by the others, and (2) each of them knows other's 

valuations. In the auction process, the following strategy is used: When a BA 

is interested in bidding for an item, and it knows that no other BAs are willing 

to bid, the BA will raise the current bid only by the minimum bid increment. 

However, if there are other competitors, the BA will compare their bids and 
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find out the maximum bid. Then, if it is still willing to bid, it will offer a 

new bid which is the maximum bid among other BAs plus the minimum bid 

increment. This complex strategy cannot be modeled by the Markov chain 

approach, but it can be simulated by our agents-based platform. Figure 5.8 

shows the simulation result. 

Experimental Settings 

The parameter settings of the Markov chain model are the same as Experiment 

One. For agent simulation, we allow buyer agent share some knowledges about 

the auction and use the same parameter settings as Experiment One. 

Expoc led revenue simulatecl by mathematical model “ 
Expected revenue simulated by platform x — 
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Figure 5.8: Revenue vectors under partial knowledge of other BAs. 

Experimental Results 

Figure 5.8 shows the simulation result. If we compare the result with the 

expected revenue calculated by the Markov chain model in Experiment One, 

we find that the curve simulated by our platform grows and approaches to the 

asymptote faster than the one predicted by the Markov chain model. This 
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indicates that the auction process will speed up due to the partial knowledge 

about other BAs in the new bidding strategy. 

5.7 Experiment Six: Partial knowledge on clos-

ing time 

Motivations 

In this experiment, we want to show that the expected revenue is affected 

by the closing time of the auction process. We try to modify the valuation 

function towards the end of the auction process. Again, the Markov chain 

model will become extremely complicated to model this behaviour, but our 

agent-based platform can simulate the results rather easily and faithfully. 

Experimental Settings 

The parameter settings of the Markov chain model is the same as Experiment 

One. For agent simulation, we try to update the probability of willing to bid 

towards to end of the auction. The new probability will be increased by 0.1 

at the end of each time interval. Other parameter settings are the same as 

Experiment One. 

Experimental Results 

Figure 5.9 shows the simulation result. The experimental result shows that our 

agent-based platform can model a common phenomenon as in the real auction, 

i.e. BAs are unwilling to make new bids in the middle of the auction process, 

but they will submit bids at the very last moment. Figure 5.9 indicates that 

the growth of the expected revenue is divided into two phases. In the first 

phase, the expected revenue grows as usual, but it stops growing in the middle 

of the auction process. The second phase is triggered by the approaching 
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Figure 5.9: Revenue vectors under partial knowledge of closing time. 

closing time of the auction process when BAs are actively taking bids, and the 

revenue grows at a fast speed toward the expected maximum bid. 

5.8 Experiment Seven: A small Double auc-

tion 

Motivations 

In this experiment, we want to test the correctness of the Markov chain model 

for Double auction. A correct model should shows the following features in 

a graph of expected revenue verus time: (1) The shout prices of seller and 

buyer should differ significantly from an equilibrium value at the beginning 

of the Double auction. (2) As time passes by, the shout prices approach the 

equilibrium value. (3) On subsequent time intervals, the shout prices are 

initially nearer equilibrium, and approach equilibrium faster. 
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Experimental Settings 

The parameter settings of the Markov chain model are listed in Table 5.3. 

Parameter Definition Value 
N number of identical items for sale 20 

time number of rounds 
A arrival rate of new buyers 1 arrival/hour 
Jl arrival rate of new sellers 1 arrival/hour 
Nb maximum number of buyers in the auction 20 
Ws maximum number of sellers in the auction 20 

Fb{v î) cdf of buyer valuations for this item According to 
Figure 5.10 

Fs{v^i) cdf of seller valuations for this item According to 
Figure 5.10 

Table 5.3: Parameter value of Experiment Seven (Markov model). 
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Figure 5.10: Graph of Fb(p) and Fs(p) for initial distribution � f / ( l , 5 ) . 

Experimental Results 

Figure 5.11 shows the result of the Markov chain model. Shout prices of buyer 

are shown in triangles, while shout prices of seller are shown as squares. Filled 

symbols mean shouts that were accepted. Lines are drawn to join the sequence 

of accepted shout prices of buyer and sellers. As the experiment progresses, the 

offering prices approach equilibrium, and on successive time intervals, there is 

less variance from, and faster approach to the equilibrium value. The result 
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Figure 5.11: Shout price over time for a small Double auction. 

matches our expectations. Markov chain does a good job to model a Double 

auction. 

5.9 Comparisons and Discussions 

From the above experimental results, we find that the analytical approach 

based on the Markov chain model has some limitations: 

• It does not allow BAs to interact with one another. 

• It does not consider the case where the market value of the item may 

decline over time. In this case, a depreciation term should be included. 

• It cannot model whether the auctions run on a weekend or a weekday, if 

the results can be distinguished. 

On the other hand, the advantages of our agent-based simulation environment 

are: 

• It does well in approximating the expected revenue in a single-item auc-

tion. 
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• It allows the analyst to easily scale up the auction complexity in the 

agent-based simulation with a higher maximum bid value and more BAs, 

while the result still matches well with that obtained from a mathemat-

ical analysis. 

• It can model simple as well as complex BA's behaviour and the assump-

tions used in the simulation are realistic. 

• It can be applied to other complex scenarios in an auction process. For 

example, multi-item auctions, multi-seller auctions, different cdf distri-

butions for BA's valuations, different arrival rates for BAs, and different 

negotiation constraints. 

5.10 Summary 

In summary, we find that it is feasible and tractable to model an online auction 

using a Markov chain model. In an online auction, an agent in its lifetime meets 

many different agents, and as a result modeling individual agent with simple 

behaviours tends to be incorrect and incomplete. In such a case, modeling the 

overall auction process as a Markov chain is more accurate than modeling the 

interior reasoning of each agent participating in the auction. However, Markov 

chain cannot model complex BA's behaviours. Our agent-based platform, on 

the other hand, can provide a more sophisticated simulation environment. We 

can model a wider range of BA's behaviour (and even seller's behaviour) than 

what the Markov chain model can cope with. Furthermore, the assumptions 

used in the simulation approach can be made as realistic as possible. 
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Conclusion 

In this thesis, (1) we have presented the architecture for an agent-based plat-

form which can perform online auctions. The architecture design focuses on 

scalability, flexibility, and reusability. Agent developers don't have to under-

stand the system flow and system components in advance. The only thing 

they should understand is the agent API provided by the platform. Actually, 

the agent API is a Java package for agent developers to import in their agent 

classes which can shorten the development time. Moreover, the agent API 

can be extended easily to support other E-commerce applications. (2) We 

discussed the negotiation protocol between agents. It includes English auc-

tion, Dutch auction, and Double auction. A set of negotiation messages have 

been developed according to the auction properties. Agents can follow the 

negotiation messages to communicate, and perform auctions in the interactive 

mode. (3) Moreover, we used software agents in batch mode to simulate the 

expected revenue on the platform and compared it with the value calculated 

by Markov chain model. The batch mode processing is equivalent to the cre-

ation of a pool of agents and give them parameters. Then they will perform 

computation without any human interventions. Seller can use this feature to 

find out the best closing time of the auction so as to maximize his profit. (4) 

Experimental results show that simple bidder's behaviour can be well analyzed 

using a Markov chain model as well as our agent-based simulation approach. 
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However, it is difficult to extend the Markov chain model to cover a wide range 

of bidder's behaviour. Nonetheless, our platform can deal with this problem 

easily. Furthermore, the agent-based approach can be extended and refined 

with more realistic scenarios for automatic agent-based simulations, allowing 

us to construct a dynamic and diverse environment for a variety of E-commerce 

applications. 
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Markov Chain for English 
Auction 

A . l Graphs of F and F* Functions 

Figure A.l shows F { p ) � 叩 ’ 5). 
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Figure A.l: Graph of F(p) for initial distribution �17(1,5) . 

For F*(p = 2), Lmax = 0. Hence, F*{p = 2) equals to F(p), i.e. If there are no 

bidders in the waiting queue, we have no prior information about them. The 

result is shown in Figure A.2. 

For F*(p = 3), Lmax = 1- We must have the following sequence of events: 

• bi arrives and, finding he can afford a successful bid, bids $r = $1. 

• 62 arrives and, finding he can afford a successful bid, bids $r + $1 = $2, 

thus bumping 61 to the waiting queue. 
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Figure A.2: Graph of F*{p = 2). 

• The only information we have about bi from this scenario is that he 

was willing to pay $1; since all bidders have F{p)�f/(l,5), this tell us 

nothing new. Hence, F*{p = 3) = F{p). 

Mathematically, 

F*(p = 3) = L 了 — 1 F*(p - 1) + j ^ F i v o l v i > p - l ) (A.l) 
Lmax -L^max 

= = 2) + ^F{vo\vi >p-l) (A.2) 

= 0 + (A.3) 

=F{p) (A.4) 

� t / ( l , 5 ) . (A.5) 

The result is shown in Figure A.3. 

1 -
0.8 

I 0.6 
£ 0 . 4 

U . Z ‘ . . . ’ . ： . . 

0 丨 ' I . 丨 ~ - I — — — 
$ 1 $ 2 $ 3 $ 4 $ 5 

Maximum dollars willing to pay 

Figure A.3: Graph of = 3). 

For F*{p = 4), Lmax = 2. There are two bidders in the waiting queue. In a 

process similar to that described for F*[p = 3), 

• hi bids $1. 
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• b<2 bids $2, sending bi to the waiting queue. 

• 63 bids $3, sending 62 to the waiting queue. 

• the next awakener from the waiting queue will be 61 with probability | 

and 62 with probability Hence, the distribution function of the next 

awakener's valuation equals: 

F%p = 4 ) = — 1) + j^Fivolvi >p-l) (A.6) 
Lmax ^max 

= = 3 ) + \f(vo\V, > 4 - 1 ) (A.7) 

= ^ F ^ i p = 3) + ^F{vo\vi > 3). (A.8) 

The result is shown in Figure A.4. 

1 

& 0.8 
I 0.6 

1 0 . 4 

0.2 - - - - - - - - - • • •.…--
..... .1 . I:.. , ... 

0 - ' I J 1—J 
$ 1 $ 2 $ 3 $ 4 $ 5 

Maximum dollars willing to pay 

Figure A.4: Graph of F*(p = 4). 

For F*(p = 5), Ljnax = 3. There are three bidders in the waiting queue. In a 

process similar to that described for F*{p = 4), 

• 61 bids $1. 

• 62 bids $2, sending bi to the waiting queue. 

• 63 bids $3, sending 62 to the waiting queue. 

• 64 bids $4, sending 63 to the waiting queue. 

• the next awakener from the waiting queue will be bi with probability 

62 with probability | and 63 with probability Hence, the distribution 

function of the next awakener's valuation equals: 
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F*{p = b)= ‘ 广 — - 1) + ~F{vo\vi >p-l) (A.9) 
^max ^max 

= 宇 F � = 4) + \F{vo\vi > 5 - 1 ) (A.IO) 

= l F * ( p = A)^^F(vo\vi>A). (A. l l ) 

The result is shown in Figure A.5. 

1 

0.8 

0 .6 
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0 - j I .1 1 : 1 

$1 $ 2 $ 3 $ 4 $ 5 
Maximum dollars willing to pay 

Figure A.5: Graph of F*(p = 5). 

For F*(p = 6), it is undefined because there will never be a going price of $6 

from the current winner. 

A.2 Solution of a Small Example 

This section will solve a small example using the previous formulation. First, 

it will outline the variables and their values; Second, it will calculate the F* 

functions for approximating the waiting queue behavior; Third, it will show 

some progressions of possible price vectors. 

Variables: 

N = 1 item for sale 

p = going price 

r = $1 

c = $1 minimum bid increment 

t = the index of events 

L 二 0 

A = 1 
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= 1/3 

� C / ( l , 5 ) 

The state space is the space {p x L x t], where p G (0,5); L G (0,4) and 

t G (0,oo). 

A.2.1 Computation of Transition Probabilities 

The F and F* functions are calculated in the previous section. Using these val-

ues of F and F* to calculate the transition probability as outlined in Table 3.2, 

the P matrix can be computed. 

Several states in {p x L} are infeasible, because the price could not reach 

the level of %p without having at least ^ bids. Hence, we can collapse the 

P matrix without showing the infeasible areas and gives the matrix shown in 

Figure A.6. 

Calculated for I =1 and p, = 1/3. 
State space is denoted by (p, L) 

(1,0) (2,0) (3,0) (3,1) (4.0) (4,1) (4,2) (5,0) (5,1) (5,2) (5,3) 
(1,0) faoo 1.00 0.00 0.00 O.OO O.OO O.OO O.OO O.OO 0.00 o.oo" 

(2,0) 0.00 0.25 0.00 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
(3.0) 0.00 0.00 0.50 0.00 0.00 0.50 0.00 0.00 0.00 0.00 0.00 
(3.1) 0.00 0.00 0.13 0.38 0.00 0.13 0.38 0.00 0.00 0.00 0.00 
(4.0) 0.00 0.00 0.00 0.00 0.75 0.00 0.00 0.00 0.25 0.00 0.00 
(4.1) 0.00 0.00 0.00 0.00 0.18 0.56 0.00 0.00 0.07 0.19 0.00 
(4.2) 0.00 0.00 0.00 0.00 0.00 0.28 0.45 0.00 0.00 0.12 0.15 
(5.0) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 
(5.1) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 0.00 
(5.2) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00 0.00 
(5.3) [aoo 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.00 0.00_ 

Figure A.6: P matrix with transition probabilities of a small auction. 

A.2.2 Progression of the Price Vector 

Let TTt be the probability vector describing the state of the auction after the t仇 

event has occurred (with an event being either a new arrival or an awakening 
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from the queue, regardless of whether he decides to bid or not). 

At 力=0, the auction state is: 

(1,0) (2,0) (3,0) (3,1) (4,0) (4,1) (4,2) (5,0) (5,1) (5,2) (5,3) 

71� [Too 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

Figure A.7: Auction state at t=0. 

In other words, this type of auction will begin with probability 1 in state (0,0). 

At ^ = 1, the auction state is represented by tti = ttq • P. 

(1,0) (2,0) (3,0) (3,1) (4,0) (4,1) (4,2) (5,0) (5,1) (5,2) (5,3) 
71, [aoo 1.00 0.00 0.00 O.OO O.OO O.OO O.OO O.OO 0.00 0.00 

Figure A.8: Auction state at t=l. 

At ^ = 2, the auction state is represented by 7r2 = ttq • P^. 

(1,0) (2,0) (3,0) (3,1) (4,0) (4,1) (4,2) (5,0) (5,1) (5,2) (5,3) 
71̂  [aoo 0.25 0.00 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.0^ 

Figure A.9: Auction state at t=2. 

The probabilistic progression of the auction for the next several time periods 

can be calculated in a similar way. Figure A.10 shows the calculation for the 

first 20 time intervals of the auction. 

Figure A.10 provides valuable insight to the dynamics nature of an online 

English auction. The ttq row (shaded) gives the probability distribution of the 

going price of the auction after the sixth event has occurred. From this result, 

we can calculate the probability that the going price will be $4 after the sixth 

event has occured, which will be 0.09 + 0.28 + 0.13 = 0.50. For an one item 

auction, the selling price will be one bid increment below the going price, so a 

revenue of $3 would be expected with the probability of 0.50. 

If we perform similar summations over the 20 time intervals for all possible 

price levels, we can get the following information which is shown in Figure A.11. 
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State space is denoted by (p, L) 

Timer (1,0) (2,0) (3,0) (3,1) (4,0) (4,1) (4,2) (5,0) (5,1) (5,2) (5,3) 
0 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
1 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
2 0.00 0.25 0.00 0.75 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
3 0.00 0.06 0.09 0.47 0.00 0.09 0.28 0.00 0.00 0.00 0.00 
4 0.00 0.02 0.11 0.22 0.02 0.24 0.30 0.00 0.01 0.05 0.04 
5 0.00 0.00 0.08 0.10 0.05 0.30 0.22 0.01 0.07 0.12 0.05 
6 0.00 0.00 0.05 0.041| 0.09 0.28 0.13 110.08 0.16 0.13 O.Of 
7 0.00 0.00 0.03 0.02 0.12 0.23 0.08 0.24 0.17 0.10 0.02 
8 0.00 0.00 0.02 0.01 0.13 0.17 0.04 0.41 0.15 0.07 0.01 
9 0.00 0.00 0.01 0.00 0.13 0.11 0.02 0.56 0.12 0.05 0.01 
10 0.00 0.00 0.00 0.00 0.12 0.08 0.01 0.67 0.09 0.03 0.00 
11 0.00 0.00 0.00 0.00 0.10 0.05 0.00 0.76 0.06 0.02 0.00 
12 0.00 0.00 0.00 0.00 0.08 0.03 0.00 0.82 0.05 0.01 0.00 
13 0.00 0.00 0.00 0.00 0.07 0.02 0.00 0.87 0.03 0.01 0.00 ‘ 
14 0.00 0.00 0.00 0.00 0.05 0.01 0.00 0.91 0.02 0.00 0.00 
15 0.00 0.00 0.00 0.00 0.04 0.01 0.00 0.93 0.02 0.00 0.00 
16 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.95 0.01 0.00 0.00 
17 0.00 0.00 0.00 0.00 0.03 0.00 0.00 0.96 0.01 0.00 0.00 
18 0.00 0.00 0.00 0.00 0.02 0.00 0.00 0.97 0.01 0.00 0.00 
19 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.98 0.01 0.00 0.00 
20 0.00 0.00 0.00 0.00 0.01 0.00 0.00 0.98 0.00 0.00 0.00 

Figure A. 10: Probabilistic progression of an Auction across its state space. 

The progression from an initial revenue of $0 (corresponding to a going 

price of $1) to the final revenue of $4 (corresponding to a going price of $5) 

can be clearly seen. The different price vectors can be plotted over time, as 

shown in Figure A. 12. 
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Prob Prob Prob Prob Prob 
Time t (rev=$0) (rev=$l) (rev=$2) (rev=$3) (rev=$4) 

0 1.00 0.00 0.00 0.00 0.00 
1 0.00 1.00 0.00 0.00 0.00 
2 0.00 0.25 0.75 0.00 0.00 
3 0.00 0.06 0.56 0.38 0.00 
4 0.00 0.02 0.33 0.56 0.10 
5 0.00 0.00 0.18 0.57 0.25 
6 0.00 0.00 0.09 0.51 0.40 
7 0.00 0.00 0.05 0.42 0.53 
8 0.00 0.00 0.02 0.34 0.64 
9 0.00 0.00 0.01 0.26 0.73 
10 0.00 0.00 0.01 0.20 0.79 
11 0.00 0.00 0.00 0.15 0.84 
12 0.00 0.00 0.00 0.12 0.88 
13 0.00 0.00 0.00 0.09 0.91 
14 0.00 0.00 0.00 0.07 0.93 
15 0.00 0.00 0.00 0.05 0.95 
16 0.00 0.00 0.00 0.04 0.96 
17 0.00 0.00 0.00 0.03 0.97 
18 0.00 0.00 0.00 0.02 0.98 
19 0.00 0.00 0.00 0.02 0.98 
20 0.00 0.00 0.00 0.01 0.99 

Figure A.11: Probabilistic progression of auction revenue over time. 

1 ‘ Y • • F > r o l 3 < ' r w \ / — 一 葡 ‘ t F>rol3i r̂  • -n -T~) ——x——— I F*sg»*ai TWvwSJ 
I > cn 

^ 
- V I vc.,. '......-....._._•.̂  一丄 

o o -I o 1 a » o Tlrr** (m•垂•ur̂d lr» 
Figure A.12: Progression of individual revenue vectors over time. 



Appendix B 

Markov Chain for Double 

Auction 

B.l Graphs of Fb[必 and Functions 

Figure B.l shows Fbiv^) and � " ( 1 , 5 ) . 

1 

^ 0.8 

1 0.6 
1 0 . 4 

0.2 - . I . • I • \ •----
0 - I I 如 I 

$ 1 $ 2 $ 3 $ 4 $ 5 
Maximum dollars willing to pay 

Figure B.l: Graph of Fb{v̂ i) and Fs{v^) for initial distribution � [ / ( 1 , 5 ) . 

F b { v ^ ) � / 7 ( 1 , 5 ) means that buyer has the same probability of valuation 

for an item at different prices. The lowest value of accepting a sell offer is $1 

and the highest value of accepting a sell offer is $5. 

In contrast, Fs {v - )�^7 (1 ,5 ) means that seller has the same probability of 

valuation for an item at different prices. The lowest value of accepting a buy 

offer is $1 and the highest value of accepting a buy offer is $5. 
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B.2 Solution of a Small Example 

This section will solve a small example using the previous formulation. First, 

it will outline the variables and their values; Second, it will compute the tran-

sition probability matrix P. 

Variables: 

•/V = 5 item for sale 

p = current shout price 

Nb = 5 

Ns = b 

t = the index of events 

L = 0 

X = 1/3 

� " ( 1 , 5 ) 

The state space is the space {Ns x Nb x i } , where Ns G (0,5); Nb G (0,5) 

and t E (0, oo). 

B.2.1 Computation of Transition Probabilities 

Using the above parameters and the transition probability as outlined in Ta-

ble 3.7, the P matrix can be computed. Figure B.2 shows the corresponding 

state space in the P matrix. It is represented as five smaller matrix which are 

A l , A2, A3, A4 and A5. Figure B.3 shows the complete P matrix which is 

composed of A l , A2, A3, A4 and A5. 
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Calculated for ..t = 113 and J.l. = 1/3. 

State space is denoted by ~~, N;J 

(0,1) [(0,1) (O.~ (1,1) (0,1) (1.~ (2.1) (1,1) (2,2) (3,1) (2.1) (3.~ (4,1) (3,1) (4,2) (5,1) (4.1) (5.~ 

(1,1) 

~Q M 
(3,1) 
(4,1) 
(5,1) 

(0,2) (0,3) (1,2) (0,2) (1,3) (2,2) (1,2) (2,3) (3,2) (2,2) (3,3) (4,2) (3,2) (4,3) (5,2) (4,2) (5,3) 

(0,2) [ (1,2) 

~2) A2 
(3,2) 
(4,2) 
(5,2) 

(0,3) [(0,3) (0.4) (1.3) (0.3) (1.4) (2.3) (1,3) (2.4) (3.3) (2.3) (3.4) (4.3) (3.3) (4.4) (5.3) (4.3) (5.4) 

(1.3) 

~3) A1 
(3.3) 
(4.3) 
(5.3) 

(0.4) (0.5) (1.4) (0,4) (1,5) (2,4) (1,4) (2.5) (3.4) (2.4) (3.5) (4.4) (3.4) (4,5) (5.4) (4.4) (5.5) 

(0,4) [ (1,4) 

~4) A4 
(3.4) 
(4.4) 
(5.4) 

(0.4) (0,5) (1,5) (0.5) (1,4) (2.5) (1.5) (2,4) (3.5) (2,5) (3.4) (4.5) (3.5) (4.4) (5.5) (4.5) (5.4) 

(0,5) [ (1,5) 
(2,5) 
(3.5) 
(4,5) 
~,5) ~ ______ .~ __ ~~ __ . ____________ •. __ ~~~ ____ ~_~ __ ~_~ __ ~~ 

Figure B.2: State space of P matrix. 
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47 

A2 

A3 
tm 

A4 

AS 

.感 

Figure B.3: The complete P matrix. 



Appendix C 

Implementation Details 

C.l Tables Design in MySQL 

The following tables are stored in the MySQL database. Some of them are 

needed in transactions and others are for storing system parameters. 

Table of adminblock : This table stores the setting of the administrator block. 

Field Type Key Default 
title ~varchar(60) " Y E ^ NULL 二 

content text YES "NULL 

Table C.l: Table of admin block. 

• title : Title of the admin block 

• content : Description of the admin block 

Table of agent : This table stores agent data. 

• agent-Owner : User id of the owner of this agent 

• agent-type : Specify the type of agent 

Table of mainblock : This table stores the setting of the main block. 

105 
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Field Type Key Default 
agent-owner varchar(25) NULL NULL 
agent-type char(l) NULL NULL — 

Table C.2: Table of agent. 

Field Type Key Default 
title varchar(60) YES NULL 
c o n t e ^ text YES NULL 

Table C.3: Table of mainblock. 

• title : Title of the main block 

• content : Description of the main block 

Table of settings : This table stores the setting of the web page. 

• sitename : Name of the web site 

• site.url : URL of the web site 

• siteJogo : File name of the site logo 

• sitejslogan : Slogan of the web site 

• startdate : Starting date of the web site 

• adminmail : Email address of the administrator 

• Default-Theme : Name of the default theme 

• mylP : IP address of the web site 

• language : Default langauge of the web site 

• locale : Default locale of the web site 
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Field Type Key Default 
sitename varchar(lOO) NULL" NULL = 

“site-url varchar(200) NULL" NULL “ 
"siteiogo varchar(2"^ NULL NULL 
“site^logan varchar(lOO) NULL NULL 
“startdate varchar(30) NULL NULL — 
“adminmail varchar(lOO) NULL" NULL 
Default-Then^ varchar(25) NULL NULL 

"^y lP varchar(25)~ NULL NULL 
language varchar(30) —NULL NULL 

locale varchar(10)~ NULL NULL 
setCookies — int(l) NULL 0 

"userimg varchar(100y" NULL NULL 
"adminimg varchar(lOO) NULL NULL 
“site-font varchar(lOO) NULL NULL 

Table C.4: Table of settings. 

• setCookies : 1 = set, 0 = not set yet 

• userimg : File name of the user image 

• adminimg : File name of the administrator image 

• site_font : Default font of the web site 

Table of users : This table stores the setting of each user. 

Field Type Key Default 
= uid " k t ( l l ) " P R I 0 二 

name varchar(60) NULL NULL 
uname varcliar(25) N U L L N U L L 

"email "^rchar(60) "NULL" NULL 
"url varchar(lOO) " N U L T NULL一 

password varchar(40) "NULL NULL 
theme — varchar(2"^ NULL" NULL 

Table C.5: Table of users. 
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• uid : User Identifier. It is assigned by system. 

• name : Last name. 

• uname : First Name. 

• email : Email address of the user. 

• url : URL of the user's home page. 

• password : User Password. It is encrypted by DSE. 

• theme : User's default theme. 

Table of product: This table stores settings of each product. 

"Field Type | Key | Default 
TTemlP varchar(15) PRI " W T NULL 
Title varchar(45) NULL l U L L 
"description — varchar(lOO) NULL "NULL 一 

" ^ t char(2) NULL NULL — 
"^inbid "diar(3) NULL NULL 
duration "diar(2) NULL NULL 

"reserve “ charchar(6) NULL NULL 
i a r t D a y ~diar(2) NULL NULL 
"^tartHour "char(2) NULL l U L L 
startMinute "char(2) NULL "NULL 

"startSecond "char(2) NULL "TTULL 
numOfBid char(2) NULL NULL 

"^ller varchar(lO) NULL NULL 

‘ Table C.6: Table of product. 

• itemID : Product ID. It is assigned by system. 

• title : Product Name. 

• description: Product Description. 
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• quant : Product Quantity. 

• minbid : Minimum Bid of that product. 

• duration : Product selling period. 

• reserve : Reserved price of that product. 

• startDay : Selling Day for calculating closing time. 

• startHour: Selling Hour for calculating closing time. 

• startMinute : Selling Minute for calculating closing time. 

• startSecond : Selling Second for calculating closing time. 

• numOfBid : Total number of bids so far. 

• seller : Name of the Seller. 

C.2 Sample Apache Configuration File 

############################################################## 

# Apache-Tomcat Smart Context Redirection # 

############################################################## 

LoadModule jserv_module modules/ApacheModuleJServ.dll 

<IfModule mod_j serv.c> 

ApJServManual on 

ApJServDefaultProtocol ajpvl2 

ApJServSecretKey DISABLED 

ApJServMountCopy on 

ApJServLogLevel notice 

ApJServDefaultHost localhost 
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ApJServDefaultPort 8007 

# 

# Mounting a single smart context: 

# 

# (1) Make Apache know about the context location. 

Alias /examples c:/jakarta-tomcat/webapps/examples 

# (2) Optional, customize Apache context service. 

〈Directory "c:/jakarta-tomcat/webapps/examples"> 

Options Indexes FollowSymLinks 

# (2a) No directory indexing for the context root. 

# Options -Indexes 

# (2b) Set index.jsp to be the directory index file. 

# Directorylndex index.jsp 

</Directory> 

# (3) Protect the WEB-INF directory from tampering. 

<Location /examples/WEB-INF/> 

AllowOverride None 

deny from all 

</Location> 

# (4) Instructing Apache to send all the .jsp files under 

# "the context to the jserv servlet handler. 

<LocationMatch /examples/*.jsp> 

SetHandler jserv-servlet 

</LocationMatch> 

# (5) Direct known servlet URLs to Tomcat. 

ApJServMount /examples/servlet /examples 

# (6) Optional, direct servlet only contexts to Tomcat. 
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ApJServMount /servlet /ROOT 

</IfModule> 
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