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Abstract 
Sheet metal stamping process is a complicated process and it is widely used 

in automotive and aerospace industries. Today, owing to the ever-increasing 
demand for reduced production cost, sheet metal stamping operations are often 
pushed to the extreme (in terms of geometry shape, production speed, and etc.). 
This causes various problems such as tearing, wrinkling, excessive dimension 
variation, poor surface finishing and etc. In analyzing metal forming processes, 
comparison of the Finite Element Analysis (FEA) and the measured strain 
distribution is normally used. We can firstly use FEA to simulate the strain 
distribution of the deformed sheet metal stamping workpieces. Then we measure 
the experimental strain distribution of the sheet metal forming by the deformation 
of the test grid pattern, which is marked on the sheet metal blank at the beginning. 
By using this method, we are able to diagnose the stamping processes and 
eventually optimize the process and make the process closer to the limitations of 
the material properties. 

In contrast, as the strain distribution and the thermal distribution in stamping 
processes are closely related, some researchers have simulated the thermal 
distribution from the strain distribution in metal forming processes recently. It 
shows similar characteristics in both the strain and the thermal distribution. 
Therefore, a novel diagnosis approach using thermal energy distribution can be 
used. This new approach is based on the fact that during the stamping process, the 
workpiece absorbs energy to deform. This is especially true for deep drawing 
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processes, as it generates a great amount of heat. Since most of the (plastic) 
deformation energy would be converted to heat energy, it is therefore possible to 
detect possible defects by means of analyzing its thermal energy distribution. 

As it is impossible to put a number of temperature sensors on a workpiece 
right after stamped, instead, we take an infrared thermography and computer 
vision approach to measure the 3D experimental thermal distribution of a 
workpiece in sheet metal forming. With our new approach, we not only provide a 
new method to diagnose sheet metal stamping processes, but also give a new 
technology to acquire 3D thermal distribution of an object. Experimental results 
confirm the feasibility of our method. In this thesis, we firstly introduce the whole 
idea of our work. Then we describe the approach and the implementation of our 
diagnosis system. After that, the experimental results are shown and discussed. 
Finally, other possible applications and future research directions are given. 
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描 面 
惘 安 

金屬片沖壓是一項複雜的過程。它在汽車和航空工業中廣泛使用。今天， 

由於減低生產成本的需求增加，金屬片沖壓操作經常被推至極限(在幾何形狀 

和生產速度等等）。這便產生了種種不同的問題’如撕破’敏措，過分量度偏 

差和劣質表面處理等等。要分析金屬沖壓成形的過程，有限元分析和應變分 

佈測量的比較是經常被採用。我們首先用有限元分析去模擬變形後的金屬工 

件的應變分佈。然後再跟據預先刻上的點陣圖的變形去測量其真實的應變分 

佈。利用這方法，我們便可診斷金屬沖壓過程，做到優化過程和將過程推到 

材料特性的極限限制。 

相反，由於應變分佈和熱力分佈是有著密切的關係，最近有一些硏究員 

已將金屬沖壓過程的熱力分佈從應變分佈模擬出來。它展示了應變分佈和熱 

力分佈的相似屬性。因此，一個利用熱能分佈的新診斷方法便能使用。這個 

方法是基於在金屬沖壓過程中，工件吸收能量變形。這尤其適用於拉深過程， 

因它產生大量的熱力。由於大部份(塑性)變形會轉化爲熱能，因此我們能利 

用熱能分佈的分析去找出可能的毛病。 

由於我們不可能將大量的溫度感應器放在一個剛剛沖壓出來的工件上， 

所以我們便結合紅外熱能圖像技術和計算機視覺技術去測量實際金屬沖壓工 

件的三維熱能分佈。我們不僅提供了一個診斷金屬沖壓過程的新方法，我們 

還提供了一個攝取物件的三維熱能分佈的新技術。實驗結果証實了我們的方 

法的可行性。這論文中，我們首先講述整個診斷方法的槪念。其次，我們將 

描述我們的方法和診斷系統的實施。跟著，我們會展示和討論實驗結果。最 

後，我們會給出其他可能的應用和未來硏究的方向。 
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1. Introduction 
Sheet metal stamping is one of the most common manufacturing processes. 
Everyday, millions of parts are made by stamping operations ranging from small 
battery caps to large automobile body panels. As a result, even a small 
technological advance may add to a significant corporative gain. It is well known 
that a sheet metal stamping process is a complicated process and it is associated to 
some forty process variables [1]. Basically, these variables can be classified into 
four categories: 1) workpiece characteristics (material property, thickness, 
geometric shape and dimension, and etc.)； 2) die characteristics (surface finish, 
cleanness and etc.); 3) press characteristics (punch velocity, vibration modes and 
etc.)； and 4) interaction variables (shot per minute, lubrication, and etc.). A 
stamping operation is completed in a very short period of time with a very large 
force causing elastic and plastic deformations, material hardening, micro-crack, 
macro-crack, thermal generation and etc. As a result, in practice, many problems 
may occur, such as wrinkling, necking (and subsequently tearing), scratching and 
orange peel. When failures occur, diagnosing the root cause(s) of the problem is 
very important. 

One of the major problems in sheet metal stamping is die tryout: the time for a 
large die tryout could be several days. We can separate several stages in the 
problem analysis. They are improper design, improper making and improper 
operation. For improper design, it can be helped by means of Finite Element 
Modeling (FEM). For improper making, such as machining inaccuracy and 
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assembly error, these kinds of problems cannot be easily detected. For improper 
operation, such as poor lubrication, workpiece feeding not synchronizing and 
punch speed too high, this problem also cannot be easily detected. 

In general, die try out and diagnosing the sheet metal stamping processes can 
be done using two types of methods: Finite Element Analysis (FEA) and 
experimental testing. With over thirty years of development, FEA is now a mature 
technology for analyzing sheet metal stamping operations. Today, it is a common 
practice for metal manufacturing companies to apply FEA in their product design 
and production control [2]. In fact, it has become a standard practice in the 
industry. There are several specialized commercial FEA software systems 
available, such as DYNAFORM©，PAM-STAMP© and AutoForm©. The main 
emphasis of the FEA is the formability. It gives the so-called Forming Limit 
Diagram (FLD), through which, one can predict possible defects, such as 
excessive thinning, fractures, or wrinkling. 

Basically, a FEA system consists of three parts: a pre-processor, a solver and a 
post-processor. The pre-processor conducts meshing and setting up the boundary 
conditions. Automatic meshing, adaptive meshing, and user friendly interface are 
typical research topics in this area. The solver is the engine of the system that 
finds a numerical solution for the problem. The Moving Least-Squares 
Approximation algorithm and the Reproducing Kernel Approximation algorithm 
are the most recent development [3]. Its algorithm will determine the accuracy and 
the speed of the simulation. Due to the nonlinear nature of the sheet metal 
stamping, an iteration procedure is used to ensure equilibrium. It involves 
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repeated solutions in equations of large systems. 
Another active research area is to combine FEA with varies kinds of 

optimization techniques to automatically obtain the optimum forming parameters 
and design specifications. Design of sensitivity [4]-[6], Response Surface 
Methodology (RSM) [7], [8] and Inverse Modeling Analysis [9] are preferred 
method used in sheet metal forming. 

Once the tooling is designed and made, the tryout of the die will largely 
depends on the skilled machinists. FEA does help a lot in reducing die tryout time 
but it cannot fully replace the physical tryout because 
(a) Metal forming theory are basically empirical, current FEA package based 

on one or other kinds of plastic theory are inherently imprecise. 
(b) Metal forming process is a complex process that only a part of problems in 

stamping are addressable through simulations. Some variables like friction 
conditions, press speed profiles and material properties are usually 
idealized, and the actual values may be different from what we assumed. 

Therefore, the actual results will have discrepancies with the simulated results. 
As FEA results cannot determine actual values in reality, experimental testing 
plays an important role in die tryout and diagnosis of sheet metal stamping 
processes. 

In additional to the normal material tests, such as uniaxial tensile test, plane 
strain tensile test, Marciniak biaxial stretching test, hydraulic bulge test, 
Marciniak in-plane sheet torsion test, Miyauchi shear test, and various hardness 
tests [10], there have been a number of experiments designed to test the 
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formability in sheet metal stamping. These include Ericksen test, Olsen test, Fukui 
test, and Swift test [10]. 

Recently, with the rapid advancement of computer vision, strain analysis can 
be implemented, especially for deep drawing. The optical strain analysis system, 
GMO, is shown in Fig. 1.1 [11，12]. 

'為 

Fig. 1.1 GMO optical strain analysis system [11] 

Basically, the working procedures consist of three steps. First, before the 
stamping, the workpiece is marked with an array of evenly spaced dots. Note that 
after the stamping operation is carried out, as shown in Fig. 1.2，the dots must still 
be on the surface of the workpiece. Next, based on several images from different 
viewpoints, the 3D geometry of the workpiece is constructed. At this time, the 
deformation of the dots will show how the workpiece is being deformed and the 
experimental 3D strain distribution of the workpiece can be reconstructed. Fig. 1.3 
shows their diagnosis method in sheet metal stamping. They initially model the 
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strain distribution of the workpiece in ideal situation from FEA. After that, they 
reconstruct the experimental 3D strain distribution of the workpiece after the 
stamping process using the deformation of the dots. At this time, they can 
compare the ideal strain FEA with the experimental strain from the deformation of 
grid pattern so as to perform diagnosis and find out the abnormal regions. 

IHm 
Fig. 1.2 Shaped workpiece after stamping operation [11] 

• Strain FEA • Diagnosis 
？ Workpiece 

Optical Surface strain • ——• 
images reconstruction 

Fig. 1.3 Block diagram of GMO's diagnosis method 

While this method is accurate (the accuracy can reach up to 0.1 of dot spacing), 
it suffers from a time consuming procedure for marking grids. A similar system is 
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reported in [13], which uses a graphite spray to obtain the dots with a stochastic 
pattern. This is easier than the traditional electrochemically etching or laser 
etching. However, it still takes a lot of time in initial grid preparation. 

In summary, modem FEA has become an industrial standard today and it is 
very effective and cost effective, as it can analyze the stamping operation without 
even building the die. However, it usually has an error about 10 �20o/o because 
some of the stamping conditions, such as the speed of the press and the lubrication 
of the die, are very difficult to model. The experimental methods, such as the 
optical measurement, are very accurate and useful; but require a very time 
consuming preparation (i.e., marking the workpiece). As a consequence, it 
motivates us to develop a new method that uses the thermal energy distribution of 
the workpiece to diagnose sheet metal stamping operations. 

1.1 Diagnosis concept based on 
thermal energy distribution 
The idea is to use the thermal energy distribution for diagnosing sheet metal 
stamping operations. It is well known that during the sheet metal forming, by the 
energy conservation principle, most of the plastic deformation energy is converted 
into the thermal energy and thus generates heat, especially for deep drawing [5]， 

[14]. Therefore, the characteristics of strain distribution of a workpiece can be 
represented by thermal energy distribution as well. In our method, it avoids the 
time consuming grid preparation. Fig. 1.4 shows our diagnosis concept in sheet 
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metal stamping. We initially compute the thermal energy distribution of the 
workpiece in ideal situation from strain FEA. 

After that, we use an infrared camera to take several thermal images right 
after the stamping process in order to get the thermal distribution of the workpiece. 
At this time, we can compare the ideal thermal FEA with the experimental thermal 
distribution in order to diagnose the stamping process and find out the abnormal 
regions. In this approach, we not only save the time consuming preparation of 
initial grid pattern, but also eliminate the computation of experimental strain 
distribution from the deformation of grid pattern. This is because we can directly 
obtain the surface thermal distribution from thermal images. Normally, several 2D 
thermal images are sufficient to diagnose the stamping processes. However, if the 
workpiece is complicated, we may also reconstruct the 3D thermal distribution of 
the workpiece from a sequence of thermal images. As this method is designed to 
pin-point where the problem is, but not for online applications like monitoring, 
time (fast enough to keep up with production) is not a concern. Indeed, it allows a 
new tool (i.e. thermal distribution) for trained engineers to diagnose sheet metal 
stamping problems that cannot be seen before. 

^ Thermal FEA ^ Diagnosis 
— i L 

Workpiece  
Thermal Surface thermal • ——• 

images distribution 

Fig. 1.4 Block diagram of our diagnosis method 
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1.1.1 A cup drawing example 
In this subsection, we give a comparison of the simulation result and the 
experimental result of a cup drawing. Cup drawing is a classical example of deep 
drawing. The studies of the deep drawing of cups can be dated back as early as 
1920's [22] when the plastic deformation theory was just taking the shape. Later, 
much research has been conducted as shown in [23]-[27]. This is because of the 
following reasons: 
(a) The symmetric shape of the part makes it easy to study. 
(b) There are many factors that may affect the quality of the part. 
(c) There are many practical products, such as the soft drink can and battery 

cap, that are really manufactured by this process. 
However, if the drawing of a workpiece is deep, such as the deep drawing cup, 

we have to reconstruct the 3D thermal distribution of the stamping workpieces 
from several thermal infrared images right after the stamping operation [28]. This 
can provide a more realistic result for better observation, analysis and comparison 
with the thermal FEA. Fig. 1.5 shows the deep drawing cup (diameter is 120mm). 
Fig. 1.6 shows a simulation result of rise of temperature distribution of a cup 
drawing from FEA. 

For this deep drawing cup, we use 18 thermal images to acquire its 3D thermal 
distribution. We take a total of 18 thermal images over a turntable sequence with 
20 degree interval between each image. Fig. 1.7 shows the 3D thermal distribution 
of the deep drawing cup. When we compare it with the thermal FEA in Fig. 1.6， 
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we can see the similarity. Thus, we can conclude that the stamping process in deep 
drawing cup is satisfactory. w 

.... ^ ^ H H ^ B B B B ^ ^ . � 
‘，广 • -i .V .,• 

\ . I ..丨:: 
^P"-； v：..̂-... ’::::.：：權 

逸 ; . ： 萬： 

Fig. 1.5 The deep drawing cup 

•‘ I —I • — •. g.i3 
H 74667 
• 6.1033 
• 4.71 
• 323&7 
• 17633 

I ̂ onmûl oftempcfaaje rang. Qjj 
Fig. 1.6 Thermal FEA result of the drawing cup 
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I — P H i n — P H — H i g : . . . . . 2Z4 219 25.5 27.0 245 3ai 31.6 311 34.7 3&2 37.8 
Fig. 1.7 3D thermal distribution of the deep drawing cup 
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1.2 Need for 3D infrared thermal 
distribution measurement 
In order to have a 3D thermal distribution on the workpiece, the best way is to 
place a number of temperature sensors on the workpiece with known position of 
each sensor. However, it is extremely time consuming and even impossible, 
especially for a newly-formed stamping workpiece. It is because we are unable to 
place temperature sensors on the workpiece before the stamping process, as it is 
just a sheet metal blank at the beginning and it is supposed to be fed into the 
stamping machine. Also, the temperature on the workpiece will be faded out after 
the time consuming sensors placement. As a result, it does not make sense to place 
a number of temperature sensors on the workpiece after it is just stamped. Instead, 
by using infrared thermal camera, 2D thermal distribution images can be obtained 
and it can be used to analyze simple geometric stamping workpieces. 

If a workpiece is complicated, however, we have to reconstruct the 3D 
geometric shape and the thermal distribution of the stamping workpiece. 
Therefore, 3D infrared thermal distribution measurement is necessary. In this 
thesis, we combine infrared thermography and computer vision knowledge [29] to 
experimentally acquire 3D infrared thermal distribution of workpieces in sheet 
metal stamping processes from several infrared thermal images right after the 
stamping operation. 
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1.3 Outline of the Thesis 
This thesis contains 10 chapters. The following chapters are organized as follows. 

Chapter 2. Approach: This chapter firstly reviews the existing methods of 
acquiring 3D thermal distribution of objects. It then gives advantages and 
disadvantages of these methods. Finally, it describes what our approach to 
acquiring 3D thermal distribution in sheet metal stamping is, what the advantages 
over the existing methods are, and how we tackle the technical problems in our 
approach. 

Chapter 3. Implementation of the Diagnosis System: In this chapter, it briefly 
describes the basic principles on thermograph acquisition. Then it shows the 
diagnosis system setup. Basically, it consists of an infrared camera, a tripod, a 
turntable and a net-and-board calibration box. After that, the perspective camera 
model is described. It is used to model the infrared camera in calibration and 
reconstruction. Next, it discusses how we calibrate our diagnosis system that 
involves an infrared camera. It introduces our proposed net-and-board calibration 
box for infrared camera calibration as traditional checkboard cannot be seen by 
infrared cameras. Finally, the reconstruction algorithm octree carving technique 
[30] is discussed. 

Chapter 4. Consistency from Different Viewpoints: This chapter describes the 
experimental setup for ensuring the acquisition environment where consistency of 
temperature from different viewpoints is achieved. Basically, a validation resistor 
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box is made. Then a set of infrared thermal images are taken. The results show our 
acquisition environment is in an omni-directional infrared environment (there is 
no additional heat source that is affecting the thermal images captured by the 
infrared camera) and it is ready for temperature acquisition. 

Chapter 5. Visual Reconstruction of Objects; In this chapter, visual images are 
used to reconstruct visual models based on the reconstruction algorithm "octree 
carving technique" described in chapter 3. A digital visual camera is used in the 
experiments. In these experiments, the visual reconstruction models are used for 
realistic perceptions. A “Siu Sun" cartoon model and a stamping disc are used as 
examples for illustration. 

Chapter 6, Thermal Distribution Reconstruction of Stamping Workpieces: 
This chapter shows the results of 3D thermal distribution of stamping workpieces 
from infrared thermal images solely. The reconstruction algorithm is the one 
described in chapter 3. A digital infrared thermal camera is used in these 
experiments instead of a digital visual camera in chapter 5. The results confirm the 
feasibility and effectiveness of our proposed method in acquiring 3D thermal 
distribution from infrared thermal images of sheet metal stamping. Three 
stamping workpieces are used as examples. They are an air conditioner cap, a 
deep drawing cup and a stamping cylinder. 

Chapter 7. Infrared Camera on a Robotic Arm: In this chapter, the infrared 
camera is mounted on a robotic arm for thermal image acquisition. As we can 
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calibrate any positions and any orientations before taking thermal images of an 
object, it allows arbitrary viewpoints for thermal image acquisition rather than a 
pure circular sequence described in chapter 6. The system is described and a 
teapot is used for illustration. Also, a comparison between the reconstruction from 
a circular sequence and the reconstruction from arbitrary viewpoints is shown. 

Chapter 8. Compensation of Temperature Fade-out Problem: This chapter 
explains the problem of temperature fade-out and how the problem affects the 3D 
thermal reconstruction result. Temperature fade-out means the gradual decrease of 
the temperature on an object due to heat loss to the surroundings and heat 
conduction within an object. In this chapter, it also describes how we can solve the 
problem. 

Chapter 9. Other Applications: In this chapter, other possible applications in 
industries are discussed. It is especially beneficial to automotive industry and 
general heat transfer analysis. Experimental verification with heat transfer Finite 
Element Analysis (FEA) results could be carried out in industries. The 3D thermal 
reconstruction result of a car body is shown. 

Chapter 10. Conclusions: This chapter presents a summary on this thesis. It 
describes the main ideas from the need and the motivation of this project to the 
approach of the problem, from the implementation of the system to the 
experimental results, and from the compensation of temperature fade-out problem 
to the other application areas. Then the main contributions of the thesis are listed. 
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It consists of the implementation of the diagnosis system for sheet metal stamping, 
the proposal of net-and-board calibration box for infrared thermal cameras, the 
breakthrough of 3D thermal distribution acquisition from thermal images alone, 
the suggestions on the compensation of temperature fade-out problem, and the 
study of application in automotive industry. Finally, it concludes with possible 
areas for future research. 
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2. Approach 
In the diagnosis of sheet metal stamping processes, there are several parts that we 
have to consider. They are the similarity and extreme temperature analysis, the 
thermodynamics for FEA in sheet metal stamping and the acquisition of 3D 
infrared thermal distribution of sheet metal stamping workpieces from infrared 
thermal images. In this chapter, it briefly discusses these three different parts. For 
the rest of this thesis, it focuses on the acquisition of 3D infrared thermal 
distribution of sheet metal stamping workpieces form infrared thermal images. 

2.1 Similarity and extreme temperature 
analysis 
Basically, a symmetric workpiece should give a symmetric strain distribution. It 
means that it should also give a symmetric temperature distribution. If we simply 
found that the temperature distribution of a workpiece right after stamping is 
asymmetric, we can easily identify these asymmetric regions. Moreover, as we 
can compute the ideal thermal FEA for a workpiece from its strain FEA, we can 
also compare the ideal thermal FEA with the experimental thermal distribution of 
the workpiece right after stamping using an infrared camera. Ideally, they should 
have similar characteristics in their distributions. That is the hottest region from 
the thermal FEA should be consistent with the hottest region in the experimental 
thermal distribution. If the distribution is not the same, we can localize the 
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locations of the abnormal regions on the workpiece and thus diagnose the 
stamping process. In addition, by analyzing the temperature values, we can also 
know whether the problematic region is over stressed or under stressed. This can 
particularly help skilled machinists to adjust the tools and dies as well as the 
stamping processes parameters. 

Fig. 2.1 shows the progressive stamping workpiece. For these kinds of 
shallow stamping workpiece, one or two 2D thermal infrared images on top of it 
are already enough. Fig. 2.2 shows the thermal distribution of the progressive 
workpiece in Fig. 2.1. From Fig. 2.2, by using extreme temperature analysis, we 
can clearly see that there is a high temperature spot (in white color). Intuitively, it 
indicates that the bending of the location pin causes additional friction as a result 
of an asymmetric temperature distribution on the workpiece and extraordinary 
workpiece deformation. Thus, we can find out the problem, i.e. the dies are not 
manufactured with sufficient accuracy at that region. As a result, a part may be 
pushed out of the position and causes dimension deviation. 

Fig.2.1 The progressive stamping workpiece 
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m a 
Fig.2.2 Thermal distribution of the progressive stamping workpiece 

2.2 Thermodynamics for FEA in sheet metal 
stamping 
The basic principle of heat generation in metal forming has been studied in [15， 

16]. Briefly, it follows the equation below: 

pet = div[众.grad(r)] + T 赛:e' � 

where, p is the density of the sheet metal, c is the specific heat, T is the 
temperature, k is the conductivity factor, g is the stress, e is the strain, and the 
superscripts p and e represent plastic deformation and elastic deformation. Since 
only the plastic work is converted into heat and the elastic strain-rate tensor can be 
neglected, it follows that: 

pet = divI>.grad(:r)] + 770": e^ (2) 

where rj ~ 0.9 is a constant representing the fraction of work converted to heat. 
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Assuming that the sheet metal stamping process is carried out at a rapid speed 
(e.g., over 60 shots per minute), the heating is locally adiabatic, i.e. no heat 
transfer takes places with tools, dies and lubricants during the stamping. Thus, the 
temperature rise, AT", can be approximated by the following equation [17, 18]: 

n r^ _ AT = — ads n � pc Jo … 
where g and e are effective stress and effective strain, respectively. Suppose 
that the material property follows the simple power law: 

a = K s " (4) 

and stress flow is a constant, then 

XT:” 
pc (l + «) � 

where, K is the stress flow constant [19]. According to the experiments on simple 
tensile testing [20]，when the strain rate is greater than 10"^/s with the total 
elongation 30% within 30 seconds, it fits the experiment data well in (5). It also 
shows that when necking occurs, the temperature rises quickly [21]. 

When considering the heat convection and conduction at the beginning 
(before stamping), the heat convection and conduction processes of the initial 
blank are stationary, then (2) becomes [19]: 

pet = diy[k . grad( T)]-2^(T- 7；,.,) (6) 

where, h is heat convection coefficient, t is the thickness of the sheet, and rair is 
the environment temperature (temperature of the air). In general, there might not 
be an analytical solution to (6), and hence, numerical methods must be used by (5). 
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We use the above equations to model the thermodynamics in sheet metal stamping 
processes and then find out the raise of temperature of a workpiece from the strain 
FEA. Fig. 1.10 shows the strain FEA of a workpiece and Fig. 1.11 shows its 
corresponding generated heat distribution by the above thermodynamic equations. 
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Fig.2.3 FEA equivalent strain distribution 
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Fig.2.4 Corresponding thermal distribution 

It should be pointed out that we only consider the raise of temperature in 
this case. In other words, the heat transfer within a workpiece by conduction and 
the heat loss to the surroundings are not considered. In reality, the temperature of a 
workpiece is changing over time, as the heat transfer and the heat loss are carried 
out from time to time. Therefore, future research can be carried out on the 
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modeling of time-variant thermal FEA for a workpiece in sheet metal stamping 
processes. From Fig. 1.10 and Fig. 1.11，we can clearly see the similar 
characteristics and distribution of the workpiece. The higher the strain at a certain 
region, the higher the temperature in that region is. Therefore, it motivates us to 
investigate the experimental thermal distribution of stamping workpieces. 

2.3 Acquisition of 3D thermal distribution 
Since the year 2000, several researchers have been working on acquisition of 3D 
thermal distribution of objects. In the year 2000，Gray proposed a method to 
acquire 3D thermal distribution of objects by combining the information of a 3D 
range scanner and an infrared thermal camera [31]. In his method, he firstly used a 
range scanner to obtain the geometric shape of an object, and that is the 3D model. 
He then took a set of thermal images of the object from an infrared camera. 
Finally, he mapped the thermal signature texture of the thermal images back to the 
3D model of the object in order to have a 3D thermal distribution of the object. In 
his method, there are several advantages. Firstly, the concept is straightforward. 
Secondly, the 3D range scanner does provide an accurate and detailed geometric 
shape of the object. However, by using this method, there are several 
disadvantages. Firstly, 3D range scanners are extremely expensive. It costs about 
US$40,000 a piece. Secondly, there is a problem of template/texture fitting from 
2D images to a 3D model. Actually, there is a large error in mapping 2D images to 
a 3D model without position and orientation configuration calibration between the 
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3D model and the thermal images. Without the configuration calibration, finding 
out the thermal signature by projection can not be done and the problem of 
point-to-point geometric warping from 2D plane to 3D model needs to be solved. 
Indeed, the point-to-point warping (template/texture fitting) is difficult. It is a 
research topic in computer graphics and it involves computational geometry and 
differential geometry problems. Therefore, the thermal signature of the 3D model 
might not be the exact region where the thermal signature is in reality. 

In the year 2003，Nebel proposed a method to acquire 3D thermograms of a 
human face [32，33]. He used a pair of stereoscopic cameras for acquiring 
geometric information of the objects and an infrared camera for acquiring thermal 
signature information. By using this method, it does not need a 3D range scanner 
and thus reduces the cost of the system. Also, since the stereoscopic cameras and 
the infrared cameras are calibrated with geometric configuration. It does not need 
to solve the template/texture fitting problem from a 2D plane to a 3D model. 
However, there are still several disadvantages in this method. Since it relies on the 
traditional stereo matching technique to find out the geometric information, it does 
not work with textureless and non-polygonal (viewpoint dependent) objects. 

As sheet metal stamping workpieces are normally textureless and 
non-polygonal, stereo matching in visual images is non-feasible. In addition, since 
thermal images are vague and the texture resolution in thermal images is not as 
good as the texture (color) resolution in visual images, stereo matching between 
infrared thermal images fails to work as well. As silhouettes become the dominant 
feature over thermal images, we use octree carving technique [30] to acquire the 
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geometric information from the silhouettes of the object in thermal images. By 
using our method, 3D thermogram of sheet metal stamping workpieces can be 
acquired. With the same advantage of Nebel's method, we do not need to solve the 
template/texture fitting problem as the infrared camera is calibrated and the 
thermal signature information can be directly projected to the 3D model. Finally, 
our method minimizes the number of camera used. We only need one infrared 
camera while Nebel's method needs both visual cameras for geometric 
information and an infrared camera for thermal signature information. Since our 
method needs accurate calibration of infrared thermal cameras, net-and-board 
calibration scheme is also proposed to solve the technical problem. 
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3. Implementation of the 
Diagnosis System 
In this chapter, it firstly describes the basic principles on thermograph acquisition. 
Then it shows the diagnosis system setup. Basically, it consists of an infrared 
camera, a tripod, a turntable and a net-and-board calibration box. After that, the 
perspective camera model is described. It is used to model the infrared camera in 
calibration and reconstruction. Next, it discusses how we calibrate our diagnosis 
system that involves an infrared camera. It introduces our proposed net-and-board 
calibration box for infrared camera calibration as traditional checkboard cannot be 
seen by infrared cameras. Finally, the reconstruction algorithm octree carving 
technique is discussed. 

3.1 Thermograph acquisition 
The most convenient method to obtain thermograph is using infrared cameras. The 
basic principle of infrared (IR) sensing has been well known nowadays. All 
objects with temperature over absolute zero degree emit electromagnetic energy 
called thermal radiation. 

With thermal detectors whose signal is proportional to the absorbed energy, 
we can obtain the surface temperature without contacting with the object. The 
most common technique today is conventional passive radiation thermometry, but 
it must be used with caution to avoid systematic errors arisen from poorly 
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characterized target properties (emissivity, transmissivity) and extraneous 
background radiation. In our experiments, an infrared camera with sensitivity of 
0.1 °C is used and the model of the infrared camera is IR913 from manufacturer 
Guide. The resolution of the infrared camera is 308x226. 

3.2 Diagnosis system setup 
As the stamping process involved punching, it causes the workpiece deformation. 
The deformation hence makes the stress and strain distribution. By the 
conservation of energy, the stress and strain in the stamping object will transfer to 
the heat energy and causes thermal distribution. In our diagnosis system, what we 
need to do is to get the thermal distribution of the object after the stamping 
process immediately, as the heat will be lost due to surroundings. Since we need to 
reconstruct the object from several images, we need to take a sequence of images 
from different viewpoints. The experimental setup of our system basically consists 
of a stamping machine, a net-and-board calibration box, a tripod, an infrared 
camera and a turntable. Fig. 3.1 shows our system setup. Fig. 3.2 shows another 
closer shot of our system. 

After calibrating the system and obtaining a sequence of infrared thermal 
images, we can use a computer to reconstruct the 3D thermal distribution by the 
reconstruction algorithm. 
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Fig.3.1 Experimental setup of our system Hi, £ 
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Fig.3.2 Another closer shot of our system 3.3 Perspective camera model 
In computer vision, most of the cameras are modeled as a perspective camera. 
And, it can be expressed as follow 
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r "1 � f . u Y ty V = P (7) Z V J 
1 

L l 

where (X’Y,Z) is the coordinate of a 3D point, (u，v) is the image coordinates of 
the projection of (X’Y’Z)，and <5； is an arbitrary scale factor. P is a 3x4 matrix 
known as the projection matrix which models the pin-hole camera. The projection 
matrix P has a special structure given by 

P = K[R 11] (8) 

where K is a 3x3 upper triangular matrix called camera calibration matrix, R 
is a 3x3 rotational matrix and t is a 3x1 translational vector. R and t are 
called the extrinsic parameters of the camera. They describe rigid body 
transformation between camera frame and world frame. And, K is a camera 
calibration matrix, it has the form 

V r "0 
K = 0 / vo (9) 

0 0 1 

where f is the focal length, a is the aspect ratio, and y is the skew parameter, 
{uq,Vq) is the principal point. They are all referred to the intrinsic parameters of 
the camera, and calibration is the process of estimating these parameters. Indeed, a 
camera is said to be calibrated if its intrinsic parameters are known. If both of the 
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intrinsic and extrinsic parameters are known, the camera is said to be fully 
calibrated. 

3.4 System calibration 
To reconstruct the model using octree carving technique, we have to know the 
intrinsic camera parameters and the camera orientations. To calibrate a camera 
system with its intrinsic and extrinsic parameters of the camera system, a 
chessboard can be used traditionally in visual images. Due to the even thermal 
distribution over the chessboard, however, the comer features of chessboard 
cannot be captured by an infrared camera [29]. Therefore, we can not use 
chessboard for infrared camera calibration. We propose two different calibration 
methods. One is the LEDs calibration board while the other one is the 
net-and-board calibration box. From the experiments, we found that the 
net-and-board calibration box is much more accurate and efficient than the LEDs 
calibration board. In the following subsections, we will discuss these two different 
methods. 

3.4.1 LEDs calibration board 
We put 6 X 6 LEDs on an electronic board and they are connected to power supply. 
After connecting with electricity, the LEDs light up and emit infrared rays. As a 
consequence, the LEDs can be viewed by an infrared camera. We tried to extract 
these LEDs positions in the infrared images for calibration. However, since the 
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diffusion of infrared light and the heat transfer from the LEDs to the electronic 
board. We can hardly extract the exact central points of the LEDs. Thus, it makes 
the calibration difficult and inaccurate. Fig. 3.3 shows infrared thermal images of 
the LEDs calibration board after connected to the electricity. Fig. 3.4 shows the 
corresponding extracted centre points of each LED. From these images, although 
we can extract the centre points, the extracted points deviate from their central 
points of the LEDs. Therefore, it makes the calibration inaccurate and difficult. 
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Fig.3.3 The infrared images of the LEDs calibration board 
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Fig.3.4 The corresponding extracted central points of each LED 
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3.4.2 Net-and-board calibration box 
As LEDs calibration box fails to work well for infrared thermal camera calibration, 
we propose the net-and-board calibration box to calibrate the camera system. After 
extracting the comer information, we can calibrate the camera system using 
standard calibration algorithm [34]. The net is made of metals while the box is 
made of glass covered by a black plastic sheet, and it is shown in Fig. 3.5. 

Fig.3.5 The net-and-board calibration box 

As the net-and-board is made of different materials, it does provide distinct 
thermal features to the infrared camera when we blow the net-and-board box with 
hot air. It is because of the different rate of heat absorption for different materials. 

The image sequence used for calibration and reconstruction are acquired by a 
fixed infrared camera and rotate on a turntable. The turntable is rotated by a fixed 
identical angle between each snap-shot. For our thermal reconstruction model, the 
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rotation angle between two successive images is 20 deg and the whole sequence 
consists of eighteen images. It means that the turntable is rotated 360 deg (one 
revolution). At the beginning, we take 4 images (308x226) of the net-and-board 
calibration box at 20 deg intervals. These 4 calibration images captured by an 
infrared camera are shown in Fig. 3.6. 

Fig.3.6 The infrared images of the net-and-board calibration box 

The projection matrix P̂  for the first camera is then decomposed into the 
camera calibration matrix K，the rotation matrix R and the translation vector 
t as follows 

Pi = t] (10) 
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Since it is not always possible to see the front face of the net-and-board 
calibration box when performing a complete rotation on a turntable, some of the 
views can not be calibrated directly from the corresponding images of the 
net-and-board calibration box as the camera is facing the back of the box. Thus, 
these views are calibrated by multiplying rotational matrices. 

To obtain the remaining projection matrices for all the views, we multiply the 
rotation matrix i? by an incremental rotation matrix AR as follows 

'cos (9 0 -s in(9 ' 
A/?= 0 1 0 (11) 

� s in 没 0 COS0 乂 

where A/? is an incremental rotation matrix,没=20°，the Y-axis of world 
coordinate coincides with the rotational axis of the turntable, the X-axis of world 
coordinate is located horizontally on the front face, and the Z-axis of world 
coordinate is pointed outward from the front face. Thus, the projection matrices 
for all the cameras cab then be generated by 

P.=k[r*AR-' t] (12) 

where i=l to 18 for our thermal reconstruction model. 
After the calibration of camera system, the x-axis (horizontal) and y-axis 

(vertical) image plane of reprojection error is [0.17714 0.17549] in unit pixel, 
respectively. The origin is located at the top-left comer of the image plane. The 
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error is quite small, and thus demonstrates the effectiveness and practicality of our 
proposed net-and-board calibration box for infrared camera system calibration. 
Fig. 3.7 shows the reprojection of the four infrared images of the net-and-board 
calibration box. 

Fig.3.7 Reprojection images of the net-and-board calibration box 
(image points + and reprojection points o) 

Fig. 3.8 shows the reprojection error diagram of the four calibration images. 
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Fig.3.8 Reprojection error diagram of the images 

In the robotic arm experiment in chapter 7，we fill the net-and-calibration box 
with water. Since specific heat capacity of water is high and the black plastic sheet 
cover is directly attached to the box, it helps further separate the specific heat 
capacity of the black plastic cover and the net. Therefore, the net pattern can be 
seen from the infrared camera much more easily. 

3.5 Reconstruction algorithm 
Traditionally, we have to find out the correspondences between images to get the 
3D geometric information. However, unlike visual images, the feature points in 
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thermal infrared images are vague and unclear. The features in thermal images 
depend on the temperature values. We normally can not find a set of feature points 
with distinct temperature over a surface. Thus, the traditional stereo matching 
method fails to work in thermal infrared images. As distinct temperature feature 
points cannot be identified, silhouettes become the dominant feature over thermal 
infrared images. Therefore, we use octree carving technique [30] to acquire the 
geometric information from the silhouettes of the object and the calibrated 
infrared camera system. 

By given the silhouettes (apparent contour) and the calibrated camera 
parameters, a volumetric model can be generated by octree carving technique [30]. 
In the beginning, the octree is initialized as a single large cube which is large 
enough to enclose the reconstructed model. Then the root cube is projected onto 
the images and classified as either (1) completely outside the apparent contour, (2) 
completely inside the apparent contour, or (3) ambiguous (partially inside the 
contour). If the cube is classified as (3), it is subdivided into 8 sub-cubes, and each 
of them is projected onto the images and classified again. This process is repeated 
until a predefined maximum level is reached. If the cube is classified as (1), it is 
thrown away. Only category (2) and (3) are used to constitute the volumetric 
model of the object. Fig. 3.9 shows the volumetric representation of the octree 
classification. And the algorithm of octree carving technique [30] is summarized 
in Fig. 3.10. 
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Fig.3.9 Volume representation of octree 
and the corresponding tree structure. [35] 

White cube is the cube in category (1). 
Black cube is the cube in category (2). 
Gray cube is the cube in category (3). 

Octree carving technique 
Initialize a cube that enclose the whole model 
While max level not reached do 

For each cube in the current level do 
Project the cube onto each image and classify either as follows: 

(1) Completely outside the apparent contour 
(2) Completely inside the apparent contour 
(3) Ambiguous 

if the cube is classified as category (3) then 
subdivide the cube into 8 sub-cubes 
add the sub-cube to the next level 

end if 
end for 
increase the level count 

end while 
Fig.3.10 Algorithm of octree carving technique 
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In order to make the reconstructed 3D thermal distribution model to be 
effectively and efficiently displayed with conventional graphics rendering 
hardware and software, triangulated surface mesh is extracted from the octree 
using standard marching cubes algorithm [36, 37]. The marching cubes algorithm 
uses the occupancy information of the 8 comers of a cube to determine how the 
surface intersects the edges of that cube, and eventually generates triangular 
patches which best approximate the surface. For the thermal information of the 
object, we use coloring of vertex instead of texture mapping. By using coloring of 
vertex, it gives a smooth thermal signature rather than discrete and fragmentary. 
The color of each vertex in the mesh is estimated. The estimated color is basically 
a weighted average of all the pixel color of the projections of that vertex. The 
weighting factor for each image is the cosine of the angle (dot-product) between 
the viewing direction and the surface normal at that vertex [35]. The weighting 
factor is as follows 

- n • v. (if visible) 
COj =< (13) [ 0 (otherwise) 

where n is the unit normal vector of the vertex (pointing outward) and v,. is the 
unit viewing direction vector of view i . 
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3.6 Summary 
In this chapter, the basic principles on thermograph acquisition are described. 
Then it shows the diagnosis system setup. After that, the perspective camera 
model is described. It is used to model the infrared camera in calibration and 
reconstruction. Next, it discusses how we calibrate our diagnosis system that 
involves an infrared camera. It introduces our proposed net-and-board calibration 
box for infrared camera calibration as traditional checkboard cannot be seen by 
infrared cameras. Finally, the reconstruction algorithm octree carving technique is 
discussed. 
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4. Consistency from 
Different Viewpoints 
In this section, we will describe the experiment setup to make sure that the system 
is in an omni-directional infrared environment. When we reconstruct a 3D model 
from optical images, the color at a certain point of the object captured by a camera 
may be different from different viewpoints. It is normally due to the light 
reflection and it can be solved using weight average of all the pixel color of the 
projections of that vertex. It can also be solved by omni-directional lighting 
environment. In our experiment, we have to make sure the experiment setup is in 
an omni-directional infrared environment (i.e. there is no additional heat source 
that is affecting the thermal images captured by the infrared camera) before a 
sequence of thermal images of the workpiece is captured for 3D thermal 
distribution reconstruction. Therefore, we have to conduct an experiment to verify 
the consistency of thermal values captured by an infrared camera from different 
viewpoints. It is also used to show that the experiment is in an omni-directional 
infrared environment. 

In our experiment, it consists of a "validation resistor-box", a turntable, a 
laser thermometer, and an infrared camera. Fig. 4.1 shows the "validation 
resistor-box". 
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Fig.4.1 The validation resistor-box 

Basically, this box consists of three faces, and they are named as face A, B 
and C. In each face, there are three different resistors: 330Q, IKQ and 33KQ. At 
each face, the three resistors are connected in parallel to a 6V DC supply. By the 
power law, the smaller the resistance of the resistor, the higher the power that it 
consumes, and thus it would be the hottest resistor among the three and vice versa. 
After connecting to the power supply, the temperatures of the resistors start to rise 
over time. Fig. 4.2 shows the temperatures of the resistors measured by a laser 
thermometer over time. We firstly measure the temperatures before turning on the 
supply. Next, we measure the temperatures at one minute interval after turned on 
for three minutes. 
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Temperature of the resistors over time 
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Fig.4.2 Temperatures of the resistors over time 

In Fig. 4.2, the cubic curve fits the values of the 330Q resistors so as to give 
the general temperature information between time 0 min and time 4 min. After 7 
min, the temperatures of all the resistors become steady, and we can take thermal 
infrared images of the box from different viewpoints to verify the measured 
results. Fig. 4.3 shows a sequence of the thermal infrared images for this 
"validation resistor-box" and its corresponding temperature color palette. All the 
images are taken at 20 degrees intervals. 
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Fig.4.3 The thermal images sequence of the box 

After capturing the images sequence, we can obtain the temperatures of all 
the resistors from the infrared camera software. Fig. 4.4 shows the temperatures of 
all the resistors from different viewpoints using the thermal images. 
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Temperature of the resistors from different viewpoints 
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Fig.4.4 Temperatures of all the resistors from different viewpoints 

From Fig. 4.4，we can see the consistency of the temperature values from 
different viewpoints for each resistor. Therefore, the experiment setup is in an 
omni-directional infrared environment and it is ready for capturing a sequence of 
thermal images to reconstruct the 3D thermal distribution of the workpieces. 

4.1 Summary 
This chapter describes the experimental setup for ensuring the acquisition 
environment where consistency of temperature from different viewpoints is 
achieved. Basically, a validation resistor box is made. Then a set of infrared 
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thermal images are taken. The results show our acquisition environment is in an 
omni-directional infrared environment (there is no additional heat source that is 
affecting the thermal images captured by the infrared camera) and it is ready for 
temperature acquisition 
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5. Visual Reconstruction 
of Objects 
In this chapter, visual images are used to reconstruct visual models based on the 
reconstruction algorithm “octree carving technique" described in chapter 3. A 
digital visual camera is used in the experiments. In these experiments, the visual 
reconstruction models are used for realistic perceptions. A “Siu Sun" cartoon 
model and a stamping disc are used as examples for illustration. 

For smooth textureless surfaces, especially in stamping workpieces, we do 
not have any cues to find the correspondences as it has no comers and surface 
markings. Thus, we cannot use the traditional method to find the corresponding 
points and reconstruct the 3D models. In smooth textureless surfaces, the 
dominant image feature is the silhouette (i.e. appararent contour, occluding 
contour, profile or outline). Silhouette is the projection of the locus of points on 
the surface at which the line of sight is orthogonal to the surface normal. In 
contrast to the features arising from comers, edges and surface markings, which 
are viewpoint independent, silhouettes is inherently viewpoint dependent. For 
example, two silhouettes of an arbitrary smooth object observed from two distinct 
viewpoints are the projections of two distinct curves in space. Thus, they do not 
provide correspondences, and we therefore use the octree carving method [30] to 
reconstruct the model instead of stereo matching methods. The two results show 
the successful reconstruction in visual images using octree carving method. 
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5.1 Visual camera calibration 
To reconstruct a model from silhouettes, we need to calibrate both the intrinsic 
and extrinsic parameters of the camera system. Since we use visual images this 
time, we put a checkboard on the turntable to calibrate the extrinsic camera 
parameters and the intrinsic camera parameters of the camera. In this calibration, 
we use standard calibration method [13] and the method described in chapter 3.4 
to fully calibrate the camera system. Fig. 5.1 shows four of the calibration images. 

Fig.5.1 Four of the calibration images 
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Fig. 5.2 shows the reprojected comers of the corresponding images. 
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Fig.5.2 Reprojected images of the turntable sequence 

After that, Fig. 5.3 shows the reprojection error diagram of the images. 
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Fig.5.3 Reprojection error diagram of the images 

The average reprojection error is [0.56491 0.33921] for x-direction and 
y-direction, respectively. 
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Fig. 5.4 shows the different positions and orientations of the calibration board 
with respect to the camera. 
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Fig.5.4 Positions and orientations of the calibration board 

Fig. 5.5 shows the different positions and orientations of the camera with respect 
to the calibration board. 
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Fig.5.5 Positions and orientations of the camera 

These several positions and orientations of the cameras (or relatively the 
calibration board) are calibrated directly from the checkerboard. However, since it 
is impossible to see the front face of the checkerboard after rotating 180 deg, the 
remaining positions and orientations of the cameras are calculated by (11) and (12) 
in section 3.4.2. 

5.2 Results 
5.2.1 Cartoon model “SiuSun” 
We use a cartoon model "SiuSun" for the reconstruction. It demonstrates the 
fineness of the reconstructed model. Fig. 5.6 shows six out of 18 images for 
performing the reconstruction. 
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Fig.5.6 Image sequence of "SiuSun" model 
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The reconstruction result is shown in Fig. 6.10. U J 
Fig.5.7 Reconstruction result of the "SiuSun" model 

5.2.2 Stamping disc 
We also use a stamping disc for the reconstruction. Fig. 5.8 shows six out of 36 
images for performing the reconstruction. The first three are taken from the 
horizontal direction, and the last three are taken from the 45 degree inclination. 
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Fig.5.8 Six out of 36 images of the stamping disc 
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The reconstruction result is shown in Fig. 6.10. 

Fig.5.9 Reconstruction result of the stamping disc 

5.3 Summary 
In this chapter, visual images are used to reconstruct visual models based on the 
reconstruction algorithm "octree carving technique" described in chapter 3. A 
digital visual camera is used in the experiments. In these experiments, the visual 
reconstruction models are used for realistic perceptions. A "Siu Sun" cartoon 
model and a stamping disc are used as examples for illustration. 
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6. Thermal Distribution 
Reconstruction of 
Stamping Workpieces 
This chapter shows the results of 3D thermal distribution of stamping workpieces 
from infrared thermal images solely. The reconstruction algorithm is the one 
described in chapter 3. A digital infrared thermal camera is used in these 
experiments instead of a digital visual camera in chapter 5. The results confirm the 
feasibility and effectiveness of our proposed method in acquiring 3D thermal 
distribution from infrared thermal images of sheet metal stamping. Three 
stamping workpieces are used as examples. They are an air conditioner cap, a 
deep drawing cup and a stamping cylinder. 

6.1 Infrared camera calibration 
To reconstruct the shape objects from its infrared images, we have to calibrate the 
infrared camera system. In this calibration process, we cannot use a checkerboard 
to perform camera calibration, it is due to the even temperature distribution on the 
checkerboard. Therefore, we use the net-and-board calibration box described in 
section 3.4 to calibrate the infrared camera system. 

Firstly, we use a hair dryer to blow the net-and-board calibration box with hot 
air. As the material of the net is different from the material of the plastic sheet 
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cover, there is a temperature difference because of the different rate of heat 
absorption for different materials. Thus, we can clearly see the grid pattern in the 
infrared camera. After the calibration process, the positions and orientations of the 
calibration box with respect to the camera is shown in Fig. 6.1. 
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Fig.6.1 Positions and orientations of the calibration box 
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The positions and orientations of the infrared camera with respect to the 
calibration box is shown in Fig. 6.2. 
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Fig.6.2 Positions and orientations of the infrared camera 

Since it is impossible to directly calibrate all the positions and orientations, 
the remaining positions and orientations of the infrared camera are calculated by 
matrix multiplication in section 3.4. 
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6.2 Results 
We have reconstructed the thermal distribution of an air conditioner cap, a deep 
drawing cup and a stamping cylinder in KS factory. 

6.2.1 Air conditioner cap 
In this experiment, we immerse the three holes air conditioner cap in hot water for 
a minute. After that, we wait for around a minute again to see the thermal 
distribution of the cap due to heat loss. We take a total of ten infrared pictures on 
the cap with different orientations. Fig. 6.3 shows four of the ten infrared images 

of the cap after immersed in hot water. 

• • 

• • 

Fig.6.3 Four infrared images of the air conditioner cap 
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The reconstruction result is shown in Fig. 6.10. 

BB BSi 
23.1 23.7 24.3 24.9 25.5 2G.1 26.6 27.2 27.8 28.4 29.0 

Fig.6.4 Thermal reconstruction result of the cap 

From the above reconstruction result, we can clearly see the reconstructed 
model of the air conditioner cap. The rate of heat loss varies from place to place. 
Normally, it varies from geometric shape of an object, material, environment and 
etc. 
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6.2.2 Deep drawing cup 
In this experiment, we blow the most deformed region of the deep drawing cup 
with hot air for a while. Then we take a total of 18 infrared pictures on this deep 
drawing cup with different orientations. Fig. 6.5 shows six of the infrared images 
of the deep drawing cup. 

• • 

Bi^l 
Fig.6.5 Six infrared images of the cup 
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The reconstruction result is shown in Fig. 6.10. 
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Fig.6.6 Thermal reconstruction result of the cup 

From the above reconstruction result, we can see the thermal distribution of 
the deep drawing cup from the hottest region to the coldest region. We did a 
simulation on thermal distribution of the deep drawing cup in similar stamping 
operation by FEA. Fig. 6.7 shows the simulation result of the cup. 
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Fig.6.7 Thermal distribution of the cup from simulation 

From Fig. 6.6 and Fig. 6.7，we can see the similarity of the thermal 
distribution of the two results. The most deformed region has the highest 
temperature in both simulation and experimental result. 

6.2.3 Stamping cylinder from KS Factory 
This experiment was conducted in King Siu Metal Factory in Shenzhen, China. 
The stamping cylinder we investigate is shown in Fig. 6.8. Clearly, it consists of 
five steps from a sheet metal blank to the final product. After each step, the 
intermediate workpieces are placed in a basket and waiting for the next step of 
stamping operation. Therefore, please be noted that this is an ordinary multi-steps 
stamping operation but not a progressive stamping operation. 
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ÊMÛ̂HH 
Fig.6.8 The stamping cylinder from KS Factory 

From Fig. 6.8，the sheet metal blank is at the bottom. The intermediate 
workpieces are at the top except that the final product is at the top right comer. 
Since the intermediate workpieces are placed in baskets and waiting for the next 
step of stamping operation, the heat generated from the previous step of stamping 
operation has totally lost to the surroundings already. As a consequence, we can 
consider that the heat generated is entirely from the current step of stamping 
operation. Therefore, it does not matter whether you choose any one of the 
intermediate workpieces from any stages. In our experiment, we choose the first 
step of stamping operation. That is from the sheet metal blank to the first 
intermediate workpieces (it is at the top-left comer in Fig. 6.8). 
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Since the rate of heat loss is fast in this workpiece, we can only take a total of 
10 thermal infrared pictures on this intermediate workpiece with different 
orientations right after it is stamped. Fig. 6.9 shows six of the infrared images of 
the first intermediate workpiece of the cylinder. 

D D 
Fig.6.9 Six infrared images of the first intermediate workpiece 
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The reconstruction result is shown in Fig. 6.10. 
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Fig.6.10 Thermal reconstruction result of the first intermediate workpiece 
From the above reconstruction result, we can see the thermal distribution of 

the first intermediate workpiece of the cylinder right after it is stamped. Since our 
infrared camera has to take about 20 second for each shot, we can notice that the 
temperature of the wokpiece goes down from the first thermal image to the sixth 
thermal image. Actually, we can use either an infrared video camera or multiple 
infrared cameras to compensate this problem. The detailed compensation methods 
are discussed in chapter 8. 64 



6.3 Summary 
This chapter shows the results of 3D thermal distribution of stamping workpieces 
from infrared thermal images solely. The reconstruction algorithm is the one 
described in chapter 3. A digital infrared thermal camera is used in these 
experiments instead of a digital visual camera in chapter 5. The results confirm the 
feasibility and effectiveness of our proposed method in acquiring 3D thermal 
distribution from infrared thermal images of sheet metal stamping. Three 
stamping workpieces are used as examples. They are an air conditioner cap, a 
deep drawing cup and a stamping cylinder. 
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7. Infrared Camera on a 
Robotic Arm 
In this chapter, the infrared camera is mounted on a robotic arm for thermal image 
acquisition. As we can calibrate any positions and any orientations before taking 
the thermal images of an object, it allows arbitrary viewpoints for thermal image 
acquisition rather than a pure circular sequence described in chapter 6. With 
arbitrary viewpoints, we can acquire more information than a circular sequence 
alone. The robotic arm system setup is described and a complex object (teapot) is 
used for illustration. Also, a comparison between the reconstruction from a 
circular sequence and the reconstruction from arbitrary viewpoints is shown. 

With a single circular sequence of viewpoints, we can already successfully 
reconstruct the thermal distribution of a model. However, the main drawback of 
using circular motion alone is some part of the object always being invisible. Thus, 
the thermal information of some part of the object can not be obtained. Moreover, 
if some part of the object is always invisible, it does affect the shape of the 
reconstruction model as well. Therefore, we need arbitrary viewpoints in order to 
reconstruct some of the complex objects. We mount the infrared camera on a 
robotic arm. As we can exactly control the robotic arm to any position and 
orientation within the workspace, we can take thermal infrared images of objects 
in any arbitrary viewpoints. In this chapter, we will describe our robotic arm 
system setup, calibration and the reconstruction results. Finally, comparisons of 

66 



circular image sequence results and arbitrary image sequence result is given. 

7.1 Robotic arm system setup 
In our robotic arm system setup, we mount the thermal infrared camera on a 
robotic arm PERF0RMER-MK3. Basically, the system setup consists of the 
robotic arm, the infrared camera, and a turntable. In our experiments, we place the 
robotic arm in two different positions and orientations. One is horizontal and the 
other one is inclined. Actually, we can place the camera at more positions and 
orientations if it is needed. Fig. 7.1 shows the robotic system setup in horizontal 
viewpoint to the object. Fig. 7.2 shows the robotic system setup in inclined 
viewpoint to the object. 

Fig.7.1 The robotic system setup in horizontal viewpoint 
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Fig.7.2 The robotic system setup in inclined viewpoint 

Since the turntable can rotate 360 deg and we take 18 images for a revolution, 
we can now have 36 images from different viewpoints to the object. If we need 
more arbitrary viewpoints, we can move the robotic arm to another inclined 
viewpoint. As we do not want to change the intrinsic parameters (focal length) of 
the camera from these two different viewpoints, we maintain the distance from the 
object to the camera at 71 cm in these two viewpoints. 

7.2 System calibration 
In calibrating our robotic arm, we also use the net-and-board calibration box 
described in chapter 3. However, this time, we not only use the net-and-board 
calibration box itself, but also fill the calibration box with water. Since the plastic 

68 



cover sheet is directly attached on the surface of the box, we can further separate 
the rate of heat absorption between the plastic cover sheet and the net by adding 
water in the box. This is because water is a very high specific heat capacity 
substance while the net is a low specific heat capacity substance. Therefore, it 
provides a more reliable calibration tool as the separated rate of heat absorption 
can always give a good contrast between the plastic cover sheet and the net. 
Instead, without filling water in the box, it might give you a bad contrast of 
calibrating image. Fig. 7.3 shows a bad contrast of a calibrating image without 
filling water in the box. 

• 
Fig.7.3 Bad contrast of a calibrating image 

By filling water in the calibration box, good contrast of calibrating image can be 
guaranteed at any time. Fig 7.4 shows a good contrast of a calibrating image with 
filling water in the box. 
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• 
Fig. 7.4 Good contrast of a calibrating image 

In Fig. 7.3 and 7.4，we can clearly see the difference between a good contrast 
calibrating image and a bad contrast calibrating image. In a bad contrast 
calibrating image, it is very hard to extract the comer information and thus make 
the calibration difficult. Even in Fig. 7.4, we can still see the contrast of the upper 
two rows is not as good as the contrast of the remaining rows. This is because the 
water is only filled to that level. Therefore, filling water in the net-and-board 
calibration box can guarantee a good contrast of calibrating images. 

For calibrating our robotic arm system, we use four calibrating images to 
calibrate the horizontal viewpoints and another four calibrating images to calibrate 
the inclined viewpoints. Fig. 7.5 shows the four calibrating images for the 
horizontal viewpoints. Fig. 7.6 shows another four calibrating images for the 
inclined viewpoints. 
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Fig.7.5 Four calibrating images for the horizontal viewpoints 

• ^ • • • • • • • • • i _fhnttr广‘ lii I f t - ' i ^ i i l fSWWBBM m H mmWM Fig.7.6 Four calibrating images for the inclined viewpoints 
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The reprojections of the calibrating images for the horizontal viewpoints are 
shown in Fig. 7.7. The reprojections of the calibrating images for the inclined 
viewpoints are shown in Fig. 7.8. 

Image 1 - Image points (*) and reprojacted grkl points (o) Image 2 - Image points (+) and t e p i ^ e c t e d grid points (o) 

50 100 150 200 250 300 50 100 150 200 250 300 

Imago 3 • Imago polnis (•) and reprojacted grid points (o) Image 4 - Image points (+) and repn^tad grid points (o) 

50 100 150 200 250 300 50 100 150 200 250 300 

Fig.7.7 Reprojections of the horizontal viewpoints 
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.9 • Imago points � and reprojecled grid points (o) Image 10. Image points (+> and repmiecled grid points (o) 
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Image 11 - Image points (+) and reprojocted grid points (o) Image 12 - Image points {+) and reprpjected grid points (o) 

50 100 150 200 250 300 50 100 150 200 250 300 

Fig.7.8 Reprojections of the inclined viewpoints 
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The reprojection error for these eight images is shown in Fig. 7.9. 
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Fig.7.9 Reprojection error diagram for the images 

The average reprojection error is [0.18258 0.20772] for x-direction and 
y-direction, respectively. 
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After the calibration process, the positions and orientations of the calibration box 
with respect to the camera is shown in Fig. 7.10. 

Extrinsic parameters 
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Fig.7.10 Positions and orientations of the calibration box 
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After the calibration process, the positions and orientations of the camera with 
respect to the calibration box is shown in Fig. 7.11. 
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Since it is impossible to directly calibrate all the positions and orientations, 
the remaining positions and orientations of the infrared camera are calculated by 
matrix multiplication described in section 3.4. 
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7.3 Results 
In this section, we will show several reconstruction results on a complex object (a 
teapot). In the experiments, we pour some hot water in the teapot for illustration of 
thermal distribution. 

Firstly, we show two reconstruction results. One is reconstructed based on 
horizontal viewpoints alone while the other one is reconstructed based on inclined 
viewpoints alone. Secondly, we show the reconstruction result from arbitrary 
viewpoints (one horizontal and one inclined) by mounting the camera on the 
robotic arm. It shows better result especially for complex objects. 

7.3.1 Image sequence from horizontal viewpoints 
In this experiment, we pour some hot water in the teapot. It is used to make a 
thermal distribution on the teapot and thus allow us to see the thermal distribution 
from an infrared camera. Then we take a total of 18 thermal infrared images from 
horizontal viewpoints. Fig. 7.12 shows six of the infrared images from horizontal 
viewpoints. 
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Fig.7.12 Six infrared images from horizontal viewpoints 
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The thermal reconstruction from horizontal viewpoints is shown in Fig. 7.13. 

r 
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Fig.7.13 Thermal reconstruction result from horizontal viewpoints 
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From Fig. 7.13，we can see both the shape and the thermal distribution of the 
teapot. The thermal distribution of the teapot is from the lower part (hottest region 
because of the hot water inside) to the upper part (the coldest region). As the 
thermal information cannot be acquired from the infrared images, it is displayed 
by a default blue color. 

Although the model seems to be successflilly reconstructed, it still shows 
some imperfect region on the top of the teapot. It should be green entirely. 
However, it shows some regions in red color. This is because the horizontal 
infrared images do not show the thermal information clearly on the top. Therefore, 
we have to adjust the viewpoints. We can incline the viewpoints by some angles. 

7.3.2 Image sequence from inclined viewpoints 
In this time, we also take a total of 18 thermal infrared images. However, we take 
the images from inclined viewpoints. Fig. 7.14 shows six of the infrared images 
frominclined viewpoints. 
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Fig.7.14 Six infrared images from inclined viewpoints 
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The thermal reconstruction result from inclined viewpoints is shown in Fig. 7.15. 
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Fig.7.15 Thermal reconstruction result from inclined viewpoints 

From Fig. 7.15, we can also see both the shape and the thermal distribution 
of the teapot. The thermal distribution of the teapot is from the lower part (hottest 
region because of the hot water inside) to the upper part (the coldest region). In 
this reconstruction result, we can see a evenly distributed green color on the top 
and thus solve the problem encountered in horizontal viewpoints. 

Although the model seems to be successfully reconstructed, it still shows 
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some imperfect region on the bottom of the teapot this time. It should be flat 
However, it shows a cone-shaped structure. This is because of the perspective 
projection of the camera and the reconstruction method. Therefore, we have to 
adjust the viewpoints to horizontal in order to carve out the unwanted cone-shaped 
structure. However, as mentioned previously, the result from horizontal 
viewpoints shows imperfect region on the top of the teapot. Obviously, there is a 
compromise between the imperfect region on the top of the teapot from horizontal 
viewpoints alone and the imperfect structure on the bottom of the teapot from 
inclined viewpoints alone. As a consequence, we mount the camera on the robotic 
arm so that we can take images at any calibrated arbitrary viewpoints as we can 
control the robotic arm to the calibrated positions and orientations. By mounting 
the camera on a robotic arm, we can incorporate both the horizontal viewpoints 
and the inclined viewpoints for reconstruction. We can even incorporate more 
inclined viewpoints for reconstruction in order to have a better reconstruction 
result. 

7.3.3 Image sequence from arbitrary viewpoints 
To achieve arbitrary viewpoints image capture, we can mount the camera on a 
robotic arm. Thus, we can incorporate both the 18 horizontal viewpoints and the 
18 inclined viewpoints together for better reconstruction. Fig. 7.16 shows the 
thermal reconstruction result from arbitrary viewpoints. 
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Fig.7.16 Thermal reconstruction result from arbitrary viewpoints 

From Fig 7.16，we can see that the result has neither the imperfect region on 
the top of the teapot nor the imperfect structure on the bottom of the teapot. 
Therefore, it demonstrates the success of our approach on mounting the camera on 
a robotic arm. 
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7.4 Comparison of the three 
different viewpoints 
In this section, we will compare the three reconstruction results. They are the 
result from the horizontal viewpoints, the inclined viewpoints and the arbitrary 
viewpoints. The result from the horizontal viewpoints gives a good structure on 
the bottom shape of the teapot but gives imperfect thermal information on the top 
of the teapot. The result from the inclined viewpoints gives good thermal 
information on the top of the teapot but gives imperfect structure on the bottom 
shape of the teapot. In contrast, the result from arbitrary viewpoints not only gives 
good thermal information on the top of the teapot but also gives good structure on 
the bottom shape of the teapot. 

Thus, it demonstrates the success and the effectiveness of mounting the 
infrared camera on the robotic arm for thermal distribution reconstruction. Fig 
7.17 shows the reconstruction results from the horizontal viewpoints, inclined 
viewpoints and arbitrary viewpoints at the same time. 
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Fig.7.17 Comparison of three different viewpoints 
(top: horizontal ； middle: inclined ； bottom: arbitrary) 
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7.5 Summary 
In this chapter, the infrared camera is mounted on a robotic arm for thermal image 
acquisition. As we can calibrate any positions and any orientations before taking 
thermal images of an object, it allows arbitrary viewpoints for thermal image 
acquisition rather than a pure circular sequence described in chapter 6. The system 
is described and a teapot is used for illustration. Also, a comparison between the 
reconstruction from a circular sequence and the reconstruction from arbitrary 
viewpoints is shown. 
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8. Compensation of Temperature 
Fade-out Problem 
8.1 Causes of temperature fade-out 
From the thermal infrared images of the stamping workpieces right after stamping, 
we can see that the temperature is cooling down from image to image or say from 
time to time. This is because the heat is lost to the surroundings. After the 
stamping operation, the heat is generated by the plastic deformation of the sheet 
metal. After the stamping operation, however, there is no continuous heat source 
to maintain the heat transfer equilibrium. Therefore, the heat is gradually lost to 
the environment. This is the temperature fade-out problem. A time sequence of the 
thermal infrared images of the sheet metal workpieces (stamping cylinder from 
KS factory) right after stamping is shown in Fig. 8.1 
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D D D D 
Fig.8.1 A time sequence of thermal images 

showing temperature fade-out 

However, this problem only exists in the stamping workpieces shown in 
section 6.2.3, but not in the Ferrari car model described in chapter 9. It will be 
described in details in chapter 9. In the Ferrari car model, there is a continuous 
heat source in the engine cavity in order to simulate the thermal distribution of a 
car after the engine is turned on. Because of the heat source inside, the equilibrium 
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can be established between the heat generated by the heat source and the heat loss 
to the surroundings. Therefore, we do not seek this problem in this application and 
it can be perfectly used in the automobile industries. 

8.2 Solutions 
In order to compensate this temperature fade-out problem, there are two 
approaches. We can either use one of them. They are hardware approach and 
computational approach. 

In the hardware approach, as the temperature fade-out problem is due to the 
heat loss over time, we can reduce the image capturing time by using multiple 
thermal infrared cameras or a video infrared camera. By using multiple thermal 
infrared cameras, we can take several images at a time. Thus, it reduces the 
capturing time according to the number of infrared cameras. By using a video 
infrared camera, it can capture 20-30 frames per second. Therefore, we can rotate 
the model on a turntable for less than a second in order to get a sequence of 
images from all views. In this short period of time, the temperature fade-out 
problem can be greatly reduced. 

In the computational approach, we can use FEA to simulate the 3D thermal 
distribution of a workpiece over time after stamping operation by considering heat 
transfer (conduction within the workpiece, convection and radiation). Originally, 
we intended to reduce the temperature fade-out problem from the captured 
thermal infrared images. However, as the thermal image is a 2D picture and it 
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does not indicate anything about the environment (ambient temperature, air flow 
and etc), geometry of the workpiece, and material properties. As this information 
is very important to the heat transfer (by conduction, convection and radiation), it 
is very difficult or even impossible to compensate the temperature fade-out 
problem from the captured infrared images alone. Alternatively, we suggest using 
FEA to simulate the thermal distribution over time. As we can define the initial 
conditions, such as ambient temperature, air flow, geometry of the workpiece, 
material properties and etc, we can compute the thermal distribution 
straightforwardly from FEA rather than inversely from captured thermal infrared 
images. 

8.3 Summary 
This chapter explains the problem of temperature fade-out and how the problem 
affects the 3D thermal reconstruction result. Temperature fade-out means the 
gradual decrease of the temperature on an object due to heat loss to the 
surroundings and heat conduction within an object. In this chapter, it also 
describes how we can solve the problem. 
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9. Other Applications 
In this chapter, other possible applications in industries are discussed. It is 
especially beneficial to automotive industry and general heat transfer analysis. 
Experimental verification with heat transfer Finite Element Modeling (FEM) 
results could be carried out in industries. The 3D thermal reconstruction result of a 
car body is shown. 

9.1 Automotive industry 
Thermal analysis using Finite Element Modeling (FEM) is widely used in 
automotive industry nowadays. FEM can give simulation results at design stage. 
However, as FEM is a kind of simulations, it normally suffers from deviations 
with experimental results. Therefore, experimental measurement is necessary. To 
measure the 3D temperature distribution on a car body, we normally use a number 
of temperature sensors and then record the temperature values according to the 
positions of the sensors. It can provide the temperature values at different 
positions. Using this information, we can obtain the 3D temperature distribution 
on a car body. However, this method is time consuming and inconvenient, as we 
have to place a number of sensors on a car body, measure its corresponding 
positions as well as process the measured temperature values. 

In contrast, we firstly take a sequence of 2D thermal infrared images of the 
car body to have 2D temperature distribution and then reconstruct the 3D 
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temperature distribution from the 2D images using computer vision method. It 
provides a more convenient method to acquire 3D temperature distribution 
compared to using a number of temperature sensors. The experimental results 
show the feasibility of our method. 

9.1.1 Background 
Nowadays, Finite Element Modeling (FEM) is widely used to compute 3D 
thermal distribution for heat transfer analysis in various kinds of industrial 
applications, especially in automotive industry. It involves analysis of 3D thermal 
distribution of electrical machine [38, 39]，turbogenerator [40，41], motor [42], 
vehicle cabin [43], vehicle body [44, 45, and 46] and etc. It actually plays an 
important role in predicting the improper design during the initial stage. However, 
as FEM is a kind of simulations, it does not give any cues on improper making 
and improper operation on final outcomes in reality at the testing and verification 
stage. As a consequence, it leads to a large research topic on measurement and 
information acquisition. 

To acquire 3D thermal distribution of a vehicle body, the best way is placing 
a number of temperature sensors on the vehicle body with known position of each 
sensor [10]. Then we can record the temperature values of each sensor and process 
the values with the positions of each sensor to obtain the 3D temperature 
distribution. However, it is extremely time consuming and inconvenient. In 
contrast, we use an infrared camera to acquire a sequence of 2D thermographic 
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images and then reconstruct the 3D temperature distribution from the captured 2D 
thermal images by computer vision method. By using our approach, it can not 
only avoid using large number of sensors but also avoid measuring all the sensors 
positions. In this section, we put a heat source in the engine cavity of a Ferrari car 
model to imitate the temperature distribution of the car body after the engine is 
turned on in reality. Then we acquire the 3D temperature distribution of the 
vehicle body using our proposed method. 

9.1.2 Experiment and result 
In our experiment, we put a heat source (chemical warmer) in the engine cavity of 
a Ferrari car model to imitate the temperature distribution of a vehicle body after 
the engine is turned on in reality. The thermal infrared images are taken after 15 
min for ensuring that the heat transfer is in steady state. We totally take 18 thermal 
infrared images of the Ferrari car model with 20 deg interval between each image. 
Fig. 9.1 shows the Ferrari car model in our experiment. 
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Fig.9.1 The Ferrari car model 

Fig. 9.2 shows nine out of 18 thermal infrared images of the car model with 
40 deg interval between each image. Fig. 9.3 shows the reconstruction of 3D 
temperature distribution of the car body. 

Fig.9.2 The nine out of 18 infrared images of the car model 
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Fig.9.3 The 3D thermal distribution of the car body 

The color differences imply the differences on the surface temperature of the 
Ferrari car body. The temperature reading is in degree Celsius. It clearly shows 
both of the 3D perception and the temperature distribution of the car body. We can 
see the heat transfer from the engine to the whole car body. It demonstrates the 
quality of the result and confirms the effectiveness and practicality of our method 
in acquiring 3D temperature distribution without using a large number of 
temperature sensors. To acquire 3D temperature distribution of a real car, we can 
use a larger net-and-board calibration box for system calibration and a real car 
turntable for rotation or multiple infrared cameras. Fig. 9.4 shows a real car 
turntable. 
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Fig.9.4 Real car turntable [47] 

This section presents a complete and practical system for 3D temperature 
distribution acquisition without using a large number of temperature sensors. It is 
especially beneficial to thermal analysis in automotive industry. The experimental 
result demonstrates the effectiveness and practicality of our method. 

9.2 General heat transfer analysis 
Since we have shown different kinds of thermal distribution reconstruction results, 
such as stamping workpieces, teapot and car body, this technology can be applied 
to any objects. Therefore, it can be used for general heat transfer analysis. 
Normally, we can use the technology to acquire the experimental thermal 
distribution and then compare it with the FEA result for system verification. 
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9.3 Summary 
In this chapter, other possible applications in industries are discussed. It is 
especially beneficial to automotive industry and general heat transfer analysis. 
Experimental verification with heat transfer Finite Element Analysis (FEA) results 
could be carried out in industries. The 3D thermal reconstruction result of a car 
body is shown. 
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10. Conclusions 
This chapter presents a summary on this thesis. It describes the main ideas from 
the need and the motivation of this project to the approach of the problem, from 
the implementation of the system to the experimental results, and from the 
compensation of temperature fade-out problem to the other application areas. 

Then the main contributions of the thesis are listed. It consists of the 
implementation of the diagnosis system for sheet metal stamping, the proposal of 
net-and-board calibration box for infrared thermal cameras, the breakthrough of 
3D thermal distribution acquisition from thermal images alone, the suggestions on 
the compensation of temperature fade-out problem, and the study of application in 
automotive industry. Finally, it concludes with possible areas for future research. 

10.1 Summary 
In this thesis, we have presented a complete and practical system for the 
acquisition of 3D thermal distribution in sheet metal forming using infrared 
thermography and computer vision techniques. Since it is impossible to place 
numerous temperature sensors on the sheet metal blank before it is stamped, we 
take a infrared thermography and computer vision approach to the problem. It can 
be seen as an experimental thermal measurement system to optimize sheet metal 
forming processes and to make a process more close to limitations of the material 
properties. It can reconstruct both the geometric information and the thermal 
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distribution information from infrared images alone. Moreover, it is especially 
beneficial to the areas of surface thermal analysis of automotive and 
manufacturing applications. 

In the past, to diagnose stamping operation, we normally compare the 
experimental strain distribution of the workpiece acquired from the deformation of 
the grid pattern with the simulation result from finite element modeling. However, 
this is extremely time consuming as we have to etch the sheet metal blank before 
the stamping operation. Therefore, we propose to diagnose the stamping operation 
based on thermal energy distribution since the similarity between the strain 
distribution and the thermal distribution. This is because most of the plastic 
deformation energy converts to the heat energy. By analyzing the thermal energy, 
we are able to pin point where the problem is in stamping operation. As this 
method is designed to pin-point where the problem is, but not for online 
applications like monitoring, time (fast enough to keep up with production) is not 
a concern. Indeed, it allows a new tool (i.e. thermal distribution) for trained 
engineers to diagnose sheet metal stamping problems that cannot be seen before. 
It should also be pointed out that the transfer of the workpiece before thermal 
analysis could affect the diagnosis. However, it is not difficult to place our system 
next to the stamping machine to eliminate the problem. Also, we can simulate a 
time-van ant heat FEA result to compensate this factor. 

To acquire 3D thermal distribution, we can place a number of temperature 
sensors on the object. However, it is impossible to place the sensors on a sheet 
metal blank as it is going to be fed in a stamping machine. Thus, we take 
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thermography approach to this problem. Basically, we can use a combination of 
laser scanner and an infrared camera to tackle this problem. However, laser 
scanners are extremely expensive, and it costs around US$50,000 a piece. We can 
also use a stereo pair of visual cameras and an infrared camera to tackle this 
problem. However, it is only applicable to comer-typed objects or textured objects 
and most of stamping workpieces are smooth and textureless. Therefore, it fails to 
work in stamping applications. In this thesis, we combine octree carving technique 
from Szeliski and thermography technology to reconstruct the geometric shape of 
stamping workpieces. By using this method, we can use infrared camera alone to 
acquire 3D thermal distribution of a smooth and textureless stamping workpiece. 

To implement the diagnosis system, infrared camera calibration is a big issue. 
Since conventional checkerboard cannot be seen by an infrared camera, it is 
impossible to calibrate an infrared camera. Therefore, we propose different 
calibration method for infrared cameras. They are LEDs calibration board and 
net-and-board calibration box. We found that the net-and-board calibration box 
perform extremely well in calibrating infrared cameras. After calibrating the 
infrared cameras, we can use octree carving technique to reconstruct the thermal 
distribution model. 

Since no one use infrared camera to reconstruct an entire thermal distribution 
of an object, we have to make sure that the experiment would not be affected by 
the environment. We propose the validation resistor box to ensure that the 
experiment is in an omni-directional infrared environment and suitable for data 
acquisition. 
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After processing the data, the thermal reconstruction results are shown. It 
involves several stamping workpieces. In addition, mounting the infrared camera 
on a robotic arm is proposed. It shows better result than using a tripod alone. This 
is because some part of the object is always invisible during a single circular 
sequence. Therefore, mounting the infrared camera on a robotic arm gives 
arbitrary viewpoints and thus solves the problem. 

As the temperature is continuously losing to the surroundings and causes the 
temperature fade-out problem, we suggest several methods to reduce this 
unwanted effect. We can either use multi infrared cameras or an infrared video 
camera to reduce this effect. Alternatively, we can also model the FEA result from 
time to time. This is called time-variant thermal FEA result. 

Besides the stamping application, we also investigate other possible 
applications. We use this technology to reconstruct a car body. It shows a 
promising result, and we believe that it can be applied to automotive industry for 
heat transfer analysis. 

In summary, we did demonstrate the effectiveness and practicality of our 
proposed method on the acquisition of 3D thermal distribution and it shows 
promising results. The main contributions of this thesis are listed below. 
Contributions: 

1. A diagnosis system for stamping operations based on thermal energy 
distribution. This method can avoid the time consuming grid pattern 
preparation in the traditional sheet metal stamping diagnosing method. 

2. A net-and-board calibration box for infrared cameras. Since a conventional 

102 



checkerboard cannot be seen by infrared cameras, it fails to calibrate 
infrared cameras. With our proposed net-and-board calibration box, it 
allows the calibration of infrared cameras. 

3. Reconstruction of 3D thermal distribution from infrared images alone. We 
neither have to use any laser scanner nor a stereo pair of visual cameras to 
reconstruct the 3D thermal distribution. Also, it can apply to smooth and 
textureless stamping workpieces while stereo method does not. 

4. Suggestions on the compensation of temperature fade-out problem. We 
suggest using multi infrared cameras or an infrared video camera to reduce 
the image capturing time. Thus, the temperature fade-out problem can be 
reduced. Also, it is possible to simulate a time-van ant heat FEA result to 
compensate the temperature fade-out problem. 

5. A study of possible application in automotive industry. We use our 
acquisition system to successfully reconstruct a 3D thermal distribution of 
a car body. It can be used for heat transfer analysis of vehicles in 
automotive manufacturing. 

After summarizing what we have contributed, we would like to discuss some 
of the limitations of the reconstruction method. By using octree carving 
reconstruction, i.e. silhouette-based 3D reconstruction, it is impossible to 
reconstruct concavities of objects. Also, for non-curved objects with real edges 
concavities, the reconstruction result greatly depends on the placement of cameras 
if only several images are taken. For example, a square object becomes an octagon 
if only four images are taken from the extension of the four comers of the square 
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object [48]. For self-occlusion problem, since this is not a stereo matching method, 
feature existing in an image but not another does not matter in octree carving 
method. This is because we do not need to find out the correspondences between 
images. However, if there is an area that is always occluded in the image sequence, 
we can do nothing on it so as all other reconstruction methods. Therefore, camera 
placement plays an important role in silhouettes-based 3D reconstruction and it 
does affect the reconstruction result. In the camera placement, we have to find out 
an image sequence that makes the least occurrence of concavities viewpoints and 
self-occlusions. 

10.2 Future work 
In future, we can work on several directions in the diagnosis of sheet metal 
stamping based on thermal energy distribution. Firstly, we can work on the 
relationship between the process variables and the thermal distribution using 
Monte Carlo simulation. This can allow the experienced engineers to identify the 
problems more accurately since engineers can directly refer to the 
potentially-problematic process variables. Secondly, we can work on the 
optimization of stamping processes and die design based on the diagnosis. 
Although we can diagnose where and how the problems are, we still have to find 
out the possible ways to solve the problems. Now, our team is focusing on the 
optimization of the die and the process after knowing the problems from the 
diagnosis system. In other words, it is the ways to modify the die and the process 
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parameters. Finally, modeling of time-variant thermal FEA in stamping processes 
could be carried out. 

For the 3D thermal distribution acquisition, however, it has a same limitation 
as all silhouette-based volumetric reconstruction algorithms, such as the inability 
to reconstruct concavities of an object. As thermal infrared images contain little 
textured information, combination of silhouette-based reconstruction, 
feature-based reconstruction and space carving reconstruction [48] in thermal 
infrared images could be a future research direction. 
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A. Transformation Matrices of 
the System 
In the transformation matrices of the system, the projection matrix p, is for the 
first camera. It can be decomposed into the camera calibration matrix K , the 
rotation matrix R and the translation vector t as follows 

P, = k [ r t] (A. l ) 

The rotation matrix R and the translation vector t are describing the 
transformation between the camera and the calibration box. For the rotation matrix 
R, we can further decompose it as follow 

X X, Y X, Z X, 
R= X Y, Y.Yc Z.Yc (A.2) 

X Zc Y Z, Z Zc 

where x,Y,z are the principal vectors of the calibration box orientation and 
Xc，Yc,Zc are the principal vectors of the camera orientation. For the translation 
vector t , we can further decompose it as follow 

V 

t = t y (A.3) 

where t”t”fz are the coordinate values of the origin of the calibration box 
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with respect to the camera coordinate frame. Fig.A.l shows the orientation and 
position of the calibration box at a certain viewpoint. Fig A.2 shows the image of 
the calibration box from the camera. 
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Fig.A.3 shows the orientation and position of the calibration box at another 
viewpoint. Fig A.4 shows the image of the calibration box from the camera. 
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Since it is not always possible to see the front face of the net-and-board 
calibration box when performing a complete rotation on a turntable, some of the 
views can not be calibrated directly from the corresponding images of the 
net-and-board calibration box as the camera is facing the back of the box. Thus, 
these views are calibrated by multiplying rotational matrices. 

To obtain the remaining projection matrices for all the views, we multiply the 
rotation matrix R by an incremental rotation matrix AR as follows 

'cos G 0 -sin Q� 
A R = 0 1 0 (A.4) 

�sin0 0 COS0 ^ 

where AR is an incremental rotation matrix,没=20 °，the Y-axis of world 
coordinate coincides with the rotational axis of the turntable, the X-axis of world 
coordinate is located horizontally on the front face, and the Z-axis of world 
coordinate is pointed outward from the front face. Thus, the projection matrices 
for all the cameras cab then be generated by 

p. =k[r*AR''"' tj (A.5) 

where i=l to 18 for our thermal reconstruction model. 
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