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Abstract— Ferroelectric technology is becoming ever more 
appealing for a variety of applications, especially analog 
neuromorphic computing. In this respect, elucidating the 
physical mechanisms occurring during device operation is of key 
importance to improve the reliability of ferroelectric devices. In 
this work, we investigate ferroelectric tunnel junctions (FTJs) 
consisting of a ferroelectric hafnium zirconium oxide (HZO) 
layer and an alumina (Al2O3) layer by means of C-f and G-f 
measurements performed at multiple voltages and temperatures. 
For a dependable interpretation of the results, a new small signal 
model is introduced that goes beyond the state of the art by i) 
separating the role of the leakage in the two layers; ii) including 
the significant impact of the series impedance (that depends on 
the samples layout); iii) including the frequency dependence of 
the dielectric permittivity; iv) accounting for the fact that likely 
not the whole HZO volume crystallizes in the orthorhombic 
ferroelectric phase.  The model correctly reproduces 
measurements taken on different devices in different 
conditions. Results highlight that the typical estimation method 
for interface trap density may be misleading.  

Keywords – Ferroelectric Tunnel Junction, Capacitance, Small 
signal model, Neuromorphic. 

 

I.  INTRODUCTION 
The need to develop energy-efficient circuits for artificial 

intelligence applications running on edge devices leading the 
exploration of innovative solutions. In this respect, the 
adaptive learning effect of ferroelectric materials polarization 
allows non-volatile multilevel memory effect [1], opening 
possibilities to circumvent the device- and circuit-level 
limitations of CMOS technology, such as difficulties in 
further scaling (at the device level) and the unavoidable 
presence of the von Neumann bottleneck (at the circuit level). 
Specifically, the hafnium zirconium oxide (HZO)-based 
Ferroelectric Tunnel Junctions (FTJs) with 
Metal/Insulator/Ferroelectric/Metal (MIFM) structure are 
promising candidates to act as synaptic elements in analog 
neuromorphic architectures [2]. In this respect, achieving 
functional circuits requires a satisfactorily large compensation 
of the polarization charges, that is indeed instrumental to the 

device retention. The latter is therefore intrinsically related to 
the dynamics of charge trapping in the defects that are present 
in the different layers and at the insulator/ferroelectric (IF) 
interface. However, the full understanding of their role and of 
the underlying mechanisms, critical for reliable device 
operation, are far from being achieved. Elucidating the 
physical mechanisms occurring during device operation is 
then of key importance to improve the reliability of 
ferroelectric devices. In this work, we investigate FTJs 
consisting of an HZO and alumina (Al2O3) bi-layer structure 
by means of C-f and G-f measurements performed at multiple 
voltages and temperatures. For a dependable interpretation of 
the results, a new small signal model is introduced that goes 

Fig. 1 - a) Layout of the FTJ stack. The access to the bottom electrode is 
achieved by means of a broken access device (AD), that provides connection 
to the bottom probe. b) C-f and G-f measurements are carried out on samples 
with different area and dielectric thickness. The applied DC voltage goes from 
-4V to 4V for ݐ஽ா = 1.5 ݊݉, -4.5V to 4.5V for other thicknesses, with 0.5V 
steps and an AC signal of 30 mV (RMS). The objective is to evaluate the 
parallel capacitance and conductance (c) of the entire stack. d) Equivalent 
small-signal circuit of the measured sample. The AD is considered as an 
impedance in series with the device under investigation. The ܥ௜௧-ܩ௜௧ branch 
allows to model the equivalent trapped/interfacial charges and their τ. e) 
Corresponding small signal model proposed in this work. 
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beyond the state of the art by i) separating the role of the 
leakage in the two layers; ii) including the significant impact 
of the series impedance (that depends on the samples layout); 
iii) including the frequency dependence of the dielectric 
permittivity; iv) accounting for the fact that likely not the 
whole HZO volume crystallizes in the orthorhombic 
ferroelectric phase.  The model is shown to correctly 
reproduce measurements taken on different devices in 
different conditions. The paper is organized as follows: in 
Section II, we introduce the devices and experiments; the 
proposed new small-signal model is described in Section III, 
and its validation is shown in Section IV; in Section V, a 
detailed sensitivity analysis of the model parameters is 

reported, and its discussion is used to elucidate the role of the 
different layers in the measured response; in Section VI we 
report the results obtained by measuring and modeling 
different devices across the wafer, together with the results of 
temperature-dependent measurements. Conclusions follow. 

II. DEVICE AND EXPERIMENTS 
The FTJs analyzed in this work, fabricated by NaMLab, 

have a TiN/Al2O3/10nm-HZO/TiN stack, with different Al2O3 
thicknesses (1.5-2-2.5nm). The cross-sectional schematic is 
shown in Fig. 1a. The bottom TiN electrode (BE), the HZO 
(FE), and the Al2O3 (DE) layers were deposited by atomic 
layer deposition (ALD) on p+-Si wafers. Then, the top TiN 
electrodes (TEs) were deposited on top via a shadow mask. 
After deposition, all samples were annealed to crystallize the 
HZO film. Since the BE, common to all the devices, is not 
directly accessible, hard breakdown must be induced in a 

sacrificial device (henceforth, access device – AD) to contact 
the BE layer, Fig. 1a. Initially, all devices are woken up with 
a train of 3000 triangular pulses (±6V, 10kHz). After wake-
up, the FTJs exhibit good ferroelectric switching and a large 
remnant polarization 2 ௥ܲ ≈  .ଶ as shown in Fig. 2a݉ܿ/ܥߤ35
Then, C-f/G-f measurements (Fig. 1b) are carried out at 
different DC voltages (-4.5 V to 4.5 V for ݐ஽ா=2/2.5nm and -
4V to 4V for ݐ஽ா=1.5nm), temperatures (30°C to 100°C), and 
frequencies (up to 10 MHz). The latter is an important novelty, 
since existing works do not explore the range above 1 MHz 
[2,3]. The admittance of the entire stack is measured as the 
parallel of a capacitance (Cp) and a conductance (Gp), Fig. 1c, 
and includes the contribution of the AD and of layout 

parasitic, not compensated for by short-circuit compensation.  
 

III. PROPOSED SMALL-SIGNAL MODEL OF THE FTJ 
To interpret the results, we introduce a small-signal model 

with significant novelties as compared to the existing ones in 
the literature [3,4], see Fig. 1d-e. Specifically, i) to fully 
include the effect of the AD and, in general, of possible stray 
and interconnect impedance that is always present even in 
layouts in which the BE is directly accessible, we include a 
general series impedance, modelled as the parallel of ܥௌாோ and 
 ௌாோ; ii) we model each layer of the FTJ by considering theirܩ
capacitance and parallel conductance, the latter being 
representative of the leakage through that specific layer. This 
is different from other works [3,4]in which the leakage was 
included by considering a global parallel conductance tied 
across the two layers, which did not allow to distinguish 
between the role played by each layer in charge transport; iii) 
we consider the well-known fact [5] that HZO does not 
crystallize fully in the orthorhombic (and ferroelectric) phase, 
but also exhibits non-orthorhombic grains with different 
permittivity values. So, we calculate the FE relative 
permittivity (߳௥ிா) as in Fig. 2b, where ߝைோ and ߝேைோ are the 
permittivity of the orthorhombic (i.e., taken to be around 36 
[6]) and non-orthorhombic phases, respectively, and ܣ௙ is the 
fraction of the area occupied by orthorhombic grains, a 
parameter that is then estimated by reproducing experimental 
data. These values are considered for simplicity to be 
frequency-independent, as it was shown up to a few GHz 
using dedicated test structures [8]. The ߳௥ிா voltage 
dependence [6,9] is also considered. Fig. 2c shows how the 
model correctly converges to the expected ߳௥ிா voltage 
reported in the literature [6,9] without any a priori assumption, 

Fig. 3 – Circuit representation of the small-signal model adopted in this study 
(model a). A different approach, in which the ܥ௜௧- ܩ௜௧ branch was shifted to 
the FE side was explored as well (model b) but it was excluded as it is unable 
to reproduce the correct ߳௥ிா voltage dependence (right panel).  

Fig. 2 - a) Polarization-voltage curves measured after wake-up on samples 
with different DE thickness, confirming the expected behavior. b) Since the 
crystallization phase of the HZO is not uniform, the ferroelectric is considered 
not completely orthorhombic. An area factor (ܣ௙=50−90% [6,7]) is then 
necessary to consider the contribution of this non-ideality. Equations show 
how the corresponding effective permittivity (߳௥ிா) is calculated. c) C-f G-f 
measurements have been carried out with different starting and pre-poling 
voltages. The extracted ߳௥ிா voltage dependence matches expectation and is 
consistent with literature results [6,9]. The extracted values are lower than 
those reported for purely orthorhombic HZO due to ܣ௙ . d) The DE 
permittivity is considered frequency dependent [3,11] using the equation in 
the figure, in order to include the effect of the ALD. For our device, the 
extracted corner frequency is in the range of values already presented in the 
literature [3,11]. 
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which strengthens the validity of the proposed approach. To 
this point, several experiments have been performed to test the 
reliability of the model to reliably extract this parameter, 
carrying out C-f/G-f measurements using different pre-poling 
and DC voltage range combinations. The perfect overlap of 
the values extracted at the same voltage in all measurements 
underlines that the values are self-consistent and validates the 
overall modeling approach. Furthermore, this confirms that 
the application of a given DC bias at each step of the C-f/G-f 
measurement (Fig. 1b) is sufficient to determine the number 
of switched ferroelectric domains even before the application 
of the superposed AC signal, which makes the measured 
frequency response free from artifacts that may come from 
stray polarization; iv) we include the frequency dependence of 
the DE permittivity using a single-pole model, see Fig. 2d, in 
agreement with data from the literature that clearly show how 
the corner frequency may be in the range explored in this 
work, depending on the DE thickness and deposition process. 
The role of the defects located both in the DE/FE layers and 
at the IF interface is included, as in previous works [3,4], by 
means of a lumped Cit-Git branch across the DE. Different 
attempts in positioning this branch have been done, but with 
ineffectual results. Fig. 3 shows that positioning the traps 
branch at the FE side results in a model that fails at 
reproducing the expected trend of ߳௥ிா with the applied 
voltage, although resulting in overall satisfying fitting of the 
C-f and G-f measurements (not shown). Although this result 
is sufficient to discard this alternative model formulation, it is 
important to remark that, by using this approach, the extracted 
values of other crucial parameters are inconsistent with 
expectations. Specifically, the corner frequency that models 
the frequency dependence of ߳௥஽ா ( ௖݂) is remarkably low 
(about 30 kHz), and largely below the values reported in the 
literature (Fig. 2d). In addition, the extracted ܥ௜௧ is lower than 
 ଶ, which would lead to an erroneous evaluation of the݉ܿ/ܨߤ1
trapped charge density. Alternative small-signal models that 
employ a generalized leakage conductance spanning across 

the whole FTJ stack (instead of using dedicated a leakage 
conductance for each layer) have been tried, without 
interesting outcomes.   

IV. SMALL-SIGNAL MODEL VALIDATION 
To validate the model, we exploit the possibility to control 

the series impedance by choosing ADs with different areas  
(different CSER) and break them with the same current 
compliance Ic = 10 mA (that defines GSER).Specifically, the Cp 
and Gp/߱ profiles measured at -2 V (i.e., the typical read 
voltage) on an FTJ with a 1.5nm DE, using ADs with 4 
different areas (sketch in Fig. 4a) are shown in Fig. 4b-c. 
Notably, the response significantly changes with the area of 
the AD (and thus with CSER), underlining the significant 
impact of the series impedance. This is further confirmed by 
the sensitivity analysis carried out on CSER, which clearly 
shows how the variation of this parameter alone has a 
profound impact on Cp and Gp/߱ profiles, in agreement with 
the experimental results, Fig. 4d-e.  To quantify the CSERs 
values, the model parameters were extracted by a global 
minimization algorithm to reproduce the data corresponding 
to the largest AD, blue line and symbols in Fig. 4f-g, and the 
extraction was repeated at all DC voltages, Fig. 4j. 
Remarkably, by keeping all the parameters fixed and letting 
only CSER and GSER vary freely, the model can reproduce the 
profiles measured at different AD areas, Fig. 4h-i. Moreover, 
the extracted values of CSER (per unit area) do not change with 
the AD area and are equivalent to the value of the series of 
 ிா (per unit area) at low frequencies. Also, theܥ ஽ா andܥ
extracted ܩௌாோ values are similar, as the devices were all 
broken at the same Ic. These results validate the model ability 
to consider the contribution of the AD and, in general, of 
whatever series impedance may be present. This is of utter 
importance, since the series impedance (even when in the 
range of few tens of pF) strongly impacts the magnitude of the 
peak in the Gp/߱ profile, typically used to estimate the 
interface trap density [3,4]. Also, depending on the series 
impedance value, a second peak may appear above 1 MHz, 

Fig. 4 - a) Representative top view of employed ADs and TE. b-c) Experimental data obtained using ADs with different areas (different ܥௌாோ – the same color 
code as in (a) is used). d-e) Measured (blue symbols) and simulated (solid lines) ܥ௣ (d) and ܩ௣/߱ (e) profiles. Simulated blue lines are fitting to the experiments. 
Lines with different colors are derived from a sensitivity analysis on ܥௌாோ. ܥ௣ and ܩ௣/߱ profiles vary when ܥௌாோ is varied over ±2 orders of magnitude, 
centered on the nominal value extracted by fitting the measurements obtained by using the larger AD (blue line). All other parameters are left to the values 
extracted by the fitting. f-g-h-i) Modeling of data obtained using ADs with different areas (symbols with different colors – same color code as in (a) is used).
Initially, measured data (symbols) in (f) and (g) are fitted at different applied voltages, resulting in the parameters reported in (j). Then, by only varying the 
series impedance parameters (bottom boxes in (j)) and leaving fixed all the others (boxes in (j) with only black markers or line) the ܥ௣ and ܩ௣/߱ profiles 
corresponding to Ads with different areas are well reproduced ((h) and (i)). j) Extracted parameters.  As expected, ܥௌாோ decreases proportionally to the AD 
area, as the area-normalized ܥௌாோ is constant, AD-area independent, and comparable to ܥ௣ at low frequencies. ܩௌாோs are also comparable, since all ADs are 
broken with the same Ic. 
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which would go unnoticed without extending the 
measurement range to 10 MHz. In addition, as shown in Fig. 
2c and 4j, the model qualitatively reproduces the expected 
߳௥ிா voltage dependence [9], but with lower overall values as 
the HZO is not fully orthorhombic. Moreover, the extracted 
߳௥஽ா frequency profile is compatible with literature reports 
[3,11].   

V. SENSITIVITY ANALYSIS 
The model is now exploited to gain insights on the role 

played by the different layers by means of a sensitivity analysis 
across 4 orders of magnitude on the most relevant parameters. 
Results in Fig. 5 suggest that the overall leakage is most 
sensitive to GFE, dominated by the defects in the FE layer, 
rather than to GDE. This is an expected result, since the HZO 
thickness is at least 4 times larger than the respective ݈ܣଶܱଷ. 

HZO acts so as a ‘leakage bottleneck’, and its conductance 
variations (hence the variation of defect density within the 
layer) dictates the overall leakage through the stack. The FE 
processing conditions and the resulting FE defectiveness have 
then a fundamental impact on the performance of the device, 
especially at low frequencies. In addition, the frequency 
dependence of ߳௥஽ா is shown to play a crucial role in correctly 
reproducing the trends above 1 MHz. In addition, it contributes 
in determining the magnitude of the peak in the Gp/߱ profile, 
that could again perturb the estimation of the interface trap 
density. It is worth noting that an ideal ݈ܣଶܱଷ layer ( ௖݂ → ∞) 
would suppress the parasitic effects, leading Gp/߱ profile with 
a single peak and to a saturation of Cp at high frequencies 
(instead of a roll-off). Fig. 6 summarizes the regions of the Cp 
and Gp/߱ profiles in which each model parameter has a more 
marked influence than the others. It is interesting to notice that 
in both profiles the low frequency behavior is mostly 
dominated by the HZO properties, while the high frequency 
response derives from a non-trivial combination of the DE 
leakage, the frequency dependence of the DE permittivity, the 
trapped charge, and the series impedance contribution.  

Fig. 7 – Voltage dependence of the model parameters extracted from 
measurements of nominally identical devices. All tested devices have ݐ஽ா =
2.5 ݊݉, ܣ  = 6.16 ⋅ 10ିସ ܿ݉ଶ. The extracted parameters exhibit very small 
variability. Differences in ܩிா at strongly negative bias can be attributed to 
different low frequency leakages, due to different devices states (the devices 
underwent different levels of fatigue). 

Fig. 8 - ܥ௣ and ܩ௣/߱ profiles measured (symbols) and simulated (lines) at a 
DC voltage V = -2V on devices with the same area and with different 
஽ாݐ  (different colors), together with the DC voltage dependence of the 
extracted model parameters. No trend with the dielectric thickness is visible. 

Fig. 5 – Sensitivity analysis, over ±2 orders of magnitude, of ܥ௣ (a-c-e) and 
ଶܱଷ݈ܣ ,(a-b) (ிாܩ) ௣/߱ (b-d-f) profiles to the HZO conductanceܩ
conductance (ܩ஽ா) (c-d) and cutoff frequency ( ஼݂) of the dielectric 
permittivity (߳௥஽ா) (e-f). Blue symbols, lines, and reported values represent 
measured data (்ܸ ௢௣ ா௟௘௖௧௥௢ௗ௘ (்ா) = −2ܸ), modeling results, and 
corresponding extracted nominal values of the parameters vs. which the 
sensitivity analysis is then performed. 

a) b) 

c) d) 

e) f) 

a) 

Fig. 6 – a) Employed small-signal model where each parameter is 
appropriately color coded. b) Color bar for measurement DC voltages applied 
to FTJ TE. c-d) C-f/G-f results at different DC voltages (color as in b) for a 
device with ݐ஽ா  = 1.5nm. The region in which each parameter has the most 
severe impact on the curves is evidenced. 
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VI. RESULTS AND DISCUSSION 
Measurements are repeated on different samples to validate 

the model stability and estimate device-level variability. As 
shown in Fig. 7, nominally identical FTJs exhibit very small 
parameters dispersion. Fig. 8 shows the parameters extracted 
on FTJs with different DE thickness: no particular trend is 
evidenced, not even in Cit, although the Gp/߱ profiles peak at 
different magnitudes. This underlines even further how the 
typical strategy to estimate the interface trap density (i.e., 
proportional to the peak magnitude in the Gp/߱ profile) [3,4] 
can lead to misleading predictions, and that a more refined 
modeling approach is needed. It is worth mentioning that the 
Cit values extracted here (20-50 μF/cm2) should not be rigidly 
interpreted as related to traps located exclusively at the IF 
interface (that would lead to unrealistically high densities ≈ 1 
- 3·1014 cm-2) but rather as an average local volumetric trap 
density (≈ 1020 - 1021 cm-3), since defects across almost the 
whole stack can respond in C-f/G-f measurements, as shown 
by advanced multiscale simulations [12], and also play a role 
in compensating polarization charge. Finally, by extracting 
the parameters from measurements at different temperatures, 
we correctly reproduce the expected temperature dependence 
of the trap-assisted leakage in the FE (found to be close to that 
in HfO2 RRAMs [13]) and of the FE permittivity [14], Figs. 
9-10.  

VII. CONCLUSIONS 
We introduced and validated an advanced FTJ small-signal 

model that accounts for separate leakage contributions in the 
FE and DE layers, frequency dependence of DE permittivity, 
series impedance, and non-uniform crystalline FE phase. The 
model correctly reproduces measurements taken on different 
devices in different conditions, allowing a more refined 
investigation on sample layout and material properties effects 
on the entire device. Results highlight that the typically 
adopted estimation methods for interface trap density may be 
misleading. 
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