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#### Abstract

We analyze controllability and observability conditions for second order descriptor systems and show how the classical conditions for first order systems can be generalized to this case. We show that performing a classical transformation to first order form may destroy some controllability and observability properties. To avoid this, we will derive a canonical form and new first order formulations that do not destroy the controllability and observability properties. As an example, we demonstrate that the loss of impulse controllability in constrained multi-body systems is due to the representation as first order system.
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## 1 Introduction

We study linear second order constant coefficient descriptor control problems of the form

$$
\begin{align*}
& M \ddot{x}+G \dot{x}+K x=B u  \tag{1}\\
& y=C x  \tag{2}\\
& x(0)=x_{0}, \quad \dot{x}(0)=\dot{x}_{0} \tag{3}
\end{align*}
$$

with coefficients $M, G, K \in \mathbb{R}^{n, n}, C \in \mathbb{R}^{p, n}$, and $B \in \mathbb{R}^{n, m}$. Here $\mathbb{R}^{n, \ell}$ denotes the vector space of $n \times \ell$ real matrices, $x$ is the state, $u$ the input or control, and $y$ the output of the system. In particular, we study descriptor systems, where the matrix $M$ is singular and despite the fact that formally $\ddot{x}$ and $\dot{x}$ occur in (1), we

[^0]require that $\ddot{x}$ only has to exist outside the kernel of $M$ and that $\dot{x}$ has to exist outside the kernel of $G$.

All the results in this paper also carry over to the complex case, and they can also be easily extended to systems of higher than second order, but for ease of notation and because this is the most important case in practice, we restrict ourselves to the real second order case.

In the following we denote by $I$ or $I_{n}$ the identity matrix of size $n \times n$ and by $A^{T}$ the transpose of a matrix $A$. We denote a matrix with orthonormal columns spanning the right nullspace of the matrix $M$ by $S_{\infty}(M)$ and a matrix with orthonormal columns spanning the left nullspace of $M$ by $T_{\infty}(M)$. These matrices are not uniquely determined although the corresponding spaces are. Nevertheless, for simplicity, we speak of these matrices as the corresponding spaces.

Second order descriptor systems arise in the control of constrained mechanical systems, see e.g. $[14,19,23,36,38,39,40]$, in the control of electrical and electromechanical systems [2, 3], and in particular in heterogeneous systems, where different models are coupled together [37].

Usually, in the classical theory of ordinary differential equations and classical state space systems, (i.e. descriptor systems where the leading coefficient is the identity), second order systems are turned into first order systems by introducing new variables for the first derivative. This gives rise to linear first order descriptor (or generalized state-space) systems of the form

$$
\begin{align*}
E \dot{\xi} & =A \xi+B_{1} u  \tag{4}\\
y & =C_{1} \xi  \tag{5}\\
\xi(0) & =\xi_{0} \tag{6}
\end{align*}
$$

Let us briefly recall some results for first order descriptor systems, see e.g. [4, $9,12,44]$. In contrast to classical state space systems, where $E=I$, the response of a descriptor system can have impulsive modes $[10,18,43]$ if the input function $u$ is not sufficiently smooth. For this reason often the system is considered in the distributional setting, which would mean that in (4) an impulsive term $\delta E x_{0}$ is added. But here we are interested only in classical solutions in the sense that $M \ddot{x}$ and $G \dot{x}$ exist, and we explicitely want to avoid impulsive terms in the solution, and thus we do not use this formulation.

The response of system (4) can be described in terms of the eigenstructure of the matrix pencil $\alpha E-\beta A$. The pencil and the corresponding system (4)-(5) are said to be regular if $\operatorname{det}(\alpha E-\beta A) \neq 0$ for some $(\alpha, \beta) \in \mathbb{C}^{2}$. Regular systems are solvable in the sense that (4) admits a classical solution $\xi: \mathbb{R} \rightarrow \mathbb{R}^{n}$ with $\xi$ differentiable in the image of $E$ for all sufficiently smooth controls $u$ and consistent initial conditions $\xi_{0}[9,12,44]$.

For regular pencils, generalized eigenvalues are the pairs $(\alpha, \beta) \in \mathbb{C}^{2} \backslash\{(0,0)\}$ for which $\operatorname{det}(\alpha E-\beta A)=0$. If $\beta \neq 0$, then the pair represents the finite eigenvalue $\lambda=\alpha / \beta$. If $\beta=0$, then $(\alpha, \beta)$ represents an "infinite" eigenvalue. In the following, for simplicity, we use the notation with $\lambda$.

The solution and many properties of the free descriptor system (with $u=0$ ) can be characterized in terms of the Weierstraß canonical form (WCF) for regular matrix pencils.

Theorem 1 [16] If $\lambda E-A$ is a regular pencil, then there exist nonsingular matrices $X=\left[\begin{array}{ll}X_{r} & X_{\infty}\end{array}\right] \in \mathbb{R}^{n, n}$ and $Y=\left[\begin{array}{cc}Y_{r} & Y_{\infty}\end{array}\right] \in \mathbb{R}^{n, n}$ for which

$$
Y^{T} E X=\left[\begin{array}{c}
Y_{r}^{T}  \tag{7}\\
Y_{\infty}^{T}
\end{array}\right] E\left[\begin{array}{ll}
X_{r} & X_{\infty}
\end{array}\right]=\left[\begin{array}{cc}
I & 0 \\
0 & N
\end{array}\right]
$$

and

$$
Y^{T} A X=\left[\begin{array}{c}
Y_{r}^{T}  \tag{8}\\
Y_{\infty}^{T}
\end{array}\right] A\left[\begin{array}{ll}
X_{r} & X_{\infty}
\end{array}\right]=\left[\begin{array}{ll}
J & 0 \\
0 & I
\end{array}\right],
$$

where $J$ is a matrix in Jordan canonical form whose diagonal elements are the finite eigenvalues of the pencil and $N$ is a nilpotent matrix, also in Jordan form. $J$ and $N$ are unique up to permutation of Jordan blocks.

Usually, the index of nilpotency $\nu$ of the nilpotent matrix $N$ in (7) is called the differentiation index or index of the system and if $E$ is nonsingular, then the pencil is said to be of index zero. In recent years the theory of descriptor systems has been extended to rectangular, time varying and even nonlinear systems and different index concepts, in particular the strangeness index, have been introduced, see [30] for a recent textbook. The strangeness index generalizes the index of a linear descriptor system to over- and underdetermined linear and nonlinear systems and it uses a slightly different counting, i.e., systems of the form (4) with an index of at most one have a strangeness-index zero and are called strangeness-free. For all other systems where the differentiaon index is defined it is the strangeness index plus 1 . Since we restrict ourselves to square systems, we will only use the differentiation index $\nu$ and call it the index of the system.

In the notation of (7)-(8), classical solutions of (4) take the form

$$
\xi(t)=X_{r} z_{1}(t)+X_{\infty} z_{2}(t),
$$

where

$$
\begin{align*}
\dot{z}_{1} & =J z_{1}+Y_{r}^{T} B_{1} u,  \tag{9}\\
N \dot{z}_{2} & =z_{2}+Y_{\infty}^{T} B_{1} u .
\end{align*}
$$

This system admits the explicit solution

$$
\begin{align*}
& z_{1}(t)=e^{t J} z_{1}\left(t_{0}\right)+\int_{t_{0}}^{t} e^{(t-s) J} Y_{r}^{T} B_{1} u(s) d s, \\
& z_{2}(t)=-\sum_{i=0}^{\nu-1} \frac{d^{i}}{d t^{i}}\left(N^{i} Y_{\infty}^{T} B_{1} u(t)\right), \tag{10}
\end{align*}
$$

where $\nu$ is the index of the system. Equation (10) shows that for regular systems that are not of index at most one, in order to have classical, continuous solutions, the input $u$ has to be sufficiently smooth and to ensure a smooth response for every continuous input $u$, the system must be regular and of index at most one. This property may, however, be achieved by feedback. If this is the case then the system is said to be regularizable.

Equation (10) also shows that the initial condition $\xi_{0}$ is restricted. For a given input function $u$, the set of consistent initial conditions is given by

$$
\begin{equation*}
\mathcal{S}=\left\{X_{r} z_{1}+X_{\infty} z_{2} \mid z_{1} \in \mathbb{R}^{r}, z_{2}=-\sum_{i=0}^{\nu-1}\left(\frac{d^{i}}{d t^{i}}\left(N^{i} Y_{\infty}^{T} B_{1} u\right)(0)\right)\right\} . \tag{11}
\end{equation*}
$$

The set $\mathcal{R}$ of reachable states or reachable set of (4) from the set $\mathcal{S}$ of consistent initial conditions is $\mathcal{S}$ itself [44].

Coming back to second order descriptor systems and their first order representations, one should note first that there is no unique way of performing this transformation to first order, see [33] for large vector spaces of first order formulations in the context of eigenvalue problems. As a consequence, the solution space and the set of admissible controls may be different for different first order formulations. This has recently been shown in the context of the numerical solution of higher order differential-algebraic systems [35, 41]. There, it also has been demonstrated that the classical first order formulations may even lead to false results if certain smoothness conditions are not met or if the initial conditions are not chosen properly.

Let us illustrate these difficulties with the well-known example of mechanical multibody systems.

Example 2 Consider a simplified, linearized model of a two-dimensional, three-link mobile manipulator [22]. The Lagrangian equations of motion in its linearized form are given by a linear second order system

$$
\begin{aligned}
M_{0} \ddot{z}+G_{0} \dot{z}+K_{0} z & =B_{0} u-H_{0}^{T} \phi, \\
H_{0} z & =0,
\end{aligned}
$$

where $M_{0}$ represents the nonsingular mass matrix, $G_{0}$ the coefficient matrix associated with damping, centrifugal, gravity and Coriolis forces, $K_{0}$ the stiffness matrix and $H_{0}$ the constraint, whereas $\phi$ is a vector of Lagrange multipliers.

Setting $x=\left[\begin{array}{l}x_{1} \\ x_{2}\end{array}\right]=\left[\begin{array}{c}z \\ \phi\end{array}\right]$, and adding an output equation

$$
y=C z=\left[\begin{array}{cc}
C_{0} & 0
\end{array}\right] x,
$$

we obtain a descriptor system of the form (1)-(2) given by

$$
\begin{aligned}
{\left[\begin{array}{cc}
M_{0} & 0 \\
0 & 0
\end{array}\right] \ddot{x}+\left[\begin{array}{cc}
G_{0} & 0 \\
0 & 0
\end{array}\right] \dot{x}+\left[\begin{array}{cc}
K_{0} & H_{0}^{T} \\
H_{0} & 0
\end{array}\right] x } & =\left[\begin{array}{c}
B_{0} \\
0
\end{array}\right] u, \\
y & =\left[\begin{array}{cc}
C_{0} & 0
\end{array}\right] x .
\end{aligned}
$$

If one would follow the usual approach for ordinary differential equations then one would introduce a new state vector, often called descriptor vector,

$$
\xi=\left[\begin{array}{c}
\dot{x} \\
x
\end{array}\right]=\left[\begin{array}{c}
\dot{z} \\
\dot{\phi} \\
z \\
\phi
\end{array}\right] .
$$

Under the usual assumptions that $M_{0}$ is invertible and that $H_{0}$ has full row rank, it is easy to check that the resulting descriptor system has blocks of size 4 in the Weierstraß form associated with the eigenvalue $\infty$ and thus an index $\nu=4$. It follows that the input functions have to be at least three times continuously differentiable to obtain a continuous solution.

As a simple example consider the system

$$
\left[\begin{array}{ll}
1 & 0  \tag{12}\\
0 & 0
\end{array}\right] \ddot{x}+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \dot{x}+\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right] x=\left[\begin{array}{l}
1 \\
0
\end{array}\right] u
$$

which has the structure of a constrained and damped mechanical system. The classical first order version yields

$$
E=\left[\begin{array}{llll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right], A=\left[\begin{array}{cccc}
1 & 0 & 1 & 1 \\
0 & 0 & 1 & 0 \\
-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

A transformation $(\hat{E}, \hat{A})=P(E, A) Q$ with

$$
P=\left[\begin{array}{cccc}
0 & 0 & 0 & -1 \\
-1 & 1 & -1 & 0 \\
0 & -1 & 1 & 0 \\
0 & 1 & 0 & 0
\end{array}\right], Q=\left[\begin{array}{cccc}
0 & 0 & -1 & -1 \\
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

yields the Weierstraß canonical form

$$
(\hat{E}, \hat{A})=\left(\left[\begin{array}{ll|ll}
0 & 1 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\hline 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ll|ll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]\right)
$$

which consists only of one block associated with the eigenvalue $\infty$ of size 4 .
This classical approach, however, is usually not taken in practice, since on one hand it would introduce the unnecessary derivative of the Lagrange multiplier $\phi$, which may not be differentiable and also this approach would require extra initial values associated with $\dot{\phi}\left(t_{0}\right)$ which usually are not available. In practice, one therefore uses the knowledge about the structure of the system and introduces the reduced descriptor vector

$$
\xi=\left[\begin{array}{l}
\xi_{1} \\
\xi_{2} \\
\xi_{3}
\end{array}\right]=\left[\begin{array}{c}
\dot{z} \\
z \\
\phi
\end{array}\right] .
$$

In this way one obtains a first order descriptor system of the form

$$
\begin{align*}
& {\left[\begin{array}{ccc}
M_{0} & 0 & 0 \\
0 & 0 & 0 \\
0 & I & 0
\end{array}\right] \dot{\xi}=\left[\begin{array}{ccc}
-G_{0} & -K_{0} & -H_{0}^{T} \\
0 & -H_{0} & 0 \\
I & 0 & 0
\end{array}\right] \xi+\left[\begin{array}{c}
B_{0} \\
0 \\
0
\end{array}\right] u,}  \tag{13}\\
& y=\left[\begin{array}{lll}
0 & C_{0} & 0
\end{array}\right] \xi
\end{align*}
$$

which has index $\nu=3$.

For the simple system (12) the first order formulation (13) has

$$
E=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right], A=\left[\begin{array}{rrr}
-1 & -1 & -1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right]
$$

If we use the transformation $(\hat{E}, \hat{A})=P(E, A) Q$ with

$$
P=\left[\begin{array}{rrr}
-1 & 0 & 0 \\
0 & 0 & -1 \\
0 & 1 & 0
\end{array}\right], Q=\left[\begin{array}{rrr}
0 & -1 & 0 \\
0 & 0 & -1 \\
1 & 1 & 1
\end{array}\right]
$$

then we obtain the Weierstraß canoniocal form

$$
(\hat{E}, \hat{A})=\left(\left[\begin{array}{lll}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\right)
$$

which has only one block of size 3 .
From this example we see that different first order formulation lead to different index and therefore to different differentiabilty requirements for the input functions $u$ which we assume to be at least piecewise continuous functions.

But there is a second difficulty which both first order formulations in Example 2 share, that is connected to the controllability and observability of the descriptor system and its first order formulations.

To describe this second difficulty we return again to our review of results for first order descriptor systems (4)-(5). Typically one or more of the following conditions are essential for most classical control design aims.

$$
\begin{array}{ll}
\mathbf{C 0}: & \operatorname{rank}\left[\alpha E-\beta A, B_{1}\right]=n \text { for all }(\alpha, \beta) \in \mathbb{C}^{2} \backslash\{(0,0)\} ; \\
\text { C1: } & \operatorname{rank}\left[\lambda E-A, B_{1}\right]=n \text { for all } \lambda \in \mathbb{C} ;  \tag{14}\\
\mathbf{C 2 :} & \operatorname{rank}\left[E, A S_{\infty}(E), B_{1}\right]=n
\end{array}
$$

A regular first order descriptor system is called completely controllable or $C$ controllable if C 0 holds [44] and controllable in the reachable set or $\mathcal{R}$-controllable if condition C 1 holds. The system is called strongly controllable or $S$-controllable, if C 1 and C 2 hold [5]. C-controllability ensures that for any given initial and final states $\xi_{0}, \xi_{f}$ there exists a piecewise continuous control $u$ that transfers the system from $\xi_{0}$ to $\xi_{f}$ in finite time [44], while S-controllability ensures the same for any given initial and final states in the reachable set, i.e. $\xi_{0}, \xi_{f} \in \mathcal{R}$. Systems that satisfy Condition C2 are called controllable at infinity, impulse controllable, or $I$-controllable $[11,27,43]$. For these systems, impulsive modes that arise from a high index of $(E, A)$ can be avoided by a suitable linear feedback, see [4, 5]. It has been shown in [12] that a first order descriptor system is C-controllable if and only if it is $\mathcal{R}$-controllable and $\operatorname{rank}\left[\begin{array}{cc}E & B_{1}\end{array}\right]=n$. To have S-controllability, however, the condition that $\operatorname{rank}\left[\begin{array}{ll}E & B_{1}\end{array}\right]=n$ is not needed as the following example shows.

Example 3 Consider the artificial example

$$
\left[\begin{array}{ll}
0 & 0 \\
0 & 0
\end{array}\right] \dot{x}=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right] x+\left[\begin{array}{l}
0 \\
1
\end{array}\right] u
$$

The associated pencil ( $E, A$ ) is not regular but obviously the system is Icontrollable, since a piecewise continuous input does not lead to impulsive behaviour. It is also easy to verify that the system is $\mathcal{R}$ - and $S$-controllable but not C-controllable.

Observability for descriptor systems is the dual of controllability. Consider the following conditions:

$$
\begin{align*}
& \text { O0: } \quad \operatorname{rank}\left[\begin{array}{c}
\alpha E-\beta A \\
C_{1}
\end{array}\right]=n \text { for all }(\alpha, \beta) \in \mathbb{C}^{2} \backslash\{(0,0)\} ;  \tag{15}\\
& \text { O1: } \quad \operatorname{rank}\left[\begin{array}{c}
\lambda E-A \\
C_{1}
\end{array}\right]=n \text { for all } \lambda \in \mathbb{C} \\
& \text { O2: } \quad \operatorname{rank}\left[\begin{array}{c}
E \\
T_{\infty}^{T}(E) A \\
C_{1}
\end{array}\right]=n
\end{align*}
$$

A regular descriptor system is called completely observable or C-observable if condition O 0 holds, observable in the reachable set or $\mathcal{R}$-observable if condition O 2 holds and strongly observable or $S$-observable if conditions O 1 and O 2 hold. A system that satisfies condition O 2 is called observable at infinity, impulseobservable or I-observable. Analogous to the controllable case a system is Cobservable if and only if it is $\mathcal{R}$-observable and rank $\left[\begin{array}{c}E \\ C_{1}\end{array}\right]=n$, see [12].

Note that the conditions (14) are preserved under equivalence transformations of the system and under state and output feedback. Analogous properties hold for (15).

Classical design approaches in control require the system to be at least Scontrollable and S-observable, see [12, 30, 34]. But it is well-known that in many practical examples, e.g. in the context of constrained mechanical systems, the resulting system in neither of the first order formulations as described in Example 2 is I-controllable and $I$-observable.

Example 4 Consider the first order formulation (13) in Example 2 with

$$
E=\left[\begin{array}{ccc}
M_{0} & 0 & 0 \\
0 & 0 & 0 \\
0 & I & 0
\end{array}\right], A=\left[\begin{array}{ccc}
-G_{0} & -K_{0} & -H_{0}^{T} \\
0 & -H_{0} & 0 \\
I & 0 & 0
\end{array}\right], B_{1}=\left[\begin{array}{c}
B_{0} \\
0 \\
0
\end{array}\right], C_{1}=\left[\begin{array}{lll}
0 & C_{0} & 0
\end{array}\right] .
$$

Here we immediately see that

$$
\left[\begin{array}{lll}
E & A S_{\infty}(E) & B_{1}
\end{array}\right]=\left[\begin{array}{ccccc}
M_{0} & 0 & 0 & -H_{0}^{T} & B_{0} \\
0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0
\end{array}\right]
$$

does not have full row rank if constraints are present, and hence the system is not Icontrollable. Similarly,

$$
\left[\begin{array}{c}
E \\
T_{\infty}^{T}(E) A \\
C_{1}
\end{array}\right]=\left[\begin{array}{ccc}
M_{0} & 0 & 0 \\
0 & 0 & 0 \\
0 & I & 0 \\
0 & -H_{0} & 0 \\
0 & C_{0} & 0
\end{array}\right]
$$

does not have full column rank either, i.e. the system is not $I$-observable. Furthermore, neither $\left[\begin{array}{cc}E & B_{1}\end{array}\right]$ has full row rank, nor $\left[\begin{array}{c}E \\ C_{1}\end{array}\right]$ has full column rank and hence the system is neither $C$-controllable nor $C$-observable.

It should be noted that a first order system that is regular and of index at most one is always I-controllable, since already $\operatorname{rank}\left[E, A S_{\infty}(E)\right]$ is full, which follows directly from the Weierstraß canonical form.

Since the conditions of I-controllability and I-observability are so important, it has been discussed for the first order case in [6] for linear systems with constant coefficients and in $[7,26,29,31]$ for linear variable coefficient and nonlinear systems (see also [30]), how systems that are not I-controllable can be modified either by index reduction or by feedback to have this property. It has also been argued in [6] that if the system is not I-observable, then the modeling of the system should be reconsidered, since this means that impulsive modes may arise within the system but are not observed.

In view of all these difficulties it is a natural question to ask whether the choice of the first order formulation may be the reason for the described difficulties with the I-controllability and I-observability. To analyze this question is the topic of the present paper which is organized as follows.

In Section 2 we derive normal forms that allow to check the controllability and observability conditions and the construction of adequate first order formulations. In Sections 3 and 4 we then derive the controllability and observability conditions for second order systems analogous to $\mathrm{C} 0, \mathrm{C} 1, \mathrm{C} 2$ and $\mathrm{O} 1, \mathrm{O} 2, \mathrm{O} 3$. We demonstrate that we can always find first order formulations which are guaranteed to be I-controllable and I-observable, so that the described difficulties can be avoided. We finish with some conclusions.

## 2 Normal forms

In this section we will discuss partial normal forms for matrix triples. The general results for matrix tuples can be found in [35].

Definition 5 Two second order descriptor systems of the form (1) with system matrices $(M, G, K, B)$ and $(\hat{M}, \hat{G}, \hat{K}, \hat{B})$ are called strongly equivalent if there exist nonsingular matrices $P \in \mathbb{R}^{n, n}, Q \in \mathbb{R}^{n, n}$ and $V \in \mathbb{R}^{m, m}$ such that

$$
\begin{equation*}
\hat{M}=P M Q, \quad \hat{G}=P G Q, \quad \hat{K}=P K Q, \quad \hat{B}=P B V \tag{16}
\end{equation*}
$$

We write $(M, G, K, B) \sim(\hat{M}, \hat{G}, \hat{K}, \hat{B})$.

Canonical forms under strong equivalence are only known for the case of matrix pairs, giving the Weierstraß and Kronecker canonical forms, [15, 16]. For matrix triples or larger tuples such canonical forms are not known. Condensed forms which present partial information about the invariants associated with the eigenvalue $\infty$ and the singular chains have recently been given in [35]. We will recall and extend these results below.

Another class of equivalence transformations that is studied in matrix polynomials are unimodular transformations such as adding the $\lambda a$ multiple of one row to another (or the same for columns) without increasing the degree of the polynomial. The analogue of these transformations in the context of descriptor systems is well studied [30] and has been discussed in the context of higher order systems in [35]. We reformulate these transformations using the concept of differential polynomials, see e.g. [25]. Let $\mathbb{R}\left[D_{i}\right]$ be the set of $i$-th order differential polynomials with coefficients in $\mathbb{R}$, i.e.

$$
\mathbb{R}\left[D_{i}\right]:=\left\{\left.a_{0}+a_{1} \frac{d}{d t}+a_{2} \frac{d^{2}}{d t^{2}}+\ldots+a_{i} \frac{d^{i}}{d t^{i}} \right\rvert\, a_{k} \in \mathbb{R}, k=0,1, \ldots, i\right\} .
$$

Since we do not want to increase the order of the polynomial, we consider only the following restricted transformations.

Definition 6 Systems $M \ddot{x}+G \dot{x}+K x=B u$ and $\hat{M} \ddot{x}+\hat{G} \dot{x}+\hat{K} x=\hat{B} u$, with $M, G, K, \hat{M}, \hat{G}, \hat{K} \in \mathbb{R}^{n, n}, B, \hat{B} \in \mathbb{R}^{n, m}$ are called order preserving unimodularily equivalent, or opu-equivalent if there exists $P \in \mathbb{R}\left[D_{2}\right]^{n, n}$ with constant nonzero determinant such that

$$
P(M \ddot{x}+G \dot{x}+K x-B u)=\hat{M} \ddot{x}+\hat{G} \dot{x}+\hat{K} x-\hat{B} u .
$$

The concept of opu-equivalence requires that the order of differentiation in $x, u$ does not increase. In Section 4 we will make use of analogous transformations which do not increase the order of differentiation in $x$ but allow that derivatives of the input function $u$ are introduced. To distinguish these two types of transformations we call the latter ones state order preserving unimodularily equivalences, or sopu-equivalences.

We will also discuss the following type of feedbacks.
Definition 7 Systems $M \ddot{x}+G \dot{x}+K x=B u$ and $M \ddot{x}+\hat{G} \dot{x}+\hat{K} x=B \hat{u}$ are called equivalent under proportional feedback if there exists a matrix $F_{0}$ of appropriate dimension such that $\hat{K}=K+B F_{0}$.
They are called equivalent under first order derivative feedback if there exists a matrix $F_{1}$ of appropriate dimension such that $\hat{G}=G+B F_{1}$.

After introducing the definitions, we now describe a condensed form under strong equivalence.

Theorem 8 Consider the system (1). Then there exist nonsingular matrices $P, Q \in \mathbb{R}^{n, n}$ such that the coefficients in the transformed system

$$
\begin{equation*}
\hat{M} \ddot{\tilde{x}}+\hat{G} \dot{\hat{x}}+\hat{K} \hat{x}-\hat{B} u=P M Q \ddot{\tilde{x}}+P G Q \dot{\hat{x}}+P K Q \hat{x}-P B u \tag{17}
\end{equation*}
$$

that is obtained by setting $x=Q \hat{x}$ have the following form

$$
\begin{align*}
& \left(\left[\begin{array}{cccccccc}
I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccccccc}
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\right. \\
& \left.\left[\begin{array}{cccccccc}
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\
0 & 0 & 0 & 0 & I_{s(0,1)} & 0 & 0 & 0 \\
0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\
I_{s(0,1,2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
\hat{B}_{4} \\
\hat{B}_{5} \\
\hat{B}_{6} \\
\hat{B}_{7} \\
\hat{B}_{8} \\
\hat{B}_{9} \\
\hat{B}_{10} \\
\hat{B}_{11} \\
\hat{B}_{12} \\
\hat{B}_{13}
\end{array}\right]\right), \tag{18}
\end{align*}
$$

where $s^{(0,1,2)}, s^{(1,2)}, s^{(0,2)}, s^{(0,1)}, d^{(2)} d^{(1)}, a$ and $v$ are nonnegative integers and the blocks denoted by $*$ are not specified

Proof. This result follows directly from Theorem 12 in [35] with $f=B u$. $\quad \square$ Based on Theorem 8 we can then show the following result.

Theorem 9 Consider system (1)-(2). Then there exists a sequence of strong and opu-equivalence transformations such that the transformed system

$$
\hat{M} \ddot{\hat{x}}+\hat{G} \dot{\hat{x}}+\hat{K} \hat{x}=\hat{B} \hat{u}
$$

has the form

$$
\begin{aligned}
& {\left[\begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \ddot{\hat{x}}+\left[\begin{array}{cccc}
\hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & I & 0 & 0 \\
\hat{G}_{31} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{x}}+\left[\begin{array}{cccc}
\hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
\hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
\hat{K}_{31} & \hat{K}_{32} & \hat{K}_{33} & 0 \\
\hat{K}_{41} & \hat{K}_{42} & \hat{K}_{43} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right] \hat{x}=\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
\hat{B}_{4} \\
\hat{B}_{5} \\
0
\end{array}\right] \hat{u},} \\
& y=\left[\begin{array}{llll}
\hat{C}_{1} & \hat{C}_{2} & \hat{C}_{3} & \hat{C}_{4}
\end{array}\right] \hat{x}
\end{aligned}
$$

where

$$
\hat{x}=\left[\begin{array}{llll}
\hat{x}_{1}^{T} & \hat{x}_{2}^{T} & \hat{x}_{3}^{T} & \hat{x}_{4}^{T}
\end{array}\right]^{T}
$$

and, furthermore, $\hat{B}_{3}, \hat{B}_{4}$ and $\hat{B}_{5}$ have full row rank.
Proof. A detailed constructive proof is given in Appendix A.
Theorem 10 Consider system (1)-(2). Then there exists a sequence of strong and opu-equivalence transformations, as well as proportional feedbacks and first order derivative feedbacks such that the transformed system

$$
\hat{M} \ddot{\hat{x}}+\hat{G} \dot{\hat{x}}+\hat{K} \hat{x}=\hat{B} \hat{u}
$$

has the form

$$
\begin{align*}
& {\left[\begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \ddot{\hat{x}}+\left[\begin{array}{cccc}
\hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & I & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{x}}+\left[\begin{array}{cccc}
\hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
\hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right] \hat{x}=\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
0
\end{array}\right] \hat{u}} \\
& y=\left[\begin{array}{llll}
\hat{C}_{1} & \hat{C}_{2} & \hat{C}_{3} & \hat{C}_{4}
\end{array}\right] \hat{x} \tag{19}
\end{align*}
$$

where

$$
\hat{x}=\left[\begin{array}{llll}
\hat{x}_{1}^{T} & \hat{x}_{2}^{T} & \hat{x}_{3}^{T} & \hat{x}_{4}^{T}
\end{array}\right]^{T}
$$

and $\hat{B}_{3}$ has full row rank.
Proof. A detailed constructive proof is given in Appendix B.
Remark 11 It should be noted that even though the proofs to Theorems 9 and 10 as well as that of the condensed form (18) are constructive, see [32, 35] in general, they cannot be implemented in a numerically reliable way. As an alternative way, for matrix pencils, staircase algorithms have been constructured that determine the structural information in the condensed forms via orthogonal transformations, see e.g. [13, 42].

We can use the normal form (19) to derive a first order formulation which, as we will show later, avoids the difficulties of other first order formulations.

Corollary 12 Consider system (1)-(2). Then there exists a bijective map between the solutions of (1) and the components $\xi_{2}, \ldots, \xi_{5}$ of the first order system $\hat{E} \dot{\xi}=$ $\hat{A} \xi+\tilde{B}_{1} \hat{u}$ given by

$$
\begin{align*}
& {\left[\begin{array}{c|cccc}
I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\hline 0 & I & 0 & 0 & 0
\end{array}\right] \dot{\xi}=\left[\begin{array}{c|cccc}
0 & -\hat{K}_{11} & -\hat{K}_{12} & -\hat{K}_{13} & 0 \\
0 & -\hat{K}_{21} & -\hat{K}_{22} & -\hat{K}_{23} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -I \\
\hline I & 0 & 0 & 0 & 0
\end{array}\right] \xi+\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
0 \\
\hline 0
\end{array}\right] \hat{u}} \\
& y=\left[\begin{array}{lllll}
0 & \hat{C}_{1} & \hat{C}_{2} & \hat{C}_{3} & \hat{C}_{4}
\end{array}\right] \xi \tag{20}
\end{align*}
$$

where $\hat{B}_{3}$ has full row rank,

$$
\xi=\left[\begin{array}{lllll}
\xi_{1}^{T} & \xi_{2}^{T} & \xi_{3}^{T} & \xi_{4}^{T} & \xi_{5}^{T}
\end{array}\right]^{T}=\left[\begin{array}{lllll}
\dot{\hat{x}}_{1}^{T} & \hat{x}_{1}^{T} & \hat{x}_{2}^{T} & \hat{x}_{3}^{T} & \hat{x}_{4}^{T}
\end{array}\right]^{T}
$$

and $\hat{x}=\left[\begin{array}{llll}\hat{x}_{1}^{T} & \hat{x}_{2}^{T} & \hat{x}_{3}^{T} & \hat{x}_{4}^{T}\end{array}\right]^{T}$ is a solution of (19).
Furthermore, the first order system (20) is I-controllable.
Proof. By solving for $\xi_{1}$ in the last block row of (20) we obtain (19) which is equivalent to (1)-(2).

The I-controllability of (20) follows immediately from the definition, since in this case

$$
\left[E, A S_{\infty}(E), B\right]=\left[\begin{array}{ccccc|cc|c}
I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 & -\hat{K}_{13} & 0 & \hat{B}_{1} \\
0 & 0 & I & 0 & 0 & -\hat{K}_{23} & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & 0 & 0 & 0 & -I & 0 \\
\hline 0 & I & 0 & 0 & 0 & -\hat{G}_{13} & 0 & 0
\end{array}\right]
$$

has full rank.
Remark 13 The bijectivity of the map in Corollary 12 follows from the fact that strong equivalence transformations form a bijection and that the linear combination of derivatives of equations that do contain the output (opu-equivalence) does not change the solution sets of classical solutions.

If the system is considered in the distributional setting, then one has to be careful with opu-equivalences, since then the impulse-order may change but the smooth parts of the solution are still mapped in a bijective way. See [17, 30] for a detailed discussion of this issue.

Let us illustrate these results with some examples.
Example 14 Consider the artificial second order descriptor system (1) with

$$
M=0, G=\left[\begin{array}{ll}
0 & 1 \\
0 & 0
\end{array}\right], K=\left[\begin{array}{ll}
0 & 0 \\
1 & 0
\end{array}\right], B=\left[\begin{array}{l}
1 \\
0
\end{array}\right] .
$$

Since this is in fact a first order system, we can check its I-controllability using condition C2 with $E=G, A=-K, B_{1}=B$ and see that

$$
\operatorname{rank}\left[\begin{array}{lll}
E & A S_{\infty}(E) & B
\end{array}\right]=\operatorname{rank}\left[\begin{array}{cc|c|c}
0 & 1 & 0 & 1 \\
0 & 0 & -1 & 0
\end{array}\right]=2 .
$$

But if we perform the classical transformation to first order, then we obtain

$$
\tilde{E}=\left[\begin{array}{ll|ll}
1 & 0 & 0 & 0 \\
0 & 1 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right], \tilde{A}=\left[\begin{array}{cc|cc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
\hline 0 & 0 & 0 & -1 \\
-1 & 0 & 0 & 0
\end{array}\right], \tilde{B}=\left[\begin{array}{c}
0 \\
0 \\
\hline 1 \\
0
\end{array}\right] .
$$

In this case

$$
\left[\begin{array}{ccc}
\tilde{E} & \tilde{A} S_{\infty}(\tilde{E}) & \tilde{B}
\end{array}\right]=\left[\begin{array}{cccc|cc|c}
1 & 0 & 0 & 0 & 1 & 0 & 0 \\
0 & 1 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & -1 & 1 \\
0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],
$$

does not have full row rank and hence the system is not I-controllable.
In this system we can easily reduce the classical first order formulation to one which is I-controllable by carrying out an index reduction procedure on the first order formulation.

The previous example seems artificial but a similar phenomenon arises for constrained mechanical systems.

Example 15 Consider again the system (12). The first order version (13) yields

$$
E=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 1 & 0
\end{array}\right], A=\left[\begin{array}{ccc}
-1 & -1 & -1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{array}\right], B_{1}=\left[\begin{array}{l}
1 \\
0 \\
0
\end{array}\right]
$$

which is obviously not I-controllable.
If, however, we use the construction to the normal form (19), then we obtain a system with

$$
\hat{M}=0, \quad \hat{G}=0, \quad \hat{K}=K, \quad \hat{B}=B
$$

and this system is I-controllable.
We see from these examples that the choice of the first order formulation is important. While the classical first order formulation of the system may not be I-controllable, the normal form (19) allows to obtain a first order formulation that is I-controllable.

Remark 16 A natural question that arises is whether we could not just formally first introduce a first order formulation and then perform index reduction via transformation to normal form, including opu-equivalence transformations. This is indeed possible if the original triple is regular, i.e., $\operatorname{det}\left(\lambda^{2} M+\lambda G+K\right) \neq 0$, since it is then known that the length of chains associated with the eigenvalue $\infty$ is kept invariant under the classical companion formulation [20]. This is not true any longer if $\operatorname{det}\left(\lambda^{2} M+\lambda G+K\right)$ vanishes identically as the following example of [8] shows. For the singular matrix polynomial

$$
P(\lambda)=\left[\begin{array}{cc}
\lambda^{2}+\lambda & 0 \\
1 & 0
\end{array}\right]
$$

the right nullspace is $x(\lambda)=e_{2}$ which creates a chain of length 1 and the left nullspace is $y(\lambda)=\left[\begin{array}{cc}-1 & \lambda^{2}+\lambda\end{array}\right]$ which gives $y_{0}=-e_{1}, y_{1}=e_{2}, y_{2}=e_{2}$ and thus the chain has length 3.

Considering the first companion linearization, we get

$$
L(\lambda)=\lambda\left[\begin{array}{ll|ll}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right]+\left[\begin{array}{rr|rr}
1 & 0 & 0 & 0 \\
0 & 0 & 1 & 0 \\
\hline-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right]
$$

The right and left nullspace vector-polynomials are

$$
x(\lambda)=\left[\begin{array}{c}
0 \\
\lambda \\
\hline 0 \\
1
\end{array}\right], \quad y(\lambda)=\left[\begin{array}{c}
1 \\
\frac{-\lambda^{2}-\lambda}{\lambda+1} \\
0
\end{array}\right]
$$

and clearly the right chain does not have the same length as in the original matrix polynomial.

Furthermore, performing a first order formulation first may substantially change the sensitivity of the problem, in particular when computing the index reduction, see [35] for an illustrative example.

Thus it is generally preferable to perform index reductions and reformulations on the original data which is the second order pencil.

In the next section we will show how we can use the condensed forms of this section to check the different controllability and observability conditions directly for second order systems and how to derive first order formulations that preserve these conditions.

## 3 Controllability for second order systems

For a descriptor system (1)-(3), the following definitions extend the concepts of C-controllability and C-observability to second order descriptor systems.

Definition 17 Consider a system as in (1)-(3). A set $\mathcal{R} \subseteq \mathbb{R}^{n}$ is called reachable from $x_{0}, \dot{x}_{0}$, if for every $x_{f} \in \mathcal{R}$ there exists a piecewise continuous input function $u$ that transfers the system in finite time from $x\left(t_{0}\right)=x_{0}$ to $x_{f}$.

A set $\mathcal{R} \subseteq \mathbb{R}^{n} \times \mathbb{R}^{n}$ is called $\mathcal{R} 2$-reachable from $x_{0}$, $\dot{x}_{0}$, if for every $x_{f}, \dot{x}_{f} \in \mathcal{R}$ there exists a piecewise continuous input function $u$ that transfers the system in finite time from $x\left(t_{0}\right)=x_{0}, \dot{x}\left(t_{0}\right)=\dot{x}_{0}$ to $x_{f}, \dot{x}_{f}$. The system is called
i) C-controllable if for any $x_{0}$ and $\dot{x}_{0}$ and any $x_{f} \in \mathbb{R}^{n}$, there exist a time $t_{f}$ and a piecewise continuous input function $u:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{m}$ such that $x\left(t_{f}\right)=x_{f}$;
ii) strongly C2-controllable, if for any $x_{0}, \dot{x}_{0}$ and any $x_{f}, \dot{x}_{f} \in \mathbb{R}^{n}$, there exist a time $t_{f}$ and a piecewise continuous input function $u:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{m}$ such that $x\left(t_{f}\right)=x_{f}, \dot{x}\left(t_{f}\right)=\dot{x}_{f} ;$
iii) $\mathcal{R}$-controllable if any state $x_{f}$ in the reachable set $\mathcal{R}$ can be reached from any admissible $x_{0}, \dot{x}_{0}$ in finite time;
iv) $\mathcal{R} 2$-controllable if any state and derivative $\left(x_{f}, \dot{x}_{f}\right)$ in the $\mathcal{R} 2-r e a c h a b l e ~ s e t$ can be reached from any admissible $x_{0}, \dot{x}_{0}$ in finite time.

Using the normal form (19) we may variation of C2-controllability, which is better adapted to the problem.

Definition 18 A system in normal form (19) is called C2-controllable, if for any $\hat{x}(0), \dot{\hat{x}}_{1}(0)$ and any $\hat{x}_{f} \in \mathbb{R}^{n}, \hat{x}_{1, f} \in \mathbb{R}^{\operatorname{dim}\left(\hat{x}_{1}\right)}$, there exists a time $t_{f}$ and a piecewise continuous input function $u:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{m}$ such that $\hat{x}\left(t_{f}\right)=\hat{x}_{f}, \hat{x}\left(t_{f}\right)=\hat{x}_{1, f}$.

We immediately see that a strongly C2-controllable second order descriptor system is also C2-controllable, a C2-controllable second order descriptor system is also C-controllable and that an $\mathcal{R} 2$-controllable second order descriptor system is also $\mathcal{R}$-controllable.

For the analysis of controllability conditions let us first discuss the case that $M$ is invertible, i.e. we have an implicitely defined second order ordinary differential equation. Then it is known that C-controllability is equivalent to C2-, strong C2-, $\mathcal{R} 2-$ and $\mathcal{R}$-controllability and all five are characterized by the Hautus criterion [1, 24],

$$
\operatorname{rank}\left[\begin{array}{cc}
\lambda^{2} M+\lambda G+K & B \tag{21}
\end{array}\right]=n, \text { for all } \lambda \in \sigma(M, G, K)
$$

where $\sigma(M, G, K)$ denotes the spectrum of the matrix polynomial $P(\lambda)=\lambda^{2} M+$ $\lambda G+K$, i.e. the roots of $\operatorname{det} P(\lambda)$.

Strong C2-controllability and $\mathcal{R} 2$-controllability is trivially characterized via the classical (companion) first order form.

Corollary 19 Consider a second order descriptor system (1) and its classical (companion) first order form

$$
\left[\begin{array}{cc}
M & 0  \tag{22}\\
0 & I
\end{array}\right] \dot{z}=\left[\begin{array}{cc}
-G & -K \\
I & 0
\end{array}\right] z+\left[\begin{array}{l}
B \\
0
\end{array}\right] u
$$

i) System (1) is strongly C2-controllable if and only if (22) is C-controllable.
ii) System (1) is $\mathcal{R} 2-$ controllable if and only if (22) is $\mathcal{R}$-controllable.

To characterize the other controllability conditions for second order descriptor systems, we make use of the condensed forms of Section 2. From (19) we see that for a consistent initial condition in the variables that occur only in first order we can only prescribe initial values and not initial derivatives. This immediately implies the following corollary.

Corollary 20 i) A second order system in normal form (19) is C2-controllable if and only if the associated first order system (20) is C-controllable.
ii) A second order system in normal form (19) is $\mathcal{R} 2-c o n t r o l l a b l e$ if and only if the associated first order system (20) is $\mathcal{R}$-controllable.

We can illustrate the difference between strong C2-controllability and C2controllability by the following example.

Example 21 Consider the following C2-controllable second order system in normal form (19)

$$
\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \ddot{x}+\left[\begin{array}{ll}
0 & 0 \\
0 & 1
\end{array}\right] \dot{x}+\left[\begin{array}{cc}
0 & 0 \\
-1 & 0
\end{array}\right]=\left[\begin{array}{l}
1 \\
0
\end{array}\right] u
$$

The first order formulation given in Corollary 12 is given by

$$
\left[\begin{array}{l|ll}
1 & 0 & 0 \\
0 & 0 & 1 \\
\hline 0 & 1 & 0
\end{array}\right] \dot{\xi}=\left[\begin{array}{l|ll}
0 & 0 & 0 \\
0 & 1 & 0 \\
\hline 1 & 0 & 0
\end{array}\right] \xi+\left[\begin{array}{c}
1 \\
0 \\
\hline 0
\end{array}\right] u
$$

This system is $C$-controllable, since

$$
\operatorname{rank}\left[\begin{array}{ll}
\alpha E-\beta A & B_{1}
\end{array}\right]=\left[\begin{array}{ccc|c}
\alpha & 0 & 0 & 1 \\
0 & -\beta & \alpha & 0 \\
-\beta & \alpha & 0 & 0
\end{array}\right]=3 \text { for all }(\alpha, \beta) \in \mathbb{C}^{2} \backslash\{(0,0)\}
$$

But the classical first order formulation

$$
\left[\begin{array}{cc|cc}
1 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
\hline 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1
\end{array}\right] \dot{z}=\left[\begin{array}{cc|cc}
0 & 0 & 0 & 0 \\
0 & 1 & -1 & 0 \\
\hline-1 & 0 & 0 & 0 \\
0 & -1 & 0 & 0
\end{array}\right] z+\left[\begin{array}{l}
1 \\
0 \\
\hline 0 \\
0
\end{array}\right] u
$$

is not $C$-controllable

$$
\operatorname{rank}\left[\begin{array}{ll}
\alpha E-\beta A & B_{1}
\end{array}\right]=\left[\begin{array}{cccc|c}
\alpha & 0 & 0 & 0 & 1 \\
0 & -\beta & \beta & 0 & 0 \\
\beta & 0 & \alpha & 0 & 0 \\
0 & \beta & 0 & \alpha & 0
\end{array}\right] \neq 4 \text { for } \beta=0
$$

and hence the original system is not strongly C2-controllable. It is easily checked that both first order formulations are $\mathcal{R}$-controllable.

In order to study I-controllability we will make use of different types of feedback.

Definition 22 Consider a second order descriptor system (1)-(2).
i) The system is called proportionally I-controllable if there exists a state feedback $u=\hat{u}-F_{0} x$ such that the closed loop system with the coefficients $\left(M, G, K+B F_{0}\right)$ is regular and of index at most one.
ii) The system is called differentially I-controllable if there exists a first order derivative feedback $u=\hat{u}-F_{1} \dot{x}$ such that the closed loop system $\left(M, G+B F_{1}, K\right)$ is regular and of index at most one.
iii) The system is called proportionally and differentially I-controllable or just Icontrollable if there exist a proportional and a first order derivative feedback $u=\hat{u}-F_{0} x-F_{1} \dot{x}$ such that the closed loop system $\left(M, G+B F_{1}, K+B F_{0}\right)$ is regular and of index at most one.

It is straightforward to show that strong equivalence transformations preserve all types of controllability for second order descriptor systems.

The same is true for proportional and first order derivative feedback. On the other hand opu-equivalence transformations preserve C -, C 2 - and strong C2controllability as well as $\mathcal{R}$ - and $\mathcal{R} 2$-controllability but may turn a system that is not I-controllable into one that is I-controllable.

Example 23 Consider the first order descriptor system (4) given by

$$
\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \dot{\xi}+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right] \xi=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right] u
$$

The system is not I-controllable, since

$$
\operatorname{rank}\left[\begin{array}{lll}
E & A S_{\infty}(E) & B_{1}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{ccc|cc|c}
1 & 0 & 0 & 0 & 0 & 1 \\
0 & 0 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]=2,
$$

but if we apply the opu-equivalence transformation of multiplying by

$$
P=\left[\begin{array}{ccc}
1 & 0 & -\frac{d}{d t} \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]
$$

from the left, then we obtain the I-controllable system

$$
\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right] \dot{\xi}+\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{array}\right] \xi=\left[\begin{array}{l}
1 \\
1 \\
0
\end{array}\right] u
$$

As we will see below, a combination of opu-equivalence transformations and proportional and first order derivative feedbacks together always allows to make a second order system regular and of index at most one, which then implies I-controllability. See also [30,31] for similar results in the first order case.

In the following we derive algebraic characterizations for the different controllability conditions. We begin with systems in normal form (19).

Theorem 24 Consider a second order descriptor system (1) in normal form (19) and let (20) be the first order system derived from this normal form.
i) The first order system (20) is $\mathcal{R}$-controllable if the system matrices of the normal form (19) satisfy (21).
ii) System (20) is I-controllable.
iii) System (20) is $C$-controllable if and only if it is $\mathcal{R}$-controllable and the 4 th row in (19) is void.

Proof. Let $n_{1}$ be the size of the component $\xi_{1}$. To see that i) holds, we observe that (20) is $\mathcal{R}$-controllable if and only if

$$
\operatorname{rank}\left[\begin{array}{cccccc}
\lambda I & \lambda \hat{G}_{11}-\hat{K}_{11} & -\hat{K}_{12} & \lambda \hat{G}_{13}-\hat{K}_{13} & 0 & \hat{B}_{1} \\
0 & -\hat{K}_{21} & \lambda I-\hat{K}_{22} & -\hat{K}_{23} & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & 0 & -I & 0 \\
-I & -\lambda I & 0 & 0 & 0 & 0
\end{array}\right]=n+n_{1},
$$

and this is the case if and only if

$$
\operatorname{rank}\left[\begin{array}{cccccc}
0 & -\lambda^{2} I+\lambda \hat{G}_{11}-\hat{K}_{11} & -\hat{K}_{12} & \lambda \hat{G}_{13}-\hat{K}_{13} & 0 & \hat{B}_{1} \\
0 & -\hat{K}_{21} & \lambda I-\hat{K}_{22} & -\hat{K}_{23} & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & 0 & -I & 0 \\
I & 0 & 0 & 0 & 0 & 0
\end{array}\right]=n+n_{1},
$$

which holds if and only if

$$
\operatorname{rank}\left[\begin{array}{ccccc}
-\lambda^{2} I+\lambda \hat{G}_{11}-\hat{K}_{11} & -\hat{K}_{12} & \lambda \hat{G}_{13}-\hat{K}_{13} & 0 & \hat{B}_{1} \\
-\hat{K}_{21} & \lambda I-\hat{K}_{22} & -\hat{K}_{23} & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & -I & 0
\end{array}\right]=n .
$$

By comparison with (19) we see that this holds if and only if $\operatorname{rank}\left[\begin{array}{cc}-\lambda^{2} M+\lambda G-K & B\end{array}\right]=n$ for all $\lambda \in \mathbb{C}$, which proves the assertion.
ii) We first carry out a strong equivalence transformation by a change of basis that eliminates $\hat{G}_{11}, \hat{G}_{13}$, and turn (20) to the form

$$
\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & -I & 0 & 0 & 0
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{ccccc}
0 & \hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
0 & \hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I \\
I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0
\end{array}\right] \hat{\xi}=\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
0 \\
0
\end{array}\right] \hat{u} .
$$

This system is I-controllable if the matrix

$$
\left[\begin{array}{cccccccc}
I & 0 & 0 & 0 & 0 & \hat{K}_{13} & 0 & \hat{B}_{1} \\
0 & 0 & I & 0 & 0 & \hat{K}_{23} & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & 0 & 0 & 0 & I & 0 \\
0 & -I & 0 & 0 & 0 & \hat{G}_{13} & 0 & 0
\end{array}\right]
$$

has full row rank. But this follows since $\hat{B}_{3}$ has full row rank.
iii) Since, see e.g. [4], a first order descriptor system is C-controllable if it is $\mathcal{R}$-controllable and [ $E \quad B_{1}$ ] has full row rank, we can just check this rank condition. In the given case this matrix has the form

$$
\left[\begin{array}{cccccc}
I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 & \hat{B}_{1} \\
0 & 0 & I & 0 & 0 & \hat{B}_{2} \\
0 & 0 & 0 & 0 & 0 & \hat{B}_{3} \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & -I & 0 & 0 & 0 & 0
\end{array}\right],
$$

and since $\hat{B}_{3}$ has full row rank, this matrix has full row rank if and only if the 4th block row is void. Considering system (20), we see that this holds if and only if the part $\xi_{5}$ is void. But $\xi_{5}=\hat{x}_{4}$ and thus we have finished the proof.

Theorem 25 Consider a second order descriptor system (1) in normal form (19). Then the 4th component $\hat{x}_{4}$ in (19) is void if and only if $\operatorname{rank}\left[\begin{array}{lll}M & G & B\end{array}\right]=n$.

Proof. From the proof of Theorem 10 we see that the component $\hat{x}_{4}$ is void if and only if there is no rank deficit in $\left[\begin{array}{lllll}\hat{B}_{9}^{T} & \hat{B}_{10}^{T} & \hat{B}_{11}^{T} & \hat{B}_{12}^{T} & \hat{B}_{13}^{T}\end{array}\right]^{T}$, with $\hat{B}_{9}, \ldots, \hat{B}_{13}$ as in (18).

It remains to show that this is equivalent to $\operatorname{rank}\left[\begin{array}{lll}M & G & B\end{array}\right]=n$. Since this rank is invariant under strong equivalence transformations, it remains to show that $\operatorname{rank}\left[\begin{array}{lll}\hat{M} & \hat{G} & \hat{B}\end{array}\right]=n$ in (18) if and only if $\left[\begin{array}{lllll}\hat{B}_{9}^{T} & \hat{B}_{10}^{T} & \hat{B}_{11}^{T} & \hat{B}_{12}^{T} & \hat{B}_{13}^{T}\end{array}\right]^{T}$ has full row rank. But

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{ccc}
\hat{M} & \hat{G} & \hat{B}
\end{array}\right]= \\
& =\operatorname{rank}\left[\begin{array}{lllllllllllllllll}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & * & * & 0 & 0 & * & * & \hat{B}_{1} \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & * & * & 0 & 0 & * & * & \hat{B}_{2} \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & * & * & 0 & 0 & * & * & \hat{B}_{3} \\
0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & * & * & 0 & 0 & * & * & \hat{B}_{4} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & * & I & 0 & 0 & 0 & \hat{B}_{5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 & \hat{B}_{6} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{7} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{8} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{9} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{\hat{S}_{10}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{11} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{\hat{S}_{12}} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{13}
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{ccccccccc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{9} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{10} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{11} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{12} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & \hat{B}_{13}
\end{array}\right] \text {, }
\end{aligned}
$$

and hence the assertion follows.
Theorem 26 Consider a second order descriptor system (1) and the corresponding classical (companion) first order form (22). Then (22) is C-controllable if and only if (1) is $\mathcal{R} 2$-controllable and $\operatorname{rank}[M, B]=n$.

Proof. System (22) is C-controllable if and only if

$$
\operatorname{rank}\left[\begin{array}{ccc}
\alpha M-\beta G & -\beta K & B \\
\beta I & \alpha I & 0
\end{array}\right]=2 n .
$$

Setting $\beta=0$ gives $\operatorname{rank}[M, B]=n$ and $\beta \neq 0$ gives the $\mathcal{R} 2$-controllability condition.
Obviously, for a second order descriptor system (1), rank $\left[\begin{array}{cc}\lambda^{2} M+\lambda G+K & B\end{array}\right]$ is invariant under strong equivalence transformations, proportional and first order derivative feedback and opu-equivalence transformations. Thus, we can combine these results with Corollary 19 and 20.

Corollary 27 A second order descriptor system of the form (1) is
i) $\mathcal{R 2}$ 2-controllable if and only if

$$
\operatorname{rank}\left[\begin{array}{ll}
\lambda^{2} M+\lambda G+K & B
\end{array}\right]=n, \text { for all } \lambda \in \mathbb{C}
$$

ii) C2-controllable if and only if it is $\mathcal{R} 2-c o n t r o l l a b l e$ and

$$
\operatorname{rank}\left[\begin{array}{ccc}
M & G & B
\end{array}\right]=n
$$

iii) strongly C2-controllable if and only if it is $\mathcal{R} 2-c o n t r o l l a b l e ~ a n d ~$

$$
\operatorname{rank}\left[\begin{array}{cc}
M & B
\end{array}\right]=n
$$

Let us illustrate this result with an example.
Example 28 Continuing with the data of Example 15, we obtain

$$
\operatorname{rank}\left[\begin{array}{cc}
\lambda^{2} M+\lambda G+K & B
\end{array}\right]=\operatorname{rank}\left[\begin{array}{ccc}
\lambda^{2}+\lambda+1 & 1 & 1 \\
1 & 0 & 0
\end{array}\right]=2 \text { for all } \lambda \in \mathbb{C}
$$

Hence, the system is $\mathcal{R} 2-c o n t r o l l a b l e, ~ w h i l e ~$

$$
\operatorname{rank}\left[\begin{array}{ccc}
M & G & B
\end{array}\right]=\operatorname{rank}\left[\begin{array}{ccccc}
1 & 0 & 1 & 0 & 1 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]=1
$$

and thus the system is not C2-controllable.
To characterize I-controllability we use the condensed form (18) which can be obtained by using only strong equivalence transformations.

Theorem 29 Consider a second order descriptor system (1) in condensed form (18). The system is
i) proportionally I-controllable if and only if in (18) the 7th and 8th block row are void and the matrix $\left[\begin{array}{lll}\hat{B}_{10}^{T} & \ldots & \hat{B}_{13}^{T}\end{array}\right]^{T}$ has full row rank;
ii) first order derivative I-controllable if and only if in (18) the 10th to 12th block row are void and the matrix $\left[\begin{array}{ccc}\hat{B}_{7}^{T} & \hat{B}_{8}^{T} & \hat{B}_{13}^{T}\end{array}\right]^{T}$ has full row rank;
iii) proportional and first order derivative I-controllable if and only if in (18) the matrix $\left[\begin{array}{ccccc}\hat{B}_{7}^{T} & \hat{B}_{8}^{T} & \hat{B}_{10}^{T} & \ldots & \hat{B}_{13}^{T}\end{array}\right]^{T}$ has full row rank.

Proof. From the proof of Theorem 10 we observe the following.
a) If in (18) the 7 th and 8 th block rows are void, then we do not need a first order derivative feedback to make the system regular and of index at most one. If these are not void, then proportional feedback is not enough to achieve this.
b) Similarly, if in (18) the 10th to 12 th block rows are void, then we do not need a proportional feedback to make the system regular and of index at most one. If these are not void, then first order derivative feedback is not enough to achieve this.
c) If in (18) the matrix

$$
\left[\begin{array}{lllll}
\hat{B}_{7}^{T} & \hat{B}_{8}^{T} & \hat{B}_{10}^{T} & \ldots & \hat{B}_{13}^{T}
\end{array}\right]^{T}
$$

has full row rank, then we do not need opu-equivalence transformations to make the system regular and of index at most one. If there is a rank deficit, then proportional and first order derivative feedback is not sufficient to make the system regular and of index at most one.

Then with c) we obtain iii), with a) and c) we obtain i) and with b) and c) we get ii).

Theorem 29 shows that the condensed form (18) and the canonical from (19) allow to check the different controllability properties for second order descriptor systems. For mathematical elegance and simpler description it would also be nice to have a coordinate-free algebraic characterization. This is given in the following theorem.

Theorem 30 Consider a second order descriptor system (1) and its condensed form (18) and let $s^{(0,1,2)}, s^{(0,2)}, s^{(0,1)}$ and $s^{(1,2)}$ be the integer quantities defined in Theorem 8. Then the system is
i) proportionally and first order derivative I-controllable if and only if $\operatorname{rank}\left[\begin{array}{llll}M & G S_{\infty}^{1} & K S_{\infty}^{2} & B\end{array}\right]=n$, where the columns of the matrix $S_{\infty}^{1}$ form a basis of kernel $M$, the columns of $S_{\infty}^{2}$ form a basis of kernel $\left[\begin{array}{c}M \\ Z_{1}^{T} G\end{array}\right]$ \} kernel $\left[\begin{array}{c}M \\ Z_{1}^{T} G \\ Z_{3}^{T} K\end{array}\right]$, the columns of $Z_{1}$ form a basis of kernel $M^{T}$ and those of $Z_{3}$ form a basis of kernel $\left[\begin{array}{c}M^{T} \\ G^{T}\end{array}\right]$;
ii) proportionally I-controllable if and only if it satisfies i) and $s^{(0,1,2)}=s^{(1,2)}=0$;
iii) first order derivative I-controllable if and only if it satisfies i) and $s^{(0,1,2)}=$ $s^{(0,2)}=s^{(0,1)}=0$.

Proof. i) In the condensed form (18) we have that

$$
\begin{aligned}
& {\left[\begin{array}{cccccccc|cccc|c|c}
M & G S_{\infty}^{1} & K S_{\infty}^{2} & B
\end{array}\right]=} \\
& {\left[\begin{array}{cccccccccc}
I_{s(0,1,2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & \hat{B}_{1} \\
0 & I_{s}(1,2) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & \hat{B}_{2} \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & \hat{B}_{3} \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & \hat{B}_{4} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{s^{(0,1)}} & 0 \\
0 & 0 & 0 & \hat{B}_{5} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} \\
0 & 0 & 0 & \hat{B}_{6} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_{7} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_{8} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{a} & \hat{B}_{9} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_{10} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_{11} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & \hat{B}_{12} \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & \hat{B}_{13}
\end{array}\right] .}
\end{aligned}
$$

Thus, $\quad \operatorname{rank}\left[\begin{array}{llll}M & G S_{\infty}^{1} & K S_{\infty}^{2} & B\end{array}\right]=n \quad$ if and only if the matrix $\left[\begin{array}{lllll}\hat{B}_{7}^{T} & \hat{B}_{8}^{T} & \hat{B}_{10}^{T} & \ldots & \hat{B}_{13}^{T}\end{array}\right]^{T}$ has full row rank. Then by Theorem 29 iii) the system is proportionally and first order derivative I-controllable.

It remains to show that $\operatorname{rank}\left[\begin{array}{llll}M & G S_{\infty}^{1} & K & S_{\infty}^{2}\end{array} \quad B\right]$ is invariant under strong equivalence. For this let

$$
\tilde{M}=P M Q, \tilde{G}=P G Q, \tilde{K}=P K Q, \tilde{B}=P B V
$$

and let $\tilde{Z}_{1}, \quad \tilde{Z}_{3}, \quad \tilde{S}_{\infty}^{1}, \quad \tilde{S}_{\infty}^{2}$ be the corresponding subspaces. Since $\tilde{M} v=0$ if and only if $P M Q v=0$ if and only if $M Q v=0$, we obtain $Q \tilde{S}_{\infty}^{1}=S_{\infty}^{1}$ and analogously $P^{T} \tilde{Z}_{1}=Z_{1}$ and $P^{T} \tilde{Z}_{3}=Z_{3}$. Since, furthermore

$$
\left[\begin{array}{c}
\tilde{M} \\
\tilde{Z} \\
1 \\
T \\
G
\end{array}\right] v=0 \Leftrightarrow\left[\begin{array}{c}
P M Q \\
Z_{1}^{T} P^{-1} P G Q
\end{array}\right] v=0 \Leftrightarrow\left[\begin{array}{c}
M \\
Z_{1}^{T} G
\end{array}\right] Q v=0
$$

and

$$
\left[\begin{array}{c}
\tilde{M} \\
\tilde{Z}_{1}^{T} \tilde{G} \\
\tilde{Z}_{3}^{T} \tilde{K}
\end{array}\right] v=0 \Leftrightarrow\left[\begin{array}{c}
P M Q \\
Z_{1}^{T} P^{-1} P G Q \\
Z_{3}^{T} P^{-1} P K Q
\end{array}\right] v=0 \Leftrightarrow\left[\begin{array}{c}
M \\
Z_{1}^{T} G \\
Z_{3}^{T} K
\end{array}\right] Q v=0
$$

we have $Q \tilde{S}_{\infty}^{2}=S_{\infty}^{2}$. Thus, altogether we have

$$
\begin{array}{cc} 
& \operatorname{rank}\left[\tilde{M}, \tilde{G} \tilde{S}_{\infty}^{1}, \tilde{K} \tilde{S}_{\infty}^{2}, \tilde{B}\right] \\
= & \operatorname{rank}\left[P M Q, P G Q Q^{-1} S_{\infty}^{1}, P K Q Q^{-1} S_{\infty}^{2}, P B V\right] \\
= & \operatorname{rank}\left[M, G S_{\infty}^{1}, K S_{\infty}^{2}, B\right]
\end{array}
$$

This finishes the proof of i). Parts ii) and iii) then follow from Theorem 29.
Remark 31 If in Theorem 30 we have $M=0$, then $S_{\infty}^{1}=I, Z_{1}=I, Z_{3}$ is a basis of kernel $G^{T}$, and $S_{\infty}^{2}$ is a basis of

$$
\text { kernel } G \backslash \text { kernel }\left[\begin{array}{c}
G \\
Z_{3} K
\end{array}\right]
$$

Thus, $\operatorname{rank}\left[\begin{array}{llll}M & G S_{\infty}^{1} & K S_{\infty}^{2} & B\end{array}\right]=\operatorname{rank}\left[\begin{array}{lll}G & K S_{\infty}^{2} & B\end{array}\right]$. In this case, the condensed form is

$$
\left(0,\left[\begin{array}{cccc}
I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & I_{d^{(1)}} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc}
0 & * & 0 & * \\
0 & * & 0 & * \\
0 & 0 & I_{a} & 0 \\
I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{c}
\hat{B}_{5} \\
\hat{B}_{6} \\
\hat{B}_{9} \\
\hat{B}_{10} \\
\hat{B}_{13}
\end{array}\right]\right),
$$

and thus
$\operatorname{rank}\left[\begin{array}{lll}G & K S_{\infty}^{2} & B\end{array}\right]=\operatorname{rank}\left[\begin{array}{cccc|c|c}I_{s^{(0,1)}} & 0 & 0 & 0 & 0 & \hat{B}_{5} \\ 0 & I_{d^{(1)}} & 0 & 0 & 0 & \hat{B}_{6} \\ 0 & 0 & 0 & 0 & I_{a} & \hat{B}_{9} \\ 0 & 0 & 0 & 0 & 0 & \hat{B}_{10} \\ 0 & 0 & 0 & 0 & 0 & \hat{B}_{13}\end{array}\right]=\operatorname{rank}\left[\begin{array}{lll}G & K S_{\infty}(G) & B\end{array}\right]$.
This shows that Theorem 30 is a direct generalization of the I-controllability results for first order systems.

Example 32 Continuing with Example 14, we obtain that the system is proportionally and first order derivative I-controllable if and only if $\operatorname{rank}\left[\begin{array}{lll}G & K S_{\infty}(G) & B\end{array}\right]=n$, which we have seen already. Since $M=0$ we have $s^{(0,1,2)}=s^{(1,2)}=s^{(0,2)}=0$ and, thus the system is proportionally I-controllable as well as first order derivative I-controllable.

Example 33 In Example 2 we have that

$$
G S_{\infty}^{1}=\left[\begin{array}{l}
0 \\
0
\end{array}\right], Z_{1}^{T} G=\left[\begin{array}{ll}
0 & 0
\end{array}\right], Z_{3}^{T} K=\left[\begin{array}{ll}
H_{1} & 0
\end{array}\right],
$$

and

$$
\text { kernel }\left[\begin{array}{c}
M \\
Z_{1}^{T} G
\end{array}\right] \backslash \text { kernel }\left[\begin{array}{c}
M \\
Z_{1}^{T} G \\
Z_{3}^{T} K
\end{array}\right]=\emptyset
$$

Then $\operatorname{rank}\left[\begin{array}{llll}M & G S_{\infty}^{1} & K S_{\infty}^{2} & B\end{array}\right]=3<n=5$, i.e. the system is not I-controllable.
We also have similar characterizations of C - and $\mathcal{R}$-controllability.
Theorem 34 Consider a second order descriptor system (1) and its first order formulation (20). Let $\mathcal{R}$ be the reachable set of (20) and let

$$
E_{0}=\left[\begin{array}{lllll}
0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right]
$$

be partitioned as $\hat{E}$ in (20). Then the following are equivalent:
i) The system is $C$-controllable.
ii) In the first order formulation (20) for $\xi_{2}\left(t_{0}\right), \ldots, \xi_{5}\left(t_{0}\right)$ and $\xi_{2 f}, \ldots, \xi_{5 f}$, there exist $t_{f}$ and an input function $u:\left[t_{0}, t_{f}\right] \rightarrow \mathbb{R}^{m}$, such that $\xi_{2}\left(t_{f}\right)=$ $\xi_{2 f}, \ldots, \xi_{5}\left(t_{f}\right)=\xi_{5 f}$.
iii) The system is $\mathcal{R}$-controllable and $\operatorname{Im}\left(E_{0}\right) \subset \mathcal{R}$.
iv) The system is $\mathcal{R}$-controllable and $\operatorname{rank}\left[\begin{array}{lll}M & G & B\end{array}\right]=n$.

Proof. The equivalence of i) and ii) is obvious. To prove the other equivalences, consider the first order system (20). Carrying out a strong equivalence transformation with

$$
P=\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & -I \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & I & 0
\end{array}\right], Q=\left[\begin{array}{ccccc}
I & -\hat{G}_{11} & 0 & -\hat{G}_{13} & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & I & 0
\end{array}\right]
$$

from left and right, respectively, we obtain the system

$$
\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{ccccc}
0 & \hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
-I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & \hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right] \hat{\xi}=\left[\begin{array}{c}
\hat{B}_{1} \\
0 \\
\hat{B}_{2} \\
\hat{B}_{3} \\
0
\end{array}\right] \hat{u},
$$

where $\xi=Q \hat{\xi}$. Since $\hat{B}_{3}$ has full row rank, we can compress its columns and eliminate with the full-rank part upwards. This gives the system

$$
\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{ccccc}
0 & \hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
-I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & \hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right] \hat{\xi}=\left[\begin{array}{cc}
0 & \tilde{B}_{1} \\
0 & 0 \\
0 & \tilde{B}_{2} \\
I & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
u_{1} \\
u_{2}
\end{array}\right] .
$$

Choosing a proportional feedback $u_{1}=v_{1}-\hat{\xi}_{4}, u_{2}=v_{2}$, which does not change the $\mathcal{R}$-controllability or the reachable set $\mathcal{R}$, we obtain a closed loop system $E \dot{\hat{\xi}}+A \hat{\xi}=B v$ of the form

$$
\left[\begin{array}{ccccc}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{ccccc}
0 & \hat{K}_{11} & \hat{K}_{12} & \hat{K}_{13} & 0 \\
-I & \hat{G}_{11} & 0 & \hat{G}_{13} & 0 \\
0 & \hat{K}_{21} & \hat{K}_{22} & \hat{K}_{23} & 0 \\
0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right] \hat{\xi}=\left[\begin{array}{cc}
0 & \tilde{B}_{1} \\
0 & 0 \\
0 & \tilde{B}_{2} \\
I & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2}
\end{array}\right] .
$$

Eliminating further in the second coefficient matrix, we get

$$
\left[\begin{array}{ccc|cc}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{ccc|cc}
0 & \hat{K}_{11} & \hat{K}_{12} & 0 & 0 \\
-I & \hat{G}_{11} & 0 & 0 & 0 \\
0 & \hat{K}_{21} & \hat{K}_{22} & 0 & 0 \\
\hline 0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I
\end{array}\right] \hat{\xi}=\left[\begin{array}{cc}
-\hat{K}_{13} & \tilde{B}_{1} \\
-\hat{G}_{13} & 0 \\
-\hat{K}_{23} & \tilde{B}_{2} \\
\hline I & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{c}
v_{1} \\
v_{2}
\end{array}\right] .
$$

This system has the form

$$
\left[\begin{array}{cc}
I & 0  \tag{23}\\
0 & N
\end{array}\right] \dot{\hat{\xi}}+\left[\begin{array}{cc}
A_{1} & 0 \\
0 & I
\end{array}\right] \hat{\xi}=\left[\begin{array}{c}
\bar{B}_{1} \\
\bar{B}_{2}
\end{array}\right] v .
$$

Following [12], we can determine the reachable set as

$$
\mathcal{R}=\mathbb{R}^{n_{1}} \oplus \mathcal{K}\left(N, \bar{B}_{2}\right)
$$

where $n_{1}=\operatorname{rank}(E), n_{2}=n-n_{1}$ and

$$
\mathcal{K}\left(N, \bar{B}_{2}\right)=\operatorname{Im}\left[\bar{B}_{2}, N \bar{B}_{2}, N^{2} \bar{B}_{2}, \ldots, N^{n_{2}-1} \bar{B}_{2}\right] .
$$

Since $N=0$ we obtain that

$$
\mathcal{R}=\operatorname{Im}\left[\begin{array}{c|c}
I & 0 \\
\hline 0 & \bar{B}_{2}
\end{array}\right]=\operatorname{Im}\left[\begin{array}{ccc|cc}
I & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 \\
\hline 0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

Incorporating the change of variables in the beginning, it remains to show that

$$
\operatorname{Im}\left[\begin{array}{cccc}
0 & 0 & 0 & 0  \tag{24}\\
I & 0 & 0 & 0 \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I
\end{array}\right] \subset \operatorname{Im}\left[\begin{array}{cccc}
I & -\hat{G}_{11} & 0 & -\hat{G}_{13} \\
0 & I & 0 & 0 \\
0 & 0 & I & 0 \\
0 & 0 & 0 & I \\
0 & 0 & 0 & 0
\end{array}\right]
$$

if and only if rank $\left[\begin{array}{lll}M & G & B\end{array}\right]=n$. But (24) holds if and only if if the last row is void, which is by Theorem 25 the case if and only if rank $\left[\begin{array}{lll}M & G & B\end{array}\right]=n$.

Theorem 35 The second order descriptor system (1) is $\mathcal{R}$-controllable if and only if for the corresponding first order system (23) the matrix

$$
\left[\begin{array}{lll}
0 & I & 0 \\
0 & 0 & I
\end{array}\right]\left[\bar{B}_{1}, A_{1} \bar{B}_{1}, A_{1}^{2} \bar{B}_{1}, \ldots, A_{1}^{n_{1}-1} \bar{B}_{1}\right]
$$

has full row rank.
Proof. From [12] it is known that for a first order system in the form (23) the reachable set is $\mathcal{R}=\mathbb{R}^{n_{1}} \oplus \operatorname{Im}\left(\mathcal{K}\left(N, \bar{B}_{2}\right)\right)$ and the reachable set from $\xi_{0}=0$ is $\mathcal{R}(0)=\operatorname{Im}\left(\mathcal{K}\left(A_{1}, \bar{B}_{1}\right)\right) \oplus \operatorname{Im}\left(\mathcal{K}\left(N, \bar{B}_{2}\right)\right)$. Thus, the first order system is $\mathcal{R}$-controllable if and only if $\operatorname{Im}\left(\mathcal{K}\left(A_{1}, \bar{B}_{1}\right)\right)=\mathbb{R}^{n_{1}}$. The second order descriptor system has in its state only the variables $\xi_{2}, \ldots, \xi_{4}$, the other variables come from the transformation to first order and are not relevant. Hence the proof follows.

We conclude this section with a summary of the obtained results. We have shown that natural extensions of the rank conditions $\mathrm{C} 0, \mathrm{C} 1, \mathrm{C} 2$ allow to characterize $\mathbf{C -}, \mathbf{C 2 -}$, strong $\mathbf{C 2 -} \mathcal{R}-, \mathcal{R} 2-$ and I-controllability for second order systems but that the common transformations to first order form may destroy the

I-controllability. This implies two possible routes for second order descriptor systems. Either one works directly with the second order form and avoids the transformation to first order, or one performs a transformation to first order that preserves the I-controllability. The latter approach would require the computation of the normal form (19). If a first order formulation is desirable then, however, it is essential to first regularize the system and to reduce the differentiation index to at most one.

## 4 Observability of second order descriptor systems

In this section we derive the corresponding observability conditions for second order descriptor systems and analyze, in particular, the duality between controllability and observability. For this we will need the subspace spanned by the right eigenvectors and principal vectors corresponding to the finite eigenvalues of $\lambda^{2} M+\lambda G+K$, see [21]. We call this space the right finite eigenspace of $\lambda^{2} M+\lambda G+K$, and denote by $P_{r, 2}$ the projection onto this space.

Definition 36 Consider a system as in (1)-(2). The system is called
i) C-observable if from an output $y=0$ for the input $u=0$ it already follows that the system has only the trivial solution $x=0$;
ii) $\mathcal{R}$-observable if from an output $y=0$ for the input $u=0$ it already follows that the solution $x$ satisfies $P_{r, 2} x=0$.
iii) I-observable if the impulsive behaviour of the solution is uniquely determined by the impulsive behaviour of the output $y$ and the jump behaviour of the input $u$.

Remark 37 Since for the trivial solution also its derivative vanishes, it makes no sense to define a concept like C2-observability.

Because the transformation from (19) to (20) leaves input and output unchanged and the impulsive behaviour of the newly introduced variables is uniquely determined by the impulsive behaviour of the old variables, I-observability of second order systems is a direct generalization of I-observability for first order systems. Thus, it follows immediately, that a system (19) is I-observable if and only if the corresponding first order system (20) is I-observable.

Theorem 38 Consider a second order descriptor system (1)-(2), in normal form (19) and let (20) be the first order system derived from this normal form. Then the system (19) is $\mathcal{R}$-observable if and only if the first order system (20) is $\mathcal{R}$ observable.

Proof. Let $\hat{P}_{r, 2}$ be the projection onto the right finite eigenspace of $\lambda^{2} \hat{M}+\lambda \hat{G}+\hat{K}$, with $\hat{M}, \hat{G}, \hat{K}$ as in (19) and let $\hat{P}_{r, 1}$ be the projection onto the right finite
eigenspace of $\lambda \hat{E}+\hat{A}$, with $\hat{E}, \hat{A}$ as in (20). If we choose the partitioning as in (19), then

$$
\hat{P}_{r, 2}=\left[\begin{array}{cc}
I & 0 \\
0 & I \\
0 & 0 \\
0 & 0
\end{array}\right] .
$$

So, if (19) is $\mathcal{R}$-observable and if we set $u=0$ and $y=0$, then it follows that $\hat{x}_{1}=0$ and thus also $\dot{\hat{x}}_{1}=0$. From the fifth block row of (20) it then follows that $\xi_{1}=\dot{\hat{x}}_{1}=0$. Accordingly $\xi$ has the Form $\xi=\left[0, \hat{x}^{T}\right]^{T}$. Because

$$
\hat{P}_{r, 1}=\left[\begin{array}{cc}
I & 0  \tag{25}\\
0 & \hat{P}_{r, 2}
\end{array}\right]
$$

it follows that $\hat{P}_{r, 1} \xi=0$ and so (20) is $\mathcal{R}$-observable. For the converse, observe that the solution $\xi$ of (20) has the form $\xi=\left[\begin{array}{c}\xi_{1} \\ \hat{x}\end{array}\right]$, where $\hat{x}$ is the solution of (19). From $\hat{P}_{r, 1} \xi=0$ and (25) it then follows immediately that $\hat{P}_{r, 2} \hat{x}=0$.

It is again straightforward to show that strong equivalence preserves all types of observability for second order descriptor systems. The same is true for opuequivalence transformations. Proportional or first order derivative feedback on the other hand may change the observability properties.
Example 39 The second order descriptor system $M \ddot{x}+G \dot{x}+K x=B u, y=C x$, with

$$
\begin{aligned}
& M=\left[\begin{array}{lll}
1 & & \\
& 0 & \\
& & 0
\end{array}\right], G=\left[\begin{array}{lll}
0 & & \\
& 1 & \\
& & 0
\end{array}\right], K=\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& & 1
\end{array}\right], \\
& \\
& \\
&
\end{aligned}
$$

is clearly C-observable, because from $u=0$ one obtains $x_{3}=0$ and from $y=0$ one gets $x_{1}=x_{2}=0$. For the proportional feedback $u=v+x_{3}$ and the closed loop system with input $v$ we obtain

$$
\begin{aligned}
& \hat{M}=\left[\begin{array}{lll}
1 & & \\
& 0 & \\
& & 0
\end{array}\right], \hat{G}=\left[\begin{array}{lll}
0 & & \\
& 1 & \\
& & 0
\end{array}\right], \hat{K}=\left[\begin{array}{lll}
0 & & \\
& 0 & \\
& & 0
\end{array}\right], \\
& B
\end{aligned}
$$

Here we can no longer make any statement about $x_{3}$. Similar examples can be constructed using first order derivative feedback. Analogously one can also show that $\mathcal{R}$-observability is not invariant.

To see the non-invariance of I-observability, consider a modification of system (12)

$$
\left[\begin{array}{ll}
1 & 0  \tag{26}\\
0 & 0
\end{array}\right] \ddot{x}+\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right] \dot{x}+\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right] x=\left[\begin{array}{l}
0 \\
1
\end{array}\right] u, y=\left[\begin{array}{ll}
1 & 0
\end{array}\right] x .
$$

Using as input the Heaviside function $H(t)$ which is 0 for $t<0$ and 1 for $t \geq 0$, the solution is $x_{1}=H(t)$ and $x_{2}=-H(t)-\dot{H}-\ddot{H}$, but this impulsive solution is not observed in the output $y=x_{1}$. Choosing the proportional feedback $u=-x_{2}+x_{1}+v$, we obtain $x_{2}=v$ and $x_{1}$ solves the second order differential equation $\ddot{x}_{1}+\dot{x}_{1}+x_{1}+x_{2}=0$. A jump in the input $v$ will be integrated and hence the output cannot contain impulsive parts if the input is piecewise continuous, i.e. all potential impulsive parts of the solution (of which there are none) are observed in the output.

The non-invariance under proportional or first order derivative feedback poses a problem in so far as we cannot use Theorem 10 to construct a system that can be correctly transformed to first order. For this reason we proceed in a different way and make use of Theorem 14 in [35] which implies the following result.

Theorem 40 Consider a second order descriptor system (1)-(2) with differentiation index $\nu$ and suppose that $B u$ is $\nu-1$ times continuously differentiable. Then there exists a sequence of strong equivalence transformations and sopuequivalence transformations such that the transformed system has the coefficients

$$
\begin{aligned}
& (\hat{M}, \hat{G}, \hat{K}, \hat{B})= \\
& \left(\left[\begin{array}{cccc}
I_{d^{2}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc}
\tilde{G}_{1,1} & 0 & 0 & \tilde{G}_{1,4} \\
0 & I_{d^{1}} & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right]\right. \\
& \left.\left[\begin{array}{cccc}
\tilde{K}_{1,1} & \tilde{K}_{1,2} & 0 & \tilde{K}_{1,4} \\
\tilde{K}_{2,1} & \tilde{K}_{2,2} & 0 & \tilde{K}_{2,4} \\
0 & 0 & I_{a} & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{c}
\hat{B}_{1} \\
\hat{B}_{2} \\
\hat{B}_{3} \\
\hat{B}_{4}
\end{array}\right]\right)
\end{aligned}
$$

where $\hat{M}, \hat{G}, \hat{K} \in \mathbb{R}^{n \times n}$ and $\hat{B} \in \mathbb{R}\left[D_{\mu}\right]^{n \times m}$.
Note here that we allow sopu-equivalences, which do not increase the differentiation order of $x$ but may introduce derivatives of $u$.

Remark 41 In contrast to Theorem 10, the transformed system with coefficients as in Theorem 40 requires derivates of $u$. But since we only consider $u=0$ to check $\mathcal{R}$ - and $C$-observability this is not a problem.

Now that we have a transformation to normal form that preserves $\mathcal{R}-, \mathrm{C}$ - and Iobservability, we immediately observe that the first order duality of controllability and observability [12, 28] also holds in the second order case if the particular output $y=C x$ is used, since transposing and changing the roles of $B$ and $C^{T}$ can be carried out also in the specific reduction order given by (20). Thus we have the following immediate consequences for the dual system to (1) given by

$$
\begin{equation*}
M^{T} \ddot{x}+G^{T} \dot{x}+K^{T} x=C^{T} u \tag{27}
\end{equation*}
$$

Theorem 42 Consider a second order descriptor system (1)-(2). The system is C-observable if and only if the dual system (27) is C2-controllable.

Proof. Let (1)-(2) be in normal form (19). The system is C-observable if and only if the corresponding first order system (20) is C-observable. This, however, is the case if and only if the dual first order system is C-controllable, see e.g. [12]. But the dual first order system is C-controllable if and only if the dual second order system is C2-controllable.

The result for $\mathcal{R}$-observability is analogous.
Theorem 43 Consider a second order descriptor system (1)-(2). The system is $\mathcal{R}$-observable if and only if the dual system (27) is $\mathcal{R} 2-c o n t r o l l a b l e$.

Proof. Using Theorem 38 the proof is analogous to that of Theorem 42.
Theorem 44 Consider a second order descriptor system (1)-(2). The system is I-observable if and only if the dual system (27) is proportionally and first order derivative I-controllable.

Proof. The proof is analogous to that of Theorem 42.
For completeness we will also present coordinate free algebraic conditions that can be immediately derived from the duality between controllability and observability.

Corollary 45 A a second order descriptor system (1)-(2) is
i) $\mathcal{R}$-observable if and only if

$$
\operatorname{rank}\left[\begin{array}{c}
\lambda^{2} M+\lambda G+K \\
C
\end{array}\right]=n
$$

ii) C-observable if and only if it is $\mathcal{R}$-observable and

$$
\operatorname{rank}\left[\begin{array}{c}
M \\
G \\
C
\end{array}\right]=n
$$

iii) I-observable if and only if

$$
\operatorname{rank}\left[\begin{array}{c}
M \\
T_{\infty}^{1} G \\
T_{\infty}^{2} K \\
C
\end{array}\right]=n
$$

where the rows of the matrix $T_{\infty}^{1}$ form a basis of cokernel $M$ and the rows of $T_{\infty}^{2}$ form a basis of

$$
\text { cokernel } \left.\left[\begin{array}{cc}
M & G Z_{2}
\end{array}\right] \backslash \text { cokernel }\left[\begin{array}{ccc}
M & G Z_{2} & K Z_{5}
\end{array}\right]\right)
$$

the columns of $Z_{2}$ form a basis of kernel $M$ and those of $Z_{5}$ form a basis of kernel $\left[\begin{array}{c}M \\ G\end{array}\right]$.

Remark 46 In the output equation (2) we could have also considered a term $C_{1} \dot{x}$. If such a term is present, then we can still transform to the form (19) and investigate the observability. In this case, however, the duality may be lost if derivatives of $\hat{x}_{2}, \ldots, \hat{x}_{5}$ occur.

## 5 Conclusion

We have shown how to extend the analysis of controllability and observability conditions to second order descriptor systems. We have demonstrated that the straightforward idea of using a classical first order formulation and then applying the first order results does not work, because in particular I-controllability and I-observability are not invariant under this transformation to first order. We have derived normal forms which can be used to check the controllability and observability conditions and from which we can obtain new first order formulations which preserve I-controllability and I-observability.

All the presented results can be extended to nonreal, rectangular and also higher order descriptor systems.

## References

[1] W. F. Arnold and A. J. Laub. Controllability and observability criteria for multivariable linear second-order model. IEEE Trans. Automat. Control, 29:163-165, 1984.
[2] Z. Bai, D. Bindel, J. Clark, J. Demmel, K. S. J. Pister, and N. Zhou. New numerical techniques and tools in SUGAR for 3D MEMS simulation. In Technical proceedings of the fourth international conference on Modeling and Simulation of Microsystems, pages 31-34, 2000.
[3] Z. Bai, P. De Wilde, and R. W. Freund. Reduced order modeling. In W. Schilders and E. J. W. ter Maten, editors, Handbook of Numerical Analysis. Vol. XIII, Numerical Methods in Electromagnetics, pages 825-895. 2005.
[4] A. Bunse-Gerstner, R. Byers, V. Mehrmann, and N. K. Nichols. Feedback design for regularizing descriptor systems. Lin. Alg. Appl., 299:119-151, 1999.
[5] A. Bunse-Gerstner, V. Mehrmann, and N. K. Nichols. Regularization of descriptor systems by derivative and proportional state feedback. SIAM J. Matr. Anal. Appl., 13:46-67, 1992.
[6] R. Byers, T. Geerts, and V. Mehrmann. Descriptor systems without controllability at infinity. SIAM J. Cont., 35:462-479, 1997.
[7] R. Byers, P. Kunkel, and V. Mehrmann. Regularization of linear descriptor systems with variable coefficients. SIAM J. Cont., 35:117-133, 1997.
[8] R. Byers, V. Mehrmann, and H. Xu. Staircase forms and trimmed linearization for structured matrix polynomials. 2007. Submitted for publication.
[9] S. L. Campbell. Singular Systems of Differential Equations I. Pitman, San Francisco, CA, 1980.
[10] D. Cobb. Controllability, observability and duality in singular systems. IEEE Trans. Automat. Control, 29:1076-1082, 1984.
[11] J. D. Cobb. On the solutions of linear differential equations with singular coefficients. J. Diff. Equations, 46:310-323, 1982.
[12] L. Dai. Singular Control Systems. Springer-Verlag, Berlin, Germany, 1989.
[13] J. W. Demmel and B. Kågström. Computing stable eigendecompositions of matrix pencils. Lin. Alg. Appl., 88:139-186, 1987.
[14] E. Eich-Soellner and C. Führer. Numerical Methods in Multibody Systems. Teubner Verlag, Stuttgart, Germany, 1998.
[15] F. R. Gantmacher. The Theory of Matrices I. Chelsea Publishing Company, New York, NY, 1959.
[16] F. R. Gantmacher. The Theory of Matrices II. Chelsea Publishing Company, New York, NY, 1959.
[17] T. Geerts. Invariant subspaces and invertibility properties for singular systems: The general case. Lin. Alg. Appl., 183:61-88, 1993.
[18] T. Geerts. Solvability conditions, consistency, and weak consistency for linear differential-algebraic equations and time-invariant linear systems: The general case. Lin. Alg. Appl., 181:111-130, 1993.
[19] M. Gerdts. Local minimum principle for optimal control problems subject to index-two differential-algebraic equations. Journal of Optimization Theory and Applications, 130 (3):443-462, 2006.
[20] I. Gohberg, M. A. Kaashoek, and P. Lancaster. General theory of regular matrix polynomials and band Toeplitz operators. Integr. Eq. Operator Theory, 11(6):776-882, 1988.
[21] I. Gohberg, P. Lancaster, and L. Rodman. Matrix Polynomials. Academic Press, New York, NY, 1982.
[22] M. Hou. A three-link planar manipulator model. Sicherheitstechnische Regelungs- und Meßtechnik, Bergische Universität-GH Wuppertal, Germany, May 1994.
[23] M. Hou. Descriptor Systems: Observer and Fault Diagnosis. Fortschr.-Ber. VDI Reihe 8, Nr. 482. VDI Verlag, Düsseldorf, Germany, 1999.
[24] A. Ilchmann. Contributions to Time-Varying Linear Systems. Verlag an der Lottbek, Hamburg, 1989.
[25] A. Ilchmann and V. Mehrmann. A behavioural approach to time-varying linear systems. i. general theory. SIAM J. Cont., 44:1725-1747, 2005.
[26] A. Ilchmann and V. Mehrmann. A behavioural approach to time-varying linear systems. ii. descriptor systems. SIAM J. Cont., 44:1748-1765, 2005.
[27] J. Kautsky, N. K. Nichols, and E. K-W. Chu. Robust pole assignment in singular control sytems. Lin. Alg. Appl., 121:9-37, 1989.
[28] H. W. Knobloch and H. Kwakernaak. Lineare Kontrolltheorie. SpringerVerlag, Berlin, Germany, 1985.
[29] P. Kunkel and V. Mehrmann. Analysis of over- and underdetermined nonlinear differential-algebraic systems with application to nonlinear control problems. Math. Control, Signals, Sys., 14:233-256, 2001.
[30] P. Kunkel and V. Mehrmann. Differential-Algebraic Equations. Analysis and Numerical Solution. EMS Publishing House, Zürich, Switzerland, 2006.
[31] P. Kunkel, V. Mehrmann, and W. Rath. Analysis and numerical solution of control problems in descriptor form. Math. Control, Signals, Sys., 14:29-61, 2001.
[32] P. Losse and V. Mehrmann. Algebraic characterization of controllability and observability for second order descriptor systems. Preprint 2006/21, Institut für Mathematik, TU Berlin, D-10623 Berlin, FRG, 2006. url: http://www.math.tu-berlin.de/preprints/.
[33] D. S. Mackey, N. Mackey, C. Mehl, and V. Mehrmann. Vector spaces of linearizations for matrix polynomials. SIAM J. Matr. Anal. Appl., 28:9711004, 2006.
[34] V. Mehrmann. The Autonomous Linear Quadratic Control Problem. Springer-Verlag, Berlin, Germany, 1991.
[35] V. Mehrmann and C. Shi. Transformation of high order linear differentialalgebraic systems to first order. Numer. Alg., 42 (3-4):281-307, 2006.
[36] P. C. Müller, P. Rentrop, W. Kortüm, and W. Führer. Constrained mechanical systems in descriptor form: identification, simulation and control. In Schiehlen W. (ed.): Advanced multibody system dynamics, pages 451-456. Kluwer Academic Publishers, Stuttgart, Germany, 1993.
[37] M. Otter, H. Elmqvist, and S. E. Mattson. Multi-domain modeling with modelica. In Paul Fishwick, editor, CRC Handbook of Dynamic System Modeling. CRC Press, 2006. to appear.
[38] P. J. Rabier and W. C. Rheinboldt. Nonholonomic Motion of Rigid Mechanical Systems from a DAE Viewpoint. SIAM Publications, Philadelphia, PA, 2000.
[39] T. Schmidt and M. Hou. Rollringgetriebe. Internal Report, Sicherheitstechnische Regelungs- und Meßtechnik, Bergische Universität, GH Wuppertal, Wuppertal, Germany, 1992.
[40] R. Schüpphaus and P. C. Müller. Control analysis and synthesis of linear mechanical descriptor systems. In Schiehlen W. (ed.): Advanced multibody system dynamics, pages 463-468. Kluwer Academic Publishers, Stuttgart, Germany, 1990.
[41] C. Shi. Linear Differential-Algebraic Equations of Higher-Order and the Regularity or Singularity of Matrix Polynomial. PhD thesis, TU Berlin, Institut für Mathematik, Str. des 17. Juni 136, D-10623 Berlin, Germany, 2004.
[42] P. Van Dooren. The computation of Kronecker's canonical form of a singular pencil. Lin. Alg. Appl., 27:103-141, 1979.
[43] G. C. Verghese, B. C. Lévy, and T. Kailath. A general state space for singular systems. IEEE Trans. Automat. Control, AC-26:811-831, 1981.
[44] E. L. Yip and R. F. Sincovec. Solvability, controllability and observability of continous descriptor systems. IEEE Trans. Automat. Control, AC-26:702707, 1981.

## A Proof of Theorem 9

We first use Theorem 8 to transform the system to condensed form (18).
$\left(\left[\begin{array}{cccc|cc|cc}I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]\right.$
$\left[\begin{array}{cccc|cc|cc}0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ \hline 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\ \hline I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{cccc|cc|cc}0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\ 0 & 0 & 0 & 0 & I_{s(0,1)} & 0 & 0 & 0 \\ 0 & 0 & I_{s(0,2)} & 0 & 0 & 0 & 0 & 0 \\ I_{s_{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

$$
\left.\left[\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3} \\
B_{4} \\
\hline B_{5} \\
B_{6} \\
\hline B_{7} \\
B_{8} \\
\hline B_{9} \\
B_{10} \\
B_{11} \\
B_{12} \\
\hline B_{13}
\end{array}\right]\right)
$$

Step 1:
To avoid fill-in in later steps we perform a column-compression $\left[0, \hat{B}_{13}\right]=B_{13} W$ on
$B_{13}$ and eliminate upwards in $B$ with the full-rank part $\hat{B}_{13}$ using strong equivalence transformations. This gives the form
$\left(\begin{array}{cccc|cc|cc}I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccc|cc|cc}0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & * & * & 0 & 0 & * & * \\ \hline 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\ \hline I_{s^{(0,1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{cccc|cc|cc}0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\ 0 & 0 & 0 & 0 & I_{s}(0,1) & 0 & 0 & 0 \\ 0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\ I_{s(0,1,2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$

$$
\left.\left[\begin{array}{cc}
\hat{B}_{1} & 0 \\
\hat{B}_{2} & 0 \\
\hat{B}_{3} & 0 \\
\hat{B}_{4} & 0 \\
\hline \hat{B}_{5} & 0 \\
\hat{B}_{6} & 0 \\
\hline \hat{B}_{7} & 0 \\
\hat{B}_{8} & 0 \\
\hline \hat{B}_{9} & 0 \\
\hat{B}_{10} & 0 \\
\hat{B}_{11} & 0 \\
\hat{B}_{12} & 0 \\
\hline 0 & \hat{B}_{13}
\end{array}\right]\right)
$$

Then we perform a full-rank decomposition of $\hat{B}_{12}$. Let $U \hat{B}_{12} V=\left[\begin{array}{cc}I & 0 \\ 0 & 0\end{array}\right]$ be the echelon form of $\hat{B}_{12}$ and let

$$
\begin{array}{cc}
P= & \operatorname{diag}(U, I, I, I, I, I, U, I, I, I, I, U, I) \\
Q= & \operatorname{diag}\left(U^{-1}, I, I, I, I, I, I, I\right)
\end{array}
$$

Performing a strong equivalence transformation with $P, Q$ and $V$ leads to the form
$\left(\begin{array}{ccccc|cc|cc}I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{ccccc|cc|cc}0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ \hline 0 & 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\ \hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{ccccc|cc|cc}0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{s}(0,1) & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left.\left[\begin{array}{ccc}B_{1}^{1} & B_{1}^{2} & 0 \\ B_{12}^{1} & B_{12}^{2} & 0 \\ B_{2}^{1} & B_{2}^{2} & 0 \\ B_{3}^{1} & B_{3}^{2} & 0 \\ B_{4}^{1} & B_{4}^{2} & 0 \\ \hline B_{5}^{1} & B_{5}^{2} & 0 \\ B_{6}^{1} & B_{6}^{2} & 0 \\ \hline B_{7}^{1} & B_{7}^{2} & 0 \\ B_{72}^{1} & B_{72}^{2} & 0 \\ B_{8}^{1} & B_{8}^{2} & 0 \\ \hline B_{9}^{1} & B_{9}^{2} & 0 \\ B_{10}^{1} & B_{10}^{2} & 0 \\ B_{11}^{1} & B_{11}^{2} & 0 \\ I & 0 & 0 \\ 0 & 0 & 0 \\ \hline 0 & 0 & \hat{B}_{13}\end{array}\right]\right)$.

Upward elimination with the identity matrix in the third last column of the $B$ matrix leads to the form
$\left(\begin{array}{ccccc|cc|cc}I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{ccccc|cc|cc}0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & 0 & 0 & * & * \\ \hline 0 & 0 & 0 & 0 & * & I_{s(0,1)} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\ \hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{ccccc|cc|cc}0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & * & 0 & * & 0 & * \\ \hline * & 0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\ * & 0 & 0 & 0 & 0 & I_{s}(0,1) & 0 & 0 & 0 \\ * & 0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left.\left[\begin{array}{ccc}B_{1}^{1} & B_{1}^{2} & 0 \\ B_{12}^{1} & B_{12}^{2} & 0 \\ B_{2}^{1} & B_{2}^{2} & 0 \\ B_{3}^{1} & B_{3}^{2} & 0 \\ B_{4}^{1} & B_{4}^{2} & 0 \\ \hline B_{5}^{1} & B_{5}^{2} & 0 \\ B_{6}^{1} & B_{6}^{2} & 0 \\ \hline B_{7}^{1} & B_{7}^{2} & 0 \\ B_{72}^{1} & B_{72}^{2} & 0 \\ B_{8}^{1} & B_{8}^{2} & 0 \\ \hline 0 & B_{9}^{2} & 0 \\ 0 & B_{10}^{2} & 0 \\ 0 & B_{11}^{2} & 0 \\ I & 0 & 0 \\ 0 & 0 & 0 \\ \hline 0 & 0 & \hat{B}_{13}\end{array}\right]\right)$.

## A corresponding decomposition of $B_{11}^{2}$ and upward elimination yields

$\left(\begin{array}{cccccc|cc|cc}I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccccc|cc|cc}0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & * & * \\ \hline 0 & 0 & 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\ \hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccccc|cc|cc}0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & * & 0 & * \\ \hline * & 0 & 0 & * & 0 & 0 & 0 & 0 & I_{a} & 0 \\ * & 0 & 0 & * & 0 & 0 & I_{s}^{(0,1)} & 0 & 0 & 0 \\ * & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left.\left[\begin{array}{cccc}B_{1}^{1} & B_{1}^{2} & B_{1}^{3} & 0 \\ B_{12}^{1} & B_{12}^{2} & B_{12}^{3} & 0 \\ B_{2}^{1} & B_{2}^{2} & B_{2}^{3} & 0 \\ B_{3}^{1} & B_{3}^{2} & B_{3}^{3} & 0 \\ B_{4}^{1} & B_{4}^{2} & B_{4}^{3} & 0 \\ \hline B_{5}^{1} & B_{5}^{2} & B_{5}^{3} & 0 \\ B_{6}^{1} & B_{6}^{2} & B_{6}^{3} & 0 \\ \hline B_{7}^{1} & B_{7}^{2} & B_{7}^{3} & 0 \\ B_{72}^{1} & B_{72}^{2} & B_{72}^{3} & 0 \\ B_{8}^{1} & B_{8}^{2} & B_{8}^{3} & 0 \\ \hline 0 & 0 & B_{9}^{3} & 0 \\ 0 & 0 & B_{10}^{3} & 0 \\ 0 & I & 0 & 0 \\ 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & B_{13}\end{array}\right]\right)$.

## Analogously proceeding with $B_{10}^{3}$ results in

$$
\begin{aligned}
& \left(\begin{array}{cccccc|ccc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
& {\left[\begin{array}{cccccc|ccc|cc}
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * \\
\hline 0 & 0 & 0 & 0 & 0 & * & I & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & * & 0 & I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s(1,2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \\
& {\left[\begin{array}{llllll|lll|ll}
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
\hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
\hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & * \\
\hline * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & I_{a} & 0 \\
* & 0 & 0 & * & 0 & 0 & I & 0 & 0 & 0 & 0 \\
* & 0 & 0 & * & 0 & 0 & 0 & I & 0 & 0 & 0 \\
* & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]}
\end{aligned}
$$

Finally, we perform the above steps for $B_{9}^{4}$ and obtain
$\left(\begin{array}{cccccc|ccc|ccc}I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s}{ }^{(1,2)} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccccc|ccc|ccc}0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ 0 & 0 & 0 & * & * & * & 0 & 0 & 0 & * & * & * \\ \hline 0 & 0 & 0 & 0 & 0 & * & I & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & * & 0 & I & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 & 0 \\ \hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{llllll|lll|lll}0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & I & 0 & 0 \\ * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & 0 & I & 0 \\ * & 0 & 0 & * & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & * & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 \\ * & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{cccccc}B_{1}^{1} & B_{1}^{2} & B_{1}^{3} & B_{1}^{4} & B_{1}^{5} & 0 \\ B_{12}^{1} & B_{12}^{2} & B_{12}^{3} & B_{12}^{4} & B_{12}^{5} & 0 \\ B_{2}^{1} & B_{2}^{2} & B_{2}^{3} & B_{2}^{4} & B_{2}^{5} & 0 \\ B_{31}^{1} & B_{31}^{2} & B_{31}^{3} & B_{31}^{4} & B_{31}^{5} & 0 \\ B_{32}^{1} & B_{32}^{2} & B_{32}^{3} & B_{32}^{4} & B_{32}^{5} & 0 \\ B_{4}^{1} & B_{4}^{2} & B_{4}^{3} & B_{4}^{4} & B_{4}^{5} & 0 \\ \hline B_{51}^{1} & B_{51}^{2} & B_{51}^{3} & B_{51}^{4} & B_{51}^{5} & 0 \\ B_{52}^{1} & B_{52}^{2} & B_{52}^{3} & B_{52}^{4} & B_{52}^{5} & 0 \\ B_{6}^{1} & B_{6}^{2} & B_{6}^{3} & B_{6}^{4} & B_{6}^{5} & 0 \\ \hline B_{7}^{1} & B_{7}^{2} & B_{7}^{3} & B_{7}^{4} & B_{7}^{5} & 0 \\ B_{72}^{1} & B_{72}^{2} & B_{72}^{3} & B_{72}^{4} & B_{72}^{5} & 0 \\ B_{8}^{1} & B_{8}^{2} & B_{8}^{3} & B_{8}^{4} & B_{8}^{5} & 0 \\ \hline 0 & 0 & 0 & I & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & B_{13}\end{array}\right]$.

Eliminating to the left in rows 13 to 18 of $K$ using strong equivalence transformations leads to the form
$\left(\begin{array}{cccccc|ccc|ccc}I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccccc|ccc|ccc}* & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ * & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ * & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ * & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ * & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ * & 0 & 0 & * & * & * & * & 0 & 0 & * & * & * \\ \hline * & 0 & 0 & * & 0 & * & I & 0 & 0 & 0 & 0 & 0 \\ * & 0 & 0 & * & 0 & * & 0 & I & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 & 0 \\ \hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I_{s}(1,2) & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$,
$\left[\begin{array}{llllll|lll|lll}0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ 0 & 0 & * & 0 & 0 & * & 0 & 0 & * & 0 & 0 & * \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0\end{array}\right]$
$\left[\begin{array}{cccccc}B_{1}^{1} & B_{1}^{2} & B_{1}^{3} & B_{1}^{4} & B_{1}^{5} & 0 \\ B_{12}^{1} & B_{12}^{2} & B_{12}^{3} & B_{12}^{4} & B_{12}^{5} & 0 \\ B_{2}^{1} & B_{2}^{2} & B_{2}^{3} & B_{2}^{4} & B_{2}^{5} & 0 \\ B_{31}^{1} & B_{31}^{2} & B_{31}^{3} & B_{31}^{4} & B_{31}^{5} & 0 \\ B_{32}^{1} & B_{32}^{2} & B_{32}^{3} & B_{32}^{4} & B_{32}^{5} & 0 \\ B_{4}^{1} & B_{4}^{2} & B_{4}^{3} & B_{4}^{4} & B_{4}^{5} & 0 \\ \hline B_{51}^{1} & B_{51}^{2} & B_{51}^{3} & B_{51}^{4} & B_{51}^{5} & 0 \\ B_{52}^{1} & B_{52}^{2} & B_{52}^{3} & B_{52}^{4} & B_{52}^{5} & 0 \\ B_{6}^{1} & B_{6}^{2} & B_{6}^{3} & B_{6}^{4} & B_{6}^{5} & 0 \\ \hline B_{7}^{1} & B_{7}^{2} & B_{7}^{3} & B_{7}^{4} & B_{7}^{5} & 0 \\ B_{72}^{1} & B_{72}^{2} & B_{72}^{3} & B_{72}^{4} & B_{72}^{5} & 0 \\ B_{8}^{1} & B_{8}^{2} & B_{8}^{3} & B_{8}^{4} & B_{8}^{5} & 0 \\ \hline 0 & 0 & 0 & I & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & I & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ 0 & I & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ I & 0 & 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 & 0 & 0 \\ \hline 0 & 0 & 0 & 0 & 0 & \hat{B}_{13}\end{array}\right]$.

From this form we see that

$$
\begin{aligned}
x_{2} & =0 \\
x_{5} & =0 \\
x_{8} & =0 \\
x_{11} & =0
\end{aligned}
$$

The derivates of these components have to be 0 as well, and thus we can use an opu-equivalence transformation to completely decouple them. By removing the corresponding equations and variables from the system, we temporarily reach the form

$$
\begin{aligned}
& \left(\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
* & 0 & I & 0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|ccccc}
* & 0 & * & * & * & 0 & * & * \\
* & 0 & * & * & * & 0 & * & * \\
* & 0 & * & * & * & 0 & * & * \\
* & 0 & * & * & * & 0 & * & * \\
* & 0 & * & * & * & 0 & * & * \\
* & 0 & * & * & * & 0 & * & * \\
\hline * & 0 & * & * & I & 0 & 0 & 0 \\
* & 0 & * & * & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\right. \\
& \left.\left[\begin{array}{cccc|cc|cc}
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccccc}
B_{1}^{1} & B_{1}^{2} & B_{1}^{3} & B_{1}^{4} & B_{1}^{5} & 0 \\
B_{12}^{1} & B_{12}^{2} & B_{12}^{3} & B_{12}^{4} & B_{12}^{5} & 0 \\
B_{2}^{1} & B_{2}^{2} & B_{3}^{3} & B_{2}^{4} & B_{5}^{5} & 0 \\
B_{31}^{1} & B_{31}^{2} & B_{31}^{3} & B_{31}^{4} & B_{31}^{5} & 0 \\
B_{32}^{1} & B_{32}^{2} & B_{32}^{3} & B_{32}^{4} & B_{32}^{5} & 0 \\
B_{4}^{1} & B_{4}^{2} & B_{4}^{3} & B_{4}^{4} & B_{4}^{5} & 0 \\
\hline B_{51}^{1} & B_{51}^{2} & B_{51}^{3} & B_{51}^{4} & B_{51}^{5} & 0 \\
B_{52}^{1} & B_{52}^{2} & B_{52}^{3} & B_{52}^{4} & B_{52}^{5} & 0 \\
B_{6}^{1} & B_{6}^{2} & B_{6}^{3} & B_{6}^{4} & B_{6}^{5} & 0 \\
\hline B_{7}^{1} & B_{7}^{2} & B_{7}^{3} & B_{7}^{4} & B_{7}^{5} & 0 \\
B_{72}^{1} & B_{72}^{2} & B_{72}^{3} & B_{72}^{4} & B_{72}^{5} & 0 \\
B_{8}^{1} & B_{8}^{2} & B_{8}^{3} & B_{8}^{4} & B_{8}^{5} & 0 \\
\hline 0 & 0 & 0 & I & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & B_{13}
\end{array}\right]\right) .
\end{aligned}
$$

The undesirable nonzero blocks in $M$ and $G$ can be removed by simple block Gaussian elimination without changing the structure of the other matrices. This
gives

$$
\begin{align*}
& \left(\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
\mathbf{0} & 0 & I & 0 & 0 & 0 & 0 & 0 \\
\mathbf{0} & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \\
& {\left[\begin{array}{cccc|cc|cc}
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
* & 0 & * & * & \mathbf{0} & 0 & * & * \\
\hline * & 0 & * & * & I & 0 & 0 & 0 \\
* & 0 & * & * & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s(1,2)} & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \\
& {\left[\begin{array}{llll|ll|ll}
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
0 & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & I & 0 \\
0 & 0 & 0 & 0 & I & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \tag{28}
\end{align*}
$$

The identities in $B$ are now such that the corresponding block of $B$ has full row rank. We again transform this system to condensed form and repeat the above steps until again the corresponding block of $B$ has full row rank in the condensed form. We proceed with this until we obtain a system in condensed form (18) where the part of $B$ associated with $B_{9}$ up to $B_{12}$ has full row rank.

## Step 2:

To treat $B_{7}$ and $B_{8}$ we temporarily merge $x_{1}$ and $x_{2}$ to one new state. This gives

$$
\begin{aligned}
& \left(\left[\begin{array}{ccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|c}
0 & * & * & 0 & 0 & * & * \\
0 & * & * & 0 & 0 & * & * \\
0 & * & * & 0 & 0 & * & * \\
\hline 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\right. \\
& \left.\left[\begin{array}{llllll|l}
* & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
\hline * & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
\hline * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\
0 & 0 & 0 & I_{s}(0,1) & 0 & 0 & 0 \\
0 & I_{s}^{(0,2)} & 0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{c}
\hat{B}_{1} \\
B_{3} \\
B_{4} \\
\hline B_{5} \\
B_{6} \\
\hline \hat{B}_{7} \\
\hline B_{9} \\
B_{10} \\
B_{11} \\
B_{12} \\
\hline B_{13}
\end{array}\right]\right) .
\end{aligned}
$$

To avoid fill-in we again compress $B_{13}$ and eliminate upwards with the full-rank part. This yields

$$
\left[\begin{array}{cccc|cc|cc}
{\left[\begin{array}{ccccccc|cc|c}
I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s(0,2)} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccccccc}
0 & * & * & 0 & 0 & * & * \\
0 & * & * & 0 & 0 & * & * \\
0 & * & * & 0 & 0 & * & * \\
\hline 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right], ~} \\
\left.\left[\begin{array}{ccccccc|c}
* & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
\hline * & 0 & * & 0 & * & 0 & * \\
* & 0 & * & 0 & * & 0 & * \\
\hline * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\
0 & 0 & 0 & I_{s}(0,1) & 0 & 0 & 0 \\
0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{lll}
\hat{B}_{1} & 0 \\
\hat{B}_{3} & 0 \\
\hat{B}_{4} & 0 \\
\hline \hat{B}_{5} & 0 \\
\hat{B}_{6} & 0 \\
\hline \hat{B}_{7} & 0 \\
\hline \hat{B}_{9} & 0 \\
\hat{B}_{10} & 0 \\
\hat{B}_{11} & 0 \\
\hat{B}_{12} & 0 \\
\hline 0 & \hat{B}_{13}
\end{array}\right]\right)
\end{array}\right.
$$

Then we perform a full-rank decomposition of $\hat{B}_{7}$ and obtain

$$
\begin{aligned}
& \left(\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\right. \\
& {\left[\begin{array}{cccc|cc|cc}
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
\hline 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],} \\
& {\left[\begin{array}{cccc|cc|cc}
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & I_{a} & 0 \\
0 & 0 & 0 & 0 & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\
* & * & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \\
& \left.\left[\begin{array}{ccc}
B_{1}^{1} & B_{1}^{2} & 0 \\
B_{2}^{1} & B_{2}^{2} & 0 \\
B_{3}^{1} & B_{3}^{2} & 0 \\
B_{4}^{1} & B_{4}^{2} & 0 \\
\hline B_{5}^{1} & B_{5}^{2} & 0 \\
B_{6}^{1} & B_{6}^{2} & 0 \\
\hline I & 0 & 0 \\
0 & 0 & 0 \\
\hline B_{9}^{1} & B_{9}^{2} & 0 \\
B_{10}^{1} & B_{10}^{2} & 0 \\
B_{11}^{1} & B_{11}^{2} & 0 \\
B_{12}^{1} & B_{12}^{2} & 0 \\
\hline 0 & 0 & \hat{B}_{13}
\end{array}\right]\right) .
\end{aligned}
$$

If we write this again as descriptor systems with variables $x_{1}, \ldots, x_{8}$ and eliminate $x_{2}$ in the second equation using the derivate of the 8 th equation with an
opu-equivalence transformation, then we get

$$
\left(\begin{array}{ccccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|cc}
0 & 0 & * & * & 0 & 0 & * & * \\
* & * & * & * & 0 & * & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
\hline 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]
$$

The part $x_{2}$ now only appears in first order equations, thus we have moved it into another block. We can proceed by iterated use of above steps and bringing the resulting system to condensed form we obtain the form (18), where the blocks $\left[\begin{array}{l}B_{7} \\ B_{8}\end{array}\right]$ and $B_{9}$ up to $B_{12}$ have full row rank. If we now eliminate the $(5,4)$ element of $G$, combine the blocks appropriately and incorporate the previously removed completely decoupled states in the system again. Since the blocks that we compress get smaller and smaller, this iterative process will stop after finitely many steps, and we get the form

$$
\left(\left[\begin{array}{llll}
I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{llll}
* & 0 & * & 0 \\
0 & I & 0 & 0 \\
* & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{llll}
* & * & * & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right],\left[\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3} \\
B_{4} \\
B_{5} \\
0
\end{array}\right]\right)
$$

where $B_{3}, B_{4}$ and $B_{5}$ have full row rank.

## B Proof of Theorem 10

At first we proceed analogously to the proof of Theorem 9 to reach the form (28), but we then use feedback.

## Step 1:

We choose the input $u$ as

$$
\begin{aligned}
u_{1} & =x_{1}+v_{1}, \\
u_{2} & =x_{3}+v_{2}, \\
u_{3} & =x_{5}+v_{3}, \\
u_{4} & =x_{7}+v_{4}, \\
u_{5} & =v_{5},
\end{aligned}
$$

and write the system with its new input as

$$
\begin{aligned}
& \left(\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|cc}
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
\hline * & 0 & * & * & I & 0 & 0 & 0 \\
* & 0 & * & * & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\right. \\
& {\left[\begin{array}{llll|ll|ll}
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \\
& \left.\left[\begin{array}{cccccc}
B_{1}^{1} & B_{1}^{2} & B_{1}^{3} & B_{1}^{4} & B_{1}^{5} & 0 \\
B_{12}^{1} & B_{12}^{2} & B_{12}^{3} & B_{12}^{4} & B_{12}^{5} & 0 \\
B_{2}^{1} & B_{2}^{2} & B_{2}^{3} & B_{2}^{4} & B_{2}^{5} & 0 \\
B_{31}^{1} & B_{31}^{2} & B_{31}^{3} & B_{31}^{4} & B_{31}^{5} & 0 \\
B_{32}^{1} & B_{32}^{2} & B_{32}^{3} & B_{32}^{4} & B_{32}^{5} & 0 \\
B_{4}^{1} & B_{4}^{2} & B_{4}^{3} & B_{4}^{4} & B_{4}^{5} & 0 \\
\hline B_{51}^{1} & B_{51}^{2} & B_{51}^{3} & B_{51}^{4} & B_{51}^{5} & 0 \\
B_{52}^{1} & B_{52}^{2} & B_{52}^{3} & B_{52}^{4} & B_{52}^{5} & 0 \\
B_{6}^{1} & B_{6}^{2} & B_{6}^{3} & B_{6}^{4} & B_{6}^{5} & 0 \\
\hline B_{7}^{1} & B_{7}^{2} & B_{7}^{3} & B_{7}^{4} & B_{7}^{5} & 0 \\
B_{72}^{1} & B_{72}^{2} & B_{72}^{3} & B_{72}^{4} & B_{72}^{5} & 0 \\
B_{8}^{1} & B_{8}^{2} & B_{8}^{3} & B_{8}^{4} & B_{8}^{5} & 0 \\
\hline 0 & 0 & 0 & I & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 \\
I & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & \hat{B}_{13}
\end{array}\right]\right) .
\end{aligned}
$$

Now we eliminate upwards with the identity matrices in $B$ and add the corresponding equations to the last block so that $\tilde{B}_{13}$ still has full row rank.

$$
\begin{aligned}
& \left(\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|cc}
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
\hline * & 0 & * & * & I & 0 & 0 & 0 \\
* & 0 & * & * & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I_{s^{(1,2)}} & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right], \\
& {\left[\begin{array}{llll|ll|ll}
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline * & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
* & * & * & * & * & * & * & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]} \\
& \left.\left[\begin{array}{cc}
B_{1}^{5} & 0 \\
B_{12}^{5} & 0 \\
B_{2}^{5} & 0 \\
B_{31}^{5} & 0 \\
B_{32}^{5} & 0 \\
B_{4}^{5} & 0 \\
\hline B_{51}^{5} & 0 \\
B_{52}^{5} & 0 \\
B_{6}^{5} & 0 \\
\hline B_{7}^{5} & 0 \\
B_{72}^{5} & 0 \\
B_{8}^{5} & 0 \\
\hline 0 & B_{13}
\end{array}\right]\right) .
\end{aligned}
$$

We can transform this system to condensed form again and repeat the above steps until the desired block equation vanishes. Again this will happen after finitely many steps.

Then we perform Step 2 from the proof of Theorem 9 and get

$$
\begin{aligned}
& \left(\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|cc}
0 & 0 & * & * & 0 & 0 & * & * \\
* & * & * & * & 0 & * & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
0 & 0 & * & * & 0 & 0 & * & * \\
\hline 0 & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\right. \\
& \left.\left[\begin{array}{cccc|cc|cc}
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccc}
B_{1}^{1} & B_{1}^{2} & 0 \\
B_{2}^{1} & B_{2}^{2} & 0 \\
B_{3}^{1} & B_{3}^{2} & 0 \\
B_{4}^{1} & B_{4}^{2} & 0 \\
\hline B_{5}^{1} & B_{5}^{2} & 0 \\
B_{6}^{1} & B_{6}^{2} & 0 \\
\hline I & 0 & 0 \\
0 & 0 & 0 \\
\hline 0 & 0 & B_{13}
\end{array}\right]\right)
\end{aligned}
$$

Writing this again as a descriptor system, as before, $x_{2}$ only appears in first order equations, but to remove the component $x_{1}$ from the considered block we have to use first order derivative feedback.

Step 2:
First we eliminate upwards in $B$

$$
\begin{aligned}
& {\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s^{(0,2)}} & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccccccc|cc}
* & 0 & * & * & 0 & 0 & * & * \\
* & * & * & * & 0 & * & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
\hline * & 0 & 0 & * & I_{s^{(0,1)}} & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 & I_{d^{(1)}} & 0 & 0 \\
\hline I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],} \\
& \left.\left[\begin{array}{cccc|cc|cc}
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccc}
0 & B_{1}^{2} & 0 \\
0 & B_{2}^{2} & 0 \\
0 & B_{3}^{2} & 0 \\
0 & B_{4}^{2} & 0 \\
\hline 0 & B_{5}^{2} & 0 \\
0 & B_{6}^{2} & 0 \\
\hline I & 0 & 0 \\
0 & 0 & 0 \\
\hline 0 & 0 & \hat{B}_{13}
\end{array}\right]\right) .
\end{aligned}
$$

Finally, we choose $u_{1}=\dot{x}_{1}+v_{1}$ and get

$$
\begin{aligned}
& \left(\left[\begin{array}{cccc|cc|cc}
I & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & I_{s}(0,2) & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & I_{d^{(2)}} & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{cccc|cc|cc}
* & 0 & * & * & 0 & 0 & * & * \\
* & * & * & * & 0 & * & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
* & 0 & * & * & 0 & 0 & * & * \\
\hline * & 0 & 0 & * & I_{s(0,1)} & 0 & 0 & 0 \\
* & 0 & 0 & 0 & 0 & I_{d(1)} & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
0 & I & 0 & 0 & 0 & 0 & 0 & 0 \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right]\right. \\
& \left.\left[\begin{array}{cccc|cc|cc}
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline * & * & 0 & * & 0 & * & 0 & * \\
* & * & 0 & * & 0 & * & 0 & * \\
\hline 0 & 0 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{ccc}
0 & B_{1}^{2} & 0 \\
0 & B_{2}^{2} & 0 \\
0 & B_{3}^{2} & 0 \\
0 & B_{4}^{2} & 0 \\
\hline 0 & B_{5}^{2} & 0 \\
0 & B_{6}^{2} & 0 \\
\hline I & 0 & 0 \\
0 & 0 & 0 \\
\hline 0 & 0 & B_{13}
\end{array}\right]\right)
\end{aligned}
$$

In this way we obtain that the 7 th equation is purely algebraic and moves into another block.

By a finite number of iterative applications of Steps 1 and 2 we bring the system to the form (18) without the 3 rd and 4 th block equation. If we then perform a strong equivalence transformation to eliminate the $(5,4)$ element of $G$ and incorporate the removed decoupled equations to the system, we obtain the
system in the desired form

$$
\left(\left[\begin{array}{llll}
I & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{llll}
* & 0 & * & 0 \\
0 & I & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right],\left[\begin{array}{llll}
* & * & * & 0 \\
* & * & * & 0 \\
0 & 0 & 0 & 0 \\
0 & 0 & 0 & I
\end{array}\right],\left[\begin{array}{c}
B_{1} \\
B_{2} \\
B_{3} \\
0
\end{array}\right]\right)
$$

where $B_{3}$ has full row rank.
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