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#### Abstract

In this paper, we study boolean monomial dynamical systems. Colón-Reyes, Jarrah, Laubenbacher, and Sturmfels(2006) studied fixed point structure of boolean monomial dynamical systems of f by associating the dynamical systems of f with its dependency graph $\chi_{\mathrm{f}}$ and Jarrah, Laubenbacher, and Veliz-Cuba(2010) extended it and presented lower and upper bound for the number of cycles of a given length for general boolean monomial dynamics. But, it is even difficult to determine the exact number of fixed points of boolean monomial dynamics. We show that the problem of counting fixed points of a boolean monomial dynamical systems is \#P-complete, for which no efficient algorithm is known. This is proved by a 1-1 correspondence between fixed points of f sand antichains of the poset of strongly connected components of $\chi$ f..


## 1 INTRODUCTION

Adynamical system consists of a set $V$ and a map $f: V \rightarrow V$. For any point $v \in V$, we can iterate $f$ by defining $f^{0}(v)=v$. and $f^{i}(v)=f\left(f^{i-1}(v)\right)$ for $i \geq 1$. The orbit of $v$ under $f$ is the set of $f^{i}(v)$ 's for all $i \geq 0$. A point $v \in V$ is called periodic or cyclic if there exists $m \geq 1$ such that $f^{m}(v)=v$, and such a minimum is called the cycle length of $v$ under $f$. A point $v$ is called preperiodic if the orbit of $v$ is finite. In this case, the orbit of $v$ contains a cycle, and the tail length of $v$ is the smallest $n$ such that $f^{n}(v)$ is cyclic.

In a classical dynamical system, $V$ is a topological and metric space. A point $v \in V$ is called stable if, whenever $u \in V$ is "close" to $v$, the orbit of $u$ stays "close" to that of $v$. The Fatou set of $f$ consists of all the stable points of $V$ and the Julia set of $f$ is the complement of the Fatou set. So points in Julia set tend to move away from each other under iteration of $f$ and they behave chaotically. In a classical dynamical system, it is important to understand the limiting behaviors of orbits and to characterize the Julia set. For more on classical dynamical system, we recommend (Devaney, 2003) and (Robinson, 1998).

Understanding dynamical systems on finite sets requires different techniques. When $V$ is finite, every point is preperiodic. So the "stability" and "chaos" in classical dynamical systems are irrelevant in finite dynamical
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systems. We view a discrete dynamical system of $f$ on a finite set $V$ as a directed graph. The graph has $V$ as a vertex set and, for any pair of $v, w \in V$, there is an edge from $v$ to $w$ if and only if $f(v)=w$. Then the graph consists of a collection of cycles with each node on the cycles having a tree. We are interested in understanding the distribution of the cycle lengths and the tree structures.

Although one can get answers for all the questions above by enumerating all points, we are interested in the underlying mathematical theory. The goal is to analyze the dynamics without actually enumerating all state transitions, since enumerating has exponential complexity in the number of model variables. For dynamical systems over finite fields, there are only a few cases that have been studied completely so far. For linear dynamical systems, Elspas (1959) examined the dynamics of linear systems over prime fields and showed that cycle structure can be determined by the elementary divisor of the matrix, and Hernandez (2005) generalized Elspas' results to arbitrary finite fields and also showed that tree structure can be determined by the nilpotent part of the map. Based on these results, Jarrah, Laubenbacher, and Vera-Licona (2006) presented an algorithms which describes the phase spaces. Xua and Zoub (2009) have presented an efficient algorithm to analyze cycle structure of the dynamics of linear systems over finite commutative rings. Studying dynamics of nonlinear maps is very challenging task. Only a few cases have been well understood. Barta and Morton (1994) studied the dynamics of certain types of polynomials over algebraic closure of finite fields. Zieve (1996) investigated the cycle lengths of polynomial maps over various rings. Even dynamics of quadratic polynomials over finite fields are still open except $f(x)=x^{2}$ and $f(x)=x^{2}-2$. The square map over prime fields was studied in (Roger, 1996) and the dynamics of $f(x)=x^{2}-2$ over prime fields was analyzed in (Gilbert, Kolesar, Reiter, and Stroey, 2001), (Park, 2003), and (Vasiga and Shallit, 2004). For monomial dynamics, Jarrah, Laubenbacher, and Veliz-Cuba (2010) provided an analysis of boolean monomial dynamical systems and ColónReyes, Jarrah, Laubenbacher, and Sturmfels (2006) showed that the structure of fixed points of monomial dynamics over general finite fields can be reduced to boolean monomial dynamics. They also provided a polynomial-time algorithm for determining if every cycle in a boolean monomial dynamical system is a steady state. Just (2003) showed that the corresponding problem is NP-hard if functions in a boolean dynamical system are quadratic monotone functions.

In this paper, we study boolean monomial dynamical systems. ColónReyes, Jarrah, Laubennacher, and Sturmfels (2006) studied fixed point structure of $f$ over $\mathbf{F}_{2}$ by associating the dynamics of $f$ with its dependency graph $\chi_{f}$ and Jarrah, Laubenbacher, and Veliz-Cuba (2010) extended it and presented lower and upper bound for the number of cycles of a given length for general boolean
monomial dynamics. But, it is even difficult to determine the exact number of fixed points of boolean monomial dynamics. We show that the problem of counting fixed points of a monomial dynamics over $\mathbf{F}_{2}$ is \#P-complete, for which no efficient algorithm is known.

## 2 MONOMIAL DYNAMICAL SYSTEMS

Let $V=\mathbf{F}_{q}^{n}$ and the map $f: \mathbf{F}_{q}^{n} \rightarrow \mathbf{F}_{q}^{n}$ is defined by

$$
f=\left(f_{1}, f_{2}, \ldots, f_{n}\right)
$$

where

$$
f_{i}=c_{i} \cdot x_{1}^{m_{i 1}} x_{2}^{m_{i 2}} \cdots x_{n}^{m_{i n}}, \quad 1 \leq i \leq n,
$$

with $c_{i} \in \mathbf{F}_{q}$ and $m_{i j} \in \mathbf{N}$. Then $f$ is called a monomial map over $\mathbf{F}_{q}$ and the dynamics $f$ a monomial dynamics.

Since our work extends that of (Colón-Reyes, Jarrah, Laubennacher, and Sturmfels, 2006) and (Jarrah, Laubenbacher, and Veliz-Cuba, 2010), we will use their definitions and basic setup in most of cases. We associate $f$ with a digraph $\chi_{f}$, called the dependency graph of $f$ which has vertex set $\{1,2, \ldots, n\}$ , and there is a directed edge from $j$ to $i$ if and only if $c_{i} \neq 0$ and $x_{j} \mid f_{i}$. Note that $j$ is adjacent to $i$ if and only if the value of $\chi_{j}$ affects $f_{i}$ and we allow selfloops in $\chi_{f}$

Example 2.1 Let $f$ be defined over $\mathbf{F}_{2}$ as

$$
f=\left(x_{2}, x_{3} x_{4}, x_{2}, x_{5} x_{12}, x_{6}, c, x_{8} x_{11}, x_{3} x_{9}, x_{10}, x_{6}, x_{9}, x_{12}\right)
$$

where $c$ in $\mathbf{F}_{2}$. The dependency graph $\chi_{f}$ of $f$ is as follows:


$$
\begin{aligned}
& \mathrm{C}_{1}=\{2,3\} \\
& \mathrm{C}_{2}=\{9,10,11\} \\
& \mathrm{C}_{3}=\{12\}
\end{aligned}
$$

Figure 1: Dependency Graph $\chi_{f}$ of $f$ and its Strongly Connected Components
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$$
\begin{aligned}
& (1,1,1,1,1,1,1,1,1,1,1,1) \\
& (0,0,0,1,1,1,0,0,1,1,1,1) \\
& (1,1,1,1,1,1,0,0,0,0,0,1) \\
& (0,0,0,0,1,1,0,0,0,0,0,0) \\
& (0,0,0,1,1,1,0,0,0,0,0,1)
\end{aligned}
$$

When $c=0$, the fixed points of $f$ are :

$$
\begin{aligned}
& (0,0,0,0,0,0,0,0,0,0,0,0), \\
& (0,0,0,0,0,0,0,0,0,0,0,1)
\end{aligned}
$$

Let $\chi$ be any digraph. For any two vertices $i, j \in \chi$, if there is a directed path, or dipath for short, from $i$ to $j$ and a dipath from $j$ to $i$ then we say $i$ and $j$ are strongly connected. A subset of vertices is called strongly connected if each pair of vertices in the subset is strongly connected. Any maximal strongly connected subset of vertices of $\chi$ is called a strongly connected component of $\chi$, or simply a component of $\chi$. Note that a vertex itself is a component if and only if it has a self-loop.

Note that different components of $\chi$ have disjoint vertices, and there may be vertices in $\chi$ that do not lie on any component. For any vertex $i$ not on any component, either there is a dipath from $i$ to some component or there is a dipath from some component to $i$, but not both. Similary, for any two components, if there are paths for one component to the other, then there is no path going to the opposite direction. We say a component $C_{1}$ is above, or greater than, another component $C_{2}$ if there is a dipath from $C_{2}$ to $C_{1}$. This makes the set of all the components of $\chi$ into a partially ordered set, i.e., a poset.

Example 2.1.(revisited) Suppose that we have the dependency graph $\chi_{f}$ as in Figure. Then, for , $c=1$ the poset is as in Figure.


Figure 2: Poset of the Dependency Graph $\chi_{f}$

Let $G$ be a set. A partial order is a binary relation " $\leq$ " over $G$ which satisfies reflexive, antisymmetric, and transitive. With a partial order, $G$ is called a partially ordered set. A pair of elements $x$ and $y$ in $G$ are comparable if $x \leq y$ or $y \leq x$. A subset $A$ of $G$ is called an antichain if no two elements in $A$ are comparable. Note that the empty subset is an antichain and any singleton subset is an antichain as well.

Example 2.2 Suppose that $G$ is as below:


Figure 3: Poset of the Strongly Connected Components of $\chi_{f}$
Then all the possible antichains of $G$ are:

$$
\varnothing,\left\{C_{1}\right\},\left\{C_{2}\right\},\left\{C_{3}\right\}, \text { and }\left\{C_{1}, C_{2}\right\} .
$$

Note that $G$ in Figure 2.2 is obtained from the poset of the dependency graph $\chi_{f}$ in Figure 2 by considering only components. For a given dependency graph $\chi_{f}$ of $f$, we define $G_{f}$ as the poset of strongly connected components in $\chi_{f}$ and we call $G_{f}$ the component poset of $\chi_{f}$ Let $A$ be a subset of a partially ordered set $G$. $A$ is upper closed if for any $x \in A$ and $y \in G, x \leq y$ implies that $y \in A$ too. Similarly, $A$ is lower closed if for any $x \in A$ and $y \in G, x \geq y$ implies that $y \in A$ too. Let $k$ be an arbitrary field. For any point $P=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in k^{n}$, we define subsets $S_{0}(P)$ and $S_{1}(P)$ of $\chi_{f}$ as

$$
S_{0}(P)=\left\{1 \leq i \leq n: a_{i}=0\right\},{ }_{1}(P)=\left\{1 \leq i \leq n: a_{i} \neq 0\right\} .
$$

Then fixed points of monomial dynamics have the following unique property.
Proposition 2.1 Let $k$ be an arbitrary field and $f: k^{n} \rightarrow k^{n}$ be a monomial map. Suppose $P=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in k^{n}$ is a fixed point of $f$. Then $S_{0}(P)$ is upper closed and $S_{1}(P)$ is lower closed.

Proof. Since $P=f(P)$, for each $j$ in the dependency graph $\chi_{p}$, we have $a_{j}=f_{j}(P)$ . For any vertex $i$ that has an edge to $j$, if $a_{i}=0$ then $a_{j}=0$. Also, if $a_{j} \neq 0$
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then $a_{i} \neq 0$ for all vertices $i$ adjacent to $j$. The proposition follows by chasing the dipaths in $\chi_{f}$

This property gives us a different way to recognize fixed points of monomial dynamics and we will investigate the structure of fixed points using this property.

## 3 FIXED POINTS

In this section, we study how to find all fixed points of the dynamics of a given $\operatorname{map} f$ over $\mathbf{F}_{2}$ and delve into the related combinatorial problems.

Theorem 3.1 Let $f=\left(f_{1}, f_{2}, \ldots, f_{n}\right): \mathbf{F}_{2}^{n} \rightarrow \mathbf{F}_{2}^{n}$ and let $\chi_{f}$ be the dependency graph off. Assume that no $f_{i}$ 's are constant. Then there exists a correspondence between the set of fixed points of $f$ and the set of antichains of the component poset $G_{f}$ of $\chi_{f}$

Proof. Suppose $P$ is a fixed point of $f$. Then, by Proposition 2.1, $S_{1}(P)$ is lower closed. So the set of maximal strongly connected components among the strongly connected components contained in $S_{1}(P)$ forms an antichain. Now, suppose $A$ is an antichain of the component poset. Then, for all $1 \leq i \leq n$, set $j_{i}=0$ if $j_{i} \geq C$ for some $C \in A$ and set $j_{i}=1$ otherwise. Let $P_{A}=\left(j_{1}, j_{2}, \ldots, j_{n}\right)$ . Note that if $j=0$, then since $j=0$ for all $j \geq j_{i}, f_{i}\left(P_{A}\right)=0$. Also, if $j_{i}=1$, then since $j=1$ for all $j \leq j_{i}, f_{i}\left(P_{A}\right)=1$. This implies that $f\left(P_{A}\right)=P_{A}$, i.e. $P_{A}$ is a fixed point.

Example 2.1.(revisited) Suppose that $f$ is defined in Example. Recall that we have already seen the component poset $G_{f}$ of $\chi_{f}$ in Figure and the corresponding antichains. From this, we can find all the fixed points of $f$ :

$$
\begin{aligned}
& \varnothing \leftrightarrow \quad(1,1,1,1,1,1,1,1,1,1,1,1), \\
& \left\{C_{1}\right\} \leftrightarrow(0,0,0,1,1,1,0,0,1,1,1,1), \\
& \left\{C_{2}\right\} \leftrightarrow(1,1,1,1,1,1,0,0,0,0,0,1), \\
& \left\{C_{3}\right\} \leftrightarrow(0,0,0,0,1,1,0,0,0,0,0,0), \\
& \left\{C_{1}, C_{2}\right\} \leftrightarrow(0,0,0,1,1,1,0,0,0,0,0,1) .
\end{aligned}
$$

So, if we can compute the number of antichains of the component poset, then we know the number of fixed points of given boolean monomial dynamics.

Definition 3.1 (Valiant, 1979) \#P is the class offunctions that can be computed by counting Turing machines of polynomial time complexity.

A problem is \#P-complete if and only if it is in \#P, and every problem in \#P can be reduced to it by a polynomial-time counting reduction. There is no known algorithms to solve \#P-complete problem efficiently. Provan and Ball (1983) showed that computing the number of antichains of given poset is a \#P-complete problem and Knuth and Rusky (2003) studied some special cases where the counting can be done efficiently. In the following, we present a simple algorithm to count the number of antichains of a given poset. Thus Theorem 3.1 gives us the following consequence.

Corollary 3.2 The problem of counting fixed points of a boolean monomial dynamical systems is \#P-complete.

## 4 CONCLUSIONS

In this paper, we have focused on boolean monomial dynamical systems. We have shown that counting the number of fixed points of boolean monomial dynamics is a \#P-complete problem. This implies that it is inherently difficult to study the structure of cycles of monomial dynamical systems over finite fields. For boolean dynamical systems with more than one term, which have not been covered in this paper, there is still difficulty in studying cycle structure of such dynamical systems.
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