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1 A historical introduction

One of the most common problems in the area of Partial Differential Equa-
tions is the following Dirichlet problem:

—Au = f(u) in Q,
u >0 in Q,
u =20 on 0f,

being Q C RY a bounded domain and f : (0, +0c) — [0, +00) a continuous
function. This problem is said to be singular if f blows up somewhere, for
instance at the origin:

lim f(s) = +oo.

s—0t
Placing the singularity at the origin is not a random choice: indeed, this
hypothesis forces fou to blow up near 0f2, for any u solution to the problem.

Singular problems arise in the study of a plethora of physical matters:
non-Newtonian fluids, boundary-layer phenomena for viscous fluids, chemi-
cal heterogeneous catalysts, theory of heat conduction in electric conducting
materials, biological pattern formation by auto- and cross-catalysis, morpho-
genesis, cellular differentiation, communication, etc.; see [24, 25, 142, 155,
156, 35, 48, 161, 80, 159, 130] and the references therein.

From the mathematical point of view, the presence of a singularity pre-
vents to treat the problem with variational methods, since it is not possible
to extend f to a continuous function on the whole R. Over more than sixty
years, many valuable mathematicians attacked various kinds of singular prob-
lems, obtaining several outstanding results which lead the topic to assume
a central role in the field of Partial Differential Equations; a quick search
on MathSciNet reveals that there are more than seven thousand research
articles on this subject.

Since it is impossible to expose all the relevant contributions about sin-
gular problems, in this introduction we will sketch only some of the main
questions analyzed in the thesis; in the meantime, we will try to give a suffi-
cient number of references, in order to guide the interested reader who wants
to trace back the most important historical steps. We will restrict to elliptic
problems, both equations and systems, keeping our attention mainly on two
topics:

e problems in unbounded domains (especially in the whole RY);

e presence of convection terms (i.e., terms depending on the gradient of
solution).



1.1 Singular equations

A pioneer work on the subject, published in 1987, is due to Crandall, Rabi-
nowitz, and Tartar [51]: they investigated a problem whose prototype is

—Au=u"" in Q,
u>0 in
u=>0 on 052,

with 7 > 0. A classical solution v € C?(Q2) N C°(Q) has been obtained via
shifting method. Also, a priori estimates and regularity results have been
established, as u € C’O’%(ﬁ) provided v > 1 (which is called strongly sin-
gular case). An antecedent is represented by [154]. Coclite and Palmieri
[47] partially generalized some results of [51] in the case that also a p-linear
term appears on the right-hand side. More recently, in 2007, Giacomoni,
Schindler, and Takac [79] investigated existence, multiplicity, and regular-
ity of solutions for singular problems exhibiting reaction terms with critical
growth.

In their work [58], Diaz, Morel, and Oswald obtained existence and non-
existence results for

—Au+u? =g(z) in Q,
u>0 in €,
u=>0 on 012,
u" e LYQ),

(1.1.1)

being g € L'(Q), g > 0 in Q. They emphasized the role of variational
techniques in this context and also delineated the connection between the
solutions of (1.1.1) and ¢y, the first eigenfunction of (—A, Wy(Q2)). The
latter consideration will turn out to be very useful in the analysis of behavior
of solutions to (1.1.1) near the boundary: indeed, few years later, Lazer and
McKenna showed in [106] that any solution u of
—Au=a(x)u™” in ,
u>0 in €, (1.1.2)
u=0 on 0f),

with @ € C%*(Q), a > 0 in Q, and > 1, behaves like @™, Moreover,
existence of a solution u € C%%(Q2) N C°(Q) in the general case v > 0 has
been established; additionally,

0<vy<3eueWh(Q);
v>1=ud¢CHQ).
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Global continuity of gradient of solutions was treated by Gomes in [83]; via
fixed-point theory, a solution to (1.1.2) lying in C%*(Q) N C'(Q) has been
found, under the condition

d~%a € L*(Q) for some 6 € [0,1), (1.1.3)

where d(x) := dist(z,09) is the distance function. On the importance of
the distance function in singular problems, see also [40, p.306]. More general
gradient estimates for singular problems have been provided by Del Pino
(vide [57]).
The most part of the tools used in the earliest papers, as sub-super-solution
and shifting techniques or variational and topological methods, are suffi-
ciently powerful to be applied in more general settings, such as the quasi-
linear framework. Thus, since 2000, several articles are devoted to p-Laplacian,
as [140], or more general operators (see the very recent [137]). On the other
hand, the empowerment of nonlinear analysis offers a number of versatile
tools, allowing to handle, e.g., p-super-linear reaction terms [100, 136] or
measure sources [11, 131, 132]. To conclude, we point out [28], which fur-
nishes a uniqueness result.

Alongside the development of analysis of singular equations in bounded
domains, also problems in unbounded domains attracted the attention of
analysts. In 1984, Kusano and Swanson (see [102]) studied the problem

~Au=a(z)u™” in RY,
u >0 in RY, (1.1.4)
u(z) =0 as |x| — 400,

with N > 3, a € CP*(RY), a > 0, and v € (0,1). They proved existence of

loc

a solution u € C%(RY) under the conditions

inf % > 0, /1+OO NI N=20(1) dE < o0, (1.1.5)
where
o(t) :=mina(z) and ¢(f) := maxa(z). (1.1.6)

|z|=t |x|=t

They also proved that the found solution decays at infinity like |z|>~. The
argument used in proving existence is based on the sub-super-solution tech-
nique; sub- and super-solutions are radial functions obtained by solving ordi-
nary differential equations. The result has been extended to strongly singular
problems independently by Dalmasso [53] and Shaker [149]. A similar result
is provided in [64] via fixed point approach.
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Optimality of conditions (1.1.5) has been investigated in 1996 by Lair and
Shaker [104]. Indeed, a solution to (1.1.4) can be found, for any v > 0, by
supposing

/ﬁ%moa<+m. (1.1.7)

Moreover, if a is radial and (1.1.7) is false, then no solutions to (1.1.4) exist.
Lair and Shaker actually achieved a nearly optimal condition; indeed, later,
it has been proved the following general result (cf. [77, Theorem 4.7.1]):

Theorem 1.1.1. Let ¢,v as in (1.1.6). The following properties are valid:

o if f0+°° t(t) dt < +oo then there exists a unique classical solution to
(1.1.4);

o if f0+°° to(t) dt = 400 then there are no classical solutions to (1.1.4).

The introduction of the nearly-optimal condition (1.1.7) stimulated the study
of more general reaction terms. Hence, in 1997, Lair and Shaker [105] (see
also [162]) studied the following problem:
—Au = a(z)f(u) in RY,
u >0 in RY, (1.1.8)
u(z) =0 as |x| — 400,

with f € C*(0, +o0) satisfying the following conditions:

) f(s) >0 Vse(0,+0),
) f'(s) <0 Vs e (0,+00),
. lir(lgl+ f(s) = +oo.

A classical solution to (1.1.8) is obtained provided a is a non-trivial, non-
negative, continuous function satisfying (1.1.7); so, a is not required to be
neither locally Holder continuous nor strictly positive in RY. It is worth
noticing that Theorem 1.1.1 still holds for (1.1.8). Some generalizations,
pertaining both f and a, can be read in [46, 86, 84].

Existence of weak solutions to

{—Au =a(z)u™ in RY,

u>0 in RY, (1.1.9)

is provided by Chabrowski and Kénig [38]; the solution u they found belongs

to W,o(RN) and is obtained as limit of solutions u, to Dirichlet problems
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on bounded domains 2, exhausting R¥, that is, ,  RY. Moreover, the
following summability results hold true:

0<v<1=ucDy*RY);
v>1=u"T € DFPRY),
where Dé’Q(RN ) denotes a Beppo Levi space (see paragraph 2.1). More gen-
eral right-hand sides are treated in [37]. For further existence, uniqueness,
and regularity results to (1.1.9), see also [1].
In the context of quasi-linear equations, one of the first contributions is
given by Gongalves and Santos in 2004 (see [85]): they considered
~Apu =a(x)f(u) in RY,
u >0 in RY, (1.1.10)

u(zr) =0 as |z| = 400,

assuming the following conditions:
f(s)

1) . - | | B
it decreasing in (0, +00), Sli>r(1)fl+ f(s) >0, SEIJPOO i 0,

—+00
0</ trip() T dl < 400 if 1<p <2,
a is radial, and !

T Nt
0</ t T (t)dt < +oo if p> 2,
1

being 1 as in (1.1.6). They proved that, under these assumptions, a radial
solution u € (C?(RY)\ {0}) NCH(RY) to (1.1.10) exists if and only if p < N.
Under the same assumptions, Covei [50] studied the case of a non-radial
a € CY(RN): if p < N, then there exists a solution u € CLY(RN) to (1.1.10).

Few years later, requiring neither summability nor radiality assumptions on
a, Carl and Perera [34] found a distributional solution u € W,-?(RY) to

loc

Iy o RY (1.1.11)

{—Apu =a(z)u™ in RY,
with v > 1. Actually, their result is more general, since some regular pertur-
bations of the right-hand side are allowed. Several generalizations to (1.1.10),
such as adding p-super-linear terms [146], considering concave-convex nonlin-
earities [144], or working in exterior domains [62, 39], are nowadays subject
of study.



Now we briefly recall some results about convective problems in bounded
domains. In [73], Ghergu and Radulescu studied the following Dirichlet prob-
lem:

~Au = f(u) + A|Vul* +pu in €,
u>0 in Q, (1.1.12)
u=0 on 05},

with © being a bounded domain, A,y > 0, and f € C%*(0, +00) satisfying
the following hypotheses:

. f(s) >0 Vse (0,+00),

o f is decreasing in (0, +00),
li = :

y EHEA A

Notice that the quadratic growth on the gradient is a natural requirement in
order to apply the maximum principle; see [74, p.62]. Set

a:= lim f(s), b,:=limsups’f(s), and N (u)= Al

- )
S§——+00 s—0+ a+ M

where ), is the first eigenvalue of (—A, W,(Q)) and v € (0,1). It has been
proved that problem (1.1.12) admits a classical solution w if and only if A <
M*. Moreover, if b, < +oo for some v € (0,1), then u € C?(Q) N CH1=7(Q)
and behaves like the distance function. Properties of the sequence {u,}, for
A N*) are also investigated. The same authors proved various existence
and non-existence results for the more general problem

—Au = f(u) + A\ Vul> + pg(x,u) in Q,
u>0 in Q, (1.1.13)
u=20 on 0f),

highlighting the influence of convection terms with respect to existence of
solutions; see [74]. Concerning the interesting topic of convective problems
in unbounded domains we address, for instance, to [76, 87| and the references
therein.

Existence of weak solutions to semi-linear convective problems in bounded
domains, possibly including source terms with low summability, has been
investigated, e.g., in [9, 5]. Just to give an idea about the typology of results,
we report [5, Theorem 1.5].
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Theorem 1.1.2. Let f € LI(Q), ¢ > &, such that essinfy f > 0 for all
K €. Then problem

2

—Au:ﬂ—i-f in Q,
uYy

u >0 in €,

u="0 on 052,

admits a weak solution u € W(}’Q(Q) if and only if v < 2.

During the last years, convective problems have been analyzed also in the
quasi-linear setting. Moving from [68], concerning a semi-linear convective
equation, in 2019 Liu, Motreanu, and Zeng studied the following problem
(vide [113]):
—Apu = f(x,u) + g(x,u,Vu) in Q,
u>0 in Q, (1.1.14)
u=20 on 0f).

Here f : Qx (0, +00) — (0, +00), g : QxRxRY — (0, +-00) are Carathéodory
functions and f is weakly singular. Exploiting variational, topological, and
set-valued methods, besides the sub-super-solution technique, they proved
existence of a weak solution to (1.1.14), provided the reaction term is p-
sub-linear in both u and Vu, as well as f satisfies suitable monotonicity
and summability assumptions near the origin. Also p-linear growths are
allowed, provided a certain geometric condition (involving the first eigenvalue
of (—A,, WyP(R2))) is fulfilled.

Very recently, Papageorgiou and Zhang proved existence of a regular solution
for a problem similar to (1.1.14), but with a non-homogeneous principal
operator, patterned after the (p, ¢)-Laplacian (i.e., A, + A, with 1 < ¢ <
p < +00); see [138].
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1.2 Singular systems

Since 2000, singular elliptic systems have been systematically studied, looking
for steady-state solutions to the Gierer-Meinhardt system, which arises from a
biological model built three decades earlier (see [80]). A comprehensive study
of elliptic (generalized) Gierer-Meinhardt systems was initiated by Choi and
McKenna. In [41] the authors consider the Dirichlet problem

;

—Au+u= in Q,

—Av+av = in Q,

SHESESHRS

(1.2.1)
u,v >0 in €,
L u,v =0 on 0,

being @ € RV, N > 1, a domain with smooth boundary. Existence of a
solution (u,v) € (C*(Q) N C*(Q))? is proved; also, uniqueness of solution is
shown, provided @ = 1 or N = 1. The proof of existence basically relies on a
priori estimates and Schauder’s fixed point theorem, but it differs according
toa > 1, a =1, or @« < 1. Then the same authors analyzed a slightly
different problem (see [42]), namely,

( r
—Au+u= Y oin Q,
v
—Av+v=u" in Q, (1.2.2)
u,v >0 in
u,v=0 on 09,

\

with » > 1. They proved existence of classical solutions in the following
cases: (i) N =1 and Q2 = (0,1); (ii) N = 2 and € is the unit ball centered
at the origin. In case (ii), also radial symmetry is guaranteed. In analogy to
(1.2.2), we mention [12].

A list of open questions, appearing at the end of [42], led various scholars to
a deeper investigation of the problem. In 2007, existence and non-existence
theorems have been furnished by Ghergu and Radulescu in [75], which con-
cerns the following generalization of (1.2.1):

(—Au+au = J(w) +p(z) in

g(v) "
h(u )
—Av + fv = % in €2, (1.2.3)
u,v >0 in €,
L u,v =10 on 0,

12



with o, B > 0, p € C®7(£2) being non-negative and non-trivial, and f, g, h, k €
C%7(€Q) being non-negative, non-decreasing, and such that ¢g(0) = k(0) =
0. The next year, Hernandez, Mancebo, and Vega published a sub-super-
solution theorem; cf. [97]. Among its consequences, existence of Hélder
continuous solutions for the system

—Au+ au = \Pv? in Q,

—Av+ fv = pu"v® in §,
u,v >0 in €,
u,v =20 on 052,

(1.2.4)

is provided under the conditions \,u > 0 and —1 < p+ ¢, 7+ s < 1. If,
moreover, ¢,r > 0, then the solution is unique. Incidentally, the proof of
uniqueness is based on a concavity argument. Actually, more general uni-
formly elliptic operators are encompassed in [97].

Monotonicity assumptions on f, g, h, k in (1.2.3), as well as the sign condi-
tions on p, q,r, s in (1.2.4), suggested to distinguish the cases of cooperative
and competitive systems. Generally speaking, a system of the form

—Apu = f(u,v) in Q,

—Av =g(u,v) in Q,
u,v >0 in €,
u,v =20 on 0f),

(1.2.5)

is called cooperative (resp., competitive) if f(r,-) and g(-, s) are non-decreasing
(resp., non-increasing). Quasi-linear systems of type (1.2.5) are treated by

Motreanu and Moussaoui in [124, 125, 126]. More specifically, [124] deals with

cooperative systems having pure power nonlinearities, i.e., f(u,v) = utph

and g(u,v) = u*v%; [125] is devoted to competitive systems; finally, [126]

treats problems having neither cooperative nor competitive structure. All of

these works exploit the sub-super-solution method; for a degree-theoretic ap-

proach to quasi-linear problems, we address to [98] and the references therein.

We also point out [60], containing a multiplicity result.

Different forms of semi-linear Gierer-Meinhardt systems have been stud-
ied in the last two decades: here we mention [128], whose setting is RY, and
[2], in which a Gierer-Meinhardt-type system perturbed with a convection
term is investigated. Accordingly, in the quasi-linear framework, two paths
are delineated: the analysis of singular systems in R", and the study of con-
vective singular systems in bounded domains. To the best of our knowledge,
very few works have been written on these topics.
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Regarding the first subject, the article [114], published in 2019, concerns the
cooperative system

~Apu = a(z)f(u,v) in RY,
~Av =b(z)g(u,v) in RY, (1.2.6)
u,v >0 in RY,

being f,g : (0,+00)? — (0,400) two continuous functions satisfying the
growth conditions

mys®t < f(s,t) < Mys® (1 +t7), —1<a;<0<py, my, M >0,
mat™ < g(s,1) < Ma(1+ )72, —1 < By <0< ay, my,My>0.

Moreover, the following mized conditions (i.e., regarding both equations of
(1.2.6) at the same time) are imposed:

ar+ay<p—1 and [+ pr<qg-—1

Existence of a solution to (1.2.6) is guaranteed provided suitable summability
assumptions on the weights a, b are fulfilled. We highlight that weights play
a fundamental role for problems in unbounded domains, since they ensure a
good summability of reaction terms, which implies a gain of regularity. An-
other investigation of singular systems in unbounded domains is represented
by [147].
On the other hand, singular systems exhibiting convection terms have been
studied in the recent paper [27], which is devoted to the following cooperative
system:
—Ayu = f(z,u,v, Vu,Vuv) in Q,
—Av = g(x,u,v,Vu, Vo) in Q,
u,v >0 in €,
u=v=>0 on 052,

where f,g: Q x (0,400)? x R? — (0, 4+00) are two Carathéodory functions
subjected to the growth conditions

(1.2.7)

mys® " < f(x, 8,1, 60, &) < Mys™tP + |V + |VE&|D, my, My >0,
mas®2tP2 < glx, s,t,&1,65) < Mys®2t92 4+ |VE 2 + V&2, my, My > 0,
with
—1<a; <0< fB1,m,01, 0<an+pi<pPr—a1<p-—1,
1< B <0< ag,v,02, 0 ap+fBr<as—fr<qg-—1,
11,00 <p—1, 7,00 <q—1
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It is shown that there exists a solution to (1.2.7) that belongs to C*(Q)?
and whose components behave like the distance function. To complete the
picture of singular convective systems in bounded domains, we mention the
interesting work [127], published in 2017. It possesses two peculiarities: (i)
its structure is, in general, neither cooperative nor competitive; (ii) it allows
singularities on the gradient terms. More specifically, the problem under
consideration is

—Apu = f(u,v,Vu, Vo) in Q,

—Av = g(u,v,Vu, Vo) in Q,
u,v >0 in €,

u=v=>0 on 012,

(1.2.8)

with f, g : (0,+00)? x (RN \ {0})? — (0, +00) continuous functions obeying
the growth conditions

my(s+ &)™ (¢ + &) < f(z,s,t,6,&) < Mi(s+ &)™ (¢ + &)™,
ma(s + [&])*2 (t + [&]) < glx, s,t, &1, &) < Ma(s+ &) *2 (¢ + |&])™,

being mq, My, mg, My > 0 and aq, (1, as, B2 € R such that
a, f1 <0, ai1fy >0, |-G <p—1, [B]—-a<qg—1

As observed above, all proofs of the aforementioned articles are based on
sub- and super-solutions; the degree-theoretic counterpart is developed in [8],
which deals with singular convective systems on bounded domains subjected
to functional boundary conditions.

To the best of our knowledge, no articles about singular convective sys-
tems in the whole space are available in literature; in other words, singular
problems exhibiting all the three features presented in this introduction seem
to be not studied. We offer a result of this type in paragraph 4.2.2.

1.3 A brief guide for the reader
The aim of the present thesis is fourfold:

e furnishing a historical introduction to singular problems, highlighting
their striking impact in Analysis, as well as focusing the mathematical
issues and deals arising in this context. The ‘state of art’ presented
in this chapter is clearly far from being complete, but it offers a large
bibliography which could be used as a starting point for a deeper in-
vestigation.
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e collecting, in a self-contained way, a wide class of tools commonly used
for studying singular problems. Statements are written in their ba-
sic form, trying to retain a sufficiently high level of generality without
entering into too technical details; the reader is addressed to author-
itative references in order to find generalized versions, finer analyses,
and further comments. Chapter 2 is devoted to this aspect.

e showing simple procedures to approach some basic singular problems,
in order to show very important techniques, as sub-super-solution and
shifting methods. Despite the arguments are simple, they allow to
perform a complete analysis of particular classes of problems. This
point of view is given in Chapter 3.

e offering some very recent research results about more sophisticated
problems as, for instance, singular convective systems in the whole
space. Proofs are given in symbiosis with both the tools shown in
Chapter 2 and the techniques developed in Chapter 3, granting a har-
monized aspect to the thesis. These results are contained in Chapter
4.

The thesis is divided in chapters, sections, and paragraphs; also enumeration
of formulas and sub-paragraphs (including definitions, theorems, corollaries,
ete.) follows this scheme. Notation is introduced in Section 2.1.

We highlight that elements of originality are contained in the proofs of The-
orems 2.2.2, 2.2.11, 2.2.12, 2.2.19, 2.3.10, 2.5.10, as well as in the arguments
employed in Remarks 2.2.57 and 2.4.1. Chapters 3 and 4 are entirely origi-
nal.

Before going on, we warn the reader that, dealing with estimates, generic
constants (often indicated by ¢) may change their value at each passage.
The dependencies of such constants are explicitly indicated when any ambi-
guity could arise; some of these dependencies are marked as subscripts of ¢,
in order to stress them.
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2 Tools

2.1 The functional framework

The present section is devoted to briefly introduce the functional setting
within we work, as well as to fix the notation used in the sequel. First, dif-
ferent function spaces are described; then some classical embedding theorems
are stated, together with a useful compactness criterion. After recalling some
information about dual spaces, two theorems (very useful in the context of
singular problems) are presented, and various definitions of solution to an
elliptic partial differential equation in divergence form are given, together
with some related remarks.

2.1.1 Function spaces

For an organic exposition of the topics treated in this paragraph, we address
to [101].

Let Q CRY, N > 2 be a domain (i.e., an open, connected set). For any
domain €' C RN, we abbreviate ' C Q with the symbol ' € Q. For any
set F/, we denote with yg the characteristic function of F.

We indicate with C*(Q), k € Ny := N U {0}, the set of functions possessing
continuous derivatives up to k-th order in Q, while C**(Q), k € Ny and
a € (0,1], contains the functions having Hélder-continuous derivatives (up
to k-th order) with Holder exponent «; when these spaces are endowed with
the Fréchet topology of locally uniform convergence (up to derivatives of or-
der k), we denote them with CF_(Q) and Cl:%(Q), respectively.

We define C*(Q2) as the set of the functions that are continuously differ-
entiable infinitely many times. The k-th derivative of a function w will be
indicated as D*u; clearly, if u is a scalar function, then D*u can be repre-
sented at each point by a tensor of order k. If £ = 1, we also use the symbol
V inplace of D'. f U = U(xy,...,ZN, Y1, - - -, yur) is a differentiable function
from RY x RM — R™ we denote with V,U : RY x RM — R™ x RN (resp.,
V,U : RY x RM — R™ x RM) the gradient with respect to the x-variables
(resp., y-variables).

With the notation

fullow i= stplul, fula = sup LD
@ z,y€N |x — yla
xFy
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we also define, when €2 is bounded, the following spaces:

CH(Q) = {u € C*Q) : |luller = Z | D"ul| o < +oo},

h=0
k
Q) = {u € CP(Q) : ||ullcra = Z | D"u| oo + [D*u)y < —i—oo},
h=0

with k, a as above.

A space of continuous functions with subscript ¢ denotes its subspace consist-
ing in the functions having compact support within the considered domain:
for example,

CX(Q) :={u e C™®(Q) : suppu C 2, suppu is bounded},

where suppu = {x € Q: u(z) # 0}. A space of continuous functions with
subscript 0 denotes that its functions vanish on the boundary: for instance,

CH(Q) == {u e C**(Q) : u=0on 0N}

We will also make use of abstract function spaces: in this case, the image
will be separated by the domain with a semi-colon; e.g.,

C°([0,1]; X) := {u : [0,1] = X : wuis continuous}.
Let us consider the following sets:

B:={z=(2,2y) e R : |z| < 1},
By ={z=(,oy) eRY : |z| < 1,0 <y < 1},
By :={r= (2", 2x) €eRY : |2| < 1, 2y = 0}

Q is of class C* k € Ny and a € (0,1], if for any x € 9Q there exists a
neighborhood U of x in RY and a bijective map H : B — U (called local
chart) such that

HeCH(B), H'eCrk(U), H(B,)=UNQ, H(By) =1Uno.

Accordingly, we adopt the following definition: if € is of class C*®, a function
Y : 982 = R belongs to C**(99) if for any € 9 the function ¢, oHip,
By — R belongs to C**(By), understanding By as an open set of RN~1; cf.
[81, p.94].

With M () we mean the set of Lebesgue-measurable functions in €.
Given m € N, we say that f : Q@ x R™ — R is a Carathéodory function if
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f (-, s) is measurable for all s € R™ and f(x,-) is continuous for almost every
x € Q. Dealing with Carathéodory functions, we use ‘for all 2’ instead of ‘for
almost all £’ to avoid unpleasant notation.

We define the Lebesgue space LP(Q2), p € [1,+00), as

1(0) = {u e M) Jlul, = ( [ dx)’l’ < +oo},

whose functions are considered modulo sets of measure zero (this identifi-
cation holds true also for all the subsequent spaces). Using the notation of
essential supremum ||+ ||, which is coherent with the one given for continuous
functions, we introduce the space

L>(Q) = {u € M(Q) : ||ullo := esssup |u| < 400}
Q

The Sobolev spaces W5P(Q), k € Ny and p € [1, +00) are defined as
k
WHEP(Q) = {u € L(Q) : |[ullky = D> [ID"ul|, < +00}.
h=0

We also define the subspace Wg?(Q) as the completion of C*°(Q) under the
Sobolev norm || + ||x,. It can be proved that, if Q is of class C%') then
WP (Q) consists of the functions whose derivatives up to order k — 1 vanish
on the boundary (in the sense of traces). When 2 is bounded, we endow
WJP(Q) with the equivalent norm || D¥ul|, for any u € Wy*(Q), stemming
from Poincaré’s inequality.

We make use of LF_(Q) and W,-P(2), being respectively the Lebesgue and

loc

Sobolev local spaces. A function u : © — R belongs to L? () (resp.,

loc
WEP(Q)) if u,, € LP(K) (resp., ), € W*P(K)) for any K € Q. These local
spaces are endowed with the Fréchet topology induced by the semi-norms
|- leecxy and || - [|wep(x), with K varying among the sets such that K € €.
We also introduce a pivotal threshold, especially for Sobolev embeddings:

the critical Sobolev exponent pj, defined for any p € [1, +00) as

N .

phim NTI;CP, ?f kp < N,
0, if kp> N.

When k = 1 we simply write p*. In the sequel we will concentrate on the

case k=1and p < N.

Solutions of elliptic equations in unbounded domains and their derivatives
can have different behaviors at infinity (see, e.g., [71, p.80]), so it could
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occur that the summability of w differs from the one of Vu (or with respect
to derivatives of higher order). For this reason, in the case kp < N, we
introduce the Beppo Levi spaces (also called homogeneous Sobolev spaces)

DiP(Q) := {u € LP*(Q) : |D*u| € LP(Q)},

We equip Dp*(€) with the norm ||D¥ul|,. The space C°(Q) is dense in
DyP(Q) with respect to the norm just defined. Incidentally notice that,
without any more stringent conditions, functions of DY (Q) do not decay at
infinity pointwise; however, see [71, Lemma I1.6.3 and Theorem I1.9.1] for
integral and pointwise decay estimates, respectively.

An exhaustive introduction on Beppo Levi spaces may be found in [71, 151,
108].

2.1.2 Embedding theorems and dual spaces

We start by recalling some definitions regarding operators between Banach
spaces (except monotonicity, which will be treated separately in Section 2.3;
vide Definition 2.3.1). Given a sequence {u,} and a point u, we indicate
with u,, — u the strong convergence of {u,} to w, while u, — u stands for
the weak convergence.

Definition 2.1.1. Let (X, | - ||x), (Y, || - |ly) be two Banach spaces and 7" :
X — Y a (possibly nonlinear) operator. T is said to be

e bounded if T maps bounded sets into bounded sets,

e compact if T' maps bounded sets into relatively compact sets,
e continuous if u, — w implies T(u,) — T (u),

o weakly continuous if u, — u implies T'(u,) — T(u),

o strongly continuous if u, — w implies T'(u,) — T'(u),

e demi-continuous if u,, — w implies T'(u,) — T'(u).

e completely continuous if T is continuous and compact.

Remark 2.1.2. It is readily seen that strong continuity implies both conti-
nuity and weak continuity, and each of them in turn imply demi-continuity;
moreover, compactness implies boundedness. Nevertheless, in more stringent
hypotheses for X, Y, and T, we can say more:

e if X is reflexive then strong continuity implies complete continuity;
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e if X is finite-dimensional then continuity is equivalent to strong conti-
nuity, and demi-continuity is equivalent to weak continuity;

e if T has finite rank then its weak continuity is equivalent to the strong
one, and its demi-continuity is equivalent to continuity;

e if T'is a linear operator then its boundedness is equivalent to continuity,
and its complete continuity is equivalent to the strong one.

For further implications, we address to the survey [69]; see also [150, Chapter
I1].

Now let us discuss some basic facts regarding embeddings between the
function spaces considered in paragraph 2.1.1. Retaining the notation of
Definition 2.1.1,if X C Y and T : X — Y is the identity operator then T is
said to be an embedding. According to Remark 2.1.2, any compact embedding
is a continuous embedding. In the sequel, we will write X — Y (resp.,
X <5 Y) to signify that X is continuously (resp., compactly) embedded in
Y.

Theorem 2.1.3 (Ascoli-Arzela). Let Q C RY be a bounded domain. Then,
foranyk e Ng and 0 < f < a <1,

Cke(Q) < CRPQ) S CF(Q).

It is not true that in general C**1(Q) — C*(Q), but this embedding holds
true provided € satisfies the following geometric condition:

(S): There exists M > 0 such that, for any z,y € €, there exists {2},
such that zg = z, 2z, = v, as well as

n—1

[2i,2i41) €Q Vi=0,...,n—1, Z|Zz‘+1_zi| < M|z —yl,
i—0

where [a, b] denotes the segment joining a with b.

In other words, condition (S) requires that for any pair of points (z,y) there
exists a polygonal whose length does not exceed a multiple, independent of
x, 9, of the distance between x and y. This condition is satisfied, for instance,
by star-shaped domains; on the other hand, a plane domain lying between
two infinite, disjoint spirals converging to the same point does not satisfy the
condition; see [101, pp.23-25].
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Theorem 2.1.4 (Rellich-Kondrachov). Let Q C RY be a bounded domain of
class C%, k € Ny, and p € [1,+00). Then:

Wh(Q) = L9(Q) Vg€ [1,p), if kp <N,
Whe(Q )‘—>Lq( ) Vq € [1,400), if kp=N,
Wk,p( )(_>Cma( )7 mZ[k—N/p],oz:k—%—m, Zf kp>N7

being [a] the integer part of a € (0, +00).

Further properties related to Theorem 2.1.4 and, more generally, to Sobolev
spaces can be found, e.g., in [123, Chapter 1].
If © is unbounded, Theorem 2.1.4 is no longer valid: this phenomenon is
usually called lack of compactness for Sobolev embeddings. The best we can
expect in the case kp < N is a Sobolev inequality, which furnishes a contin-
uous embedding.

Theorem 2.1.5 (Sobolev). Let Q C RY be a domain of class C%'. Then,
for any k € Ny and p € [1,4+00) such that kp < N,

WHhP(Q) — LUQ) Vg € [p,pl.

Unlike Sobolev spaces, which compactly embed in Lebesgue spaces via
Theorem 2.1.4, in Lebesgue spaces compactness of subsets is hard to deduce.
Then the following characterization of relatively compact sets of LP(2) can
be a helpful tool. For a proof we refer to [101, Section 2.13]; see also [23,
Corollary 4.27 and Remark 13] for an extension in domains having infinite
measure. Given h € RY and f: Q — R, we define

Snf(x) = f(x+h)— f(z) VoecRY,
with the convention f(x + h) = 0 whenever = + h ¢ €.

Theorem 2.1.6 (Fréchet-Riesz-Kolmogorov). Let p € [1,+0), Q C RY be
a domain with finite measure, and F' C LP(Q). Then F is relatively compact
if and only if it is bounded in LP(Q) and

|hl|1:m |0nfll, =0 wuniformly with respect to f € F.

We conclude this paragraph by recalling some duality properties. Given
p € (1,+00), we define the conjugate exponent p’ := ﬁ. The spaces LP(€2),
WhP(Q), DyP(Q) are reflexive for p € (1,400). The dual spaces of L?(2),
WEP(Q), and DEP(Q) are denoted (coherently to the notation introduced
above) by LF'(Q), W= (Q), and D~*¥(Q), respectively.
Hereafter, with X* we mean the topological dual of the space X; (-,-) rep-
resent the duality brackets. We also recall (cf. [99]) that if X < Y (resp.,
X S Y) then Y* < X* (resp., Y* <> X*).
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2.1.3 Auxiliary results

We begin this paragraph by recalling few definitions about multi-functions.
We address to [31] for further details.
Given a set A, we define

24 .= {B: BC A}

Given two sets A and B, a multi-function (or set-valued map) is a function

S+ A — 28 The domain of .% is defined as
dom.” :={a€ A: S(a) # 0}.

A function T': A — B is called selection of . if T'(a) € #(a) for all a € A.
Let (X, dx) and (Y, dy) be two metric spaces. A multi-function . : X — 2V
is said to be compact if it maps bounded sets into relatively compact sets;
it is lower semi-continuous if, for every =, — x in X and y € .(z), there
exists {y,} C Y such that y, — y in Y and y,, € .#(z,) for all n € N.

Dealing with problems subjected to homogeneous Dirichlet boundary con-
ditions and possessing a reaction term which is singular at the origin, it is
crucial to understand the behavior of W, ”(Q) functions near the boundary.
Given a domain Q # RY of class C%!, we can define (" ~!-almost every-
where on 99, being Nt the (N — 1)-dimensional Hausdorff measure) the
outer normal v : 9Q — S¥~1, where SV~ is the (N — 1)-dimensional sphere,
according to Rademacher’s theorem (see [67, Theorem 3.2]). If 2 is bounded,
we define the distance function d as

d(x) := dist(z, 0Q) := inaf;2 |z —y| VaeQ.
ye

For all u € C'(€), we consider the normal derivative d,u := Vu - v.
The following theorem (vide [133, Theorem 21.3]) furnishes an informa-
tion, of integral type, for functions in VVO1 P(Q).

Theorem 2.1.7 (Hardy-Sobolev). Let Q C RY be a domain of class C,
p € (1,N), 0 €]0,1]. Set% = %—%. Then there exists C' = C(Q, N,p,0) >
0 such that

ld~%ull, < CIVull, YueWy(Q).

Regarding the pointwise behavior near the boundary, we state and prove the
result below.

Theorem 2.1.8. Let 1 C RY be a bounded domain of class C?, and let
u € Cy*(Q) with a € (0,1]. Then d'u € C%P(Q) for = . More
precisely, there exists C' = C(Q2) > 0 such that

1™ ull go.oy < C llullgray-
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Proof. Set Q5 := {x € Q : d(x) < &}. Since Q is of class C?, there exists
§ € (0,1) and IT € C(Qs; 99Q) such that, for any = € Qs,

x — II(z) = —y(l(z)), |(z),z[C Q. (2.1.1)

d(z) = |z — (=), )

The theorem is proved once we show that there exists C' = C'(2) > 0 such
that

d(@) "~ dy)| 0
sup W M TS Q, 0< |5L' - y| < 5 <C ||u||C’1*‘l' (212)

So pick any z,y € Q such that 0 < |z — y| < g. Without loss of generality,
we can suppose d(z) > d(y). Three cases can occur.
Case 1: d(z) > 0. By the mean value theorem one has

i ~ i) ()

T Y u\z _
——V(—)x—ylﬁ for some z €]z, yl. 2.1.3
P— d<z)\ | Jz, yl (2.1.3)

Observe that

A(2) 2 dla) — |z — 2] > d(a) ~ o —y] 6 =2

Then, recalling that d is 1-Lipschitz continuous,

‘V (28)‘ < d(z)|Vu(z)|erZ!>1;(z)\|vd(2)|

By (2.1.3)-(2.1.4), besides |z — y| < § < 1, we get

2 4
< = [ Vulloo + 5 - (2:1.4)

u(@) _ uy)
@ "y | _ (2 4 |

Case 2: |z — y|'7# < d(x) < §. Lipschitz continuity of u produces
[u(@)] < [[Vullo d(2),

so the mean value theorem and the 1-Lipschitz continuity of d entail

u(@) _uly)| _ o) ~ulw) | | ()~ d)
7~ | <O
< IVl S IVl ) gt
— 209l < 2Tl - o
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We obtain

u(@) _ uy)
|z =yl

Case 3: d(z) < min{|z — y|*#,§}. According to (2.1.1) and the fact that
u = 0 on 012, the mean value theorem furnishes = €]Il(x), z[ and § €]I(y), y|
such that

_ufe) — u(ll(a))

= —Vu(z) v(l(z)),
(2.1.7)

= —Vu(g) v(Il(y)).

Hence, the inequalities d(y) < d(z) < |z — y[*=# < 1 yield

29| < |2 — 2|+ |v—y|+ |y — 7

) (2.1.8)
<d(z)+ |z —y|+d(y) <3|z —y|" 7.

By (2.1.7) and the mean value theorem we get

i d| S [Vu(@) — Vu(g)| + [Vu(@)|[v(T(z)) — v(T(y))]

. o 2.19
Vullgoe |& — 1% + [ Vtloo| V2ol VTl |2 — 3] (2.1.9)

<
< clr = ylllullera,

since a(1 — ) = . Thus, we infer that

u(@) _ u(y)

d(z) d(y)
|z —y|?

< cllullgre if d(x) < min{|z —y['?, 5} (2.1.10)

Estimates (2.1.5), (2.1.6), and (2.1.10) yield (2.1.2), completing the proof.
O

Remark 2.1.9.

e There is another version of Theorem 2.1.8; if u € Cj(Q) then d~'u €
C%(Q), and in particular there exists C' = C(Q) > 0 such that

ld™ ull oy < C llullor -
Indeed, according to (2.1.1), we have

()] = |u(z)—u(l(z))| < [[Vulleo [z=T(2)] = [Vullo d(z) V2 e Qs,
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while
d(z) -1 0
u(z)] < =~ lu(@)] < 07 |ullc d(z) Vo € 2\ s,
providing the estimate
ld™ | oo () < ClIVull o1 -

It remains to prove the uniform continuity of d~!u. We can reason as in
the proof of Theorem 2.1.8, but here (2.1.10) does not hold. Hence the
uniform continuity follows from (2.1.5), (2.1.6), and the first inequality
of (2.1.9), besides observing that

lim |Vu(z)— Vu(y)| =0,
|z—y| =0+

because of (2.1.8), the regularity of u, and the Lipschitz continuity of
voll.

If the function u appearing in Theorem 2.1.8 is a solution to a differen-
tial equation, sometimes it is possible to apply both the strong maxi-
mum principle and the boundary point lemma (see Theorems 2.3.7 and
2.3.8 below) in order to guarantee that the extension of d~'u in 2 is a
strictly positive function, which in turn implies that there exists [ > 0
(depending on u) such that u > Id in €, thanks to the continuity of
d~'u ensured by Theorem 2.1.8. Indeed, the strong maximum princi-
ple yields u > 0 in €, so the same holds for d~'u. Since d~'u can be
extended to a continuous function in £, we can evaluate it on a generic
xo € 02 by computing, through (2.1.1) and the boundary point lemma,

u(zo) o u(zo — tr(xo)) ~ lim u(zo — tr(xo)) — ulxg)
d(zg) =0+ d(zg — tr(xg))  t—0+ t
= —0,u(xg) > 0,

after recalling that u(xy) = 0 and II(xy — tv(zg)) = x¢ whenever ¢ is
small (see (2.1.1)).

In this final part of the section we provide different notions of solution for
elliptic equations in divergence form. Before going on, it is worth noticing
that any definition of solution has to be contextualized with respect to the
features of the problem one deals with: some authors usually perform slight
modifications to the meaning of ‘solution’ to adapt it to the problem they
would like to discuss. Here we limit ourselves to the problems we will treat
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in the sequel.
Let Q C RY be a domain of class C!', N > 2, with outer normal v to 0,
and let p € (1,400). We consider the differential problem

—div A(x,u, Vu) = B(z,u, Vu) in Q, (P)
possibly coupled with Dirichlet boundary conditions
u=11(z) on 0L, (D)
or Robin boundary conditions (called Neumann conditions if 15 = 0)
Oyu = o(x,u) on 0L, (R)

where A : QO xRxRY 2 RV B: OxRxRY -5 R, and ¥ : 02 x R — R
are Carathéodory functions, while ¢; € LP(0€2). We suppose that A satisfies

(A) A, 5,)| < arl€l= + azs¥ + (),
for all (x,s,£) € 2 x R x RV, being a;, ay,as > 0 and ¢ € LP'(Q).

Definition 2.1.10.

o u € WP(Q)is said to be a distributional solution to (P) if B(x,u, Vu) €

loc
Li () and, for all p € C°(Q),

/A(m,u,Vu)~V<pdx:/[>’(x,u,Vu)gpdx. (2.1.11)
Q Q

e u € C?(Q)NC°AQ) is said to be a classical solution if A(-,u, Vu) is of
class C!' and (P) holds true pointwise.

Suppose that €2 is bounded. Then:

e u € WHP(Q) is said to be a weak solution to (P) + (D) if, for all
© € WyP(Q), it holds

B(-,u, Vu) ¢ € L'(), (2.1.12)

/A(m,u,Vu)-chdx = / B(z,u, Vu) ¢dz, (2.1.13)
Q Q

and (D) is satisfied in the sense of traces.
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e u € WH(Q) is said to be a weak solution to (P) + (R) if, for all
p € Wir(Q),

B(-,u,Vu) o € LY(Q), (-, u)p € L'(09Q) (2.1.14)

hold true (identifying ¢,,, with the trace of ¢ on ), besides

/ A(z,u,Vu) - Vodr — [ sz, u)pdo
° o0 (2.1.15)

= / B(z,u, Vu) pdz.
0

If © is unbounded, then:

e u € DyP(Q) is said to be a weak solution to (P) if (2.1.12)-(2.1.13)
hold true for all ¢ € Dy (Q).

u is said to be a classical sub-solution to (P) if (P) holds true (pointwise)
with the sign of ‘<’ in place of ‘=". Moreover, u is said to be a distributional
(resp., weak) sub-solution to (P) if (2.1.11) (resp., (2.1.13) or (2.1.15)) holds
true with ‘<’ instead of ‘=" for any ¢ > 0. In the case of Dirichlet problems,
sub-solutions must satisfy also u < 17 on 0f2 in the sense of traces; for Robin
problems sub-solutions must satisfy also ¥y(z,u) > 0 on 02 in the sense of
traces. Super-solutions are defined as sub-solutions, substituting ‘<’ with
C>7'

To be more precise, we highlight some important considerations in the
following remark.

Remark 2.1.11.

e We observe that the number p in Definition 2.1.10 is related to the
growth condition of the principal part A: indeed, assumption (A) is
sufficient to ensure that the integrals involving A in (2.1.11), (2.1.13),
and (2.1.15) are finite for any u. On the other hand, growth condi-
tions for B and 1y ensure (2.1.12) and (2.1.14); for instance, thanks to
Sobolev’s embedding theorem (see Theorem 2.1.5), we can suppose

B(x,5,6)] < clé]TT +eols]” 1+ flz), fe LEV(Q),
Px /
|tha (2, s)| < esls]?" + g(x), g € L7 (09),
with p, = 5\1]\/:117)2 . Anyway, we chose not to make assumptions of

this type, because they are not satisfied for singular problems without
imposing further restrictions on the class of solutions.
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e Different definitions of ‘u > 0 on 9€2” are available also for distributional
solutions: see, e.g., [143, p.52] and [28, Definition 1.2]. Following [143],
we say that u € W,oP(Q) satisfies u > 0 on 99 if for any § > 0 there
exists a neighborhood I's of 92 such that v > —¢ in I's.

e We will not treat classical solutions, because even for the p-Poisson
equation the best regularity of solutions is C1 (see, e.g., [148, p.1]).
On the other hand, in the linear setting, solutions can achieve C%®
regularity; this is essentially due to the Calderén-Zygmund theory (see
paragraph 2.2.4 below). In the context of quasilinear problems, the
concept of strong solution is introduced (vide [81, Section 9]) to recover
a sort of ‘pointwise’ definition of solution; actually, strong solutions
are weak solutions with a further differentiability property, as the one
ensured by Theorems 2.2.17 and 2.2.18 below.

e Definition 2.1.10 can be generalized to systems. Another generaliza-
tion consists in defining particular couples of sub-super-solutions: this
aspect will be treated in paragraph 2.3.3 (in particular, see Definition
2.3.11).
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2.2 Nonlinear regularity theory

The present section is devoted to recall some basic facts about regularity
of weak solutions to elliptic problems in divergence form. Both local and
global regularity will be discussed, with particular emphasis about a priori
estimates for entire solutions, i.e., solutions defined on the whole space R¥.
Anyway, we will collect the results depending on regularity, not on domain;
a list ordered according to the typology of domain will be given in Remark
2.2.21 below.
Regularity theory for semilinear problems can be found, e.g., in [96] (cf. [81]
for a classical reference). There is a few literature about nonlinear problems,
even for the p-Laplacian; we refer to [123] for some brief sketches about some
of the results exposed here, while for further details we address to the articles
cited in itinere.

In order to expose the main ideas about nonlinear regularity theory, let
N >2 pe(1,+00), and Q C RY be a bounded domain of class C2. Consider
the following problem:

{_Apu_ f(u) in €, (2.2.1)

u=20 on Of).
If f is a continuous function with p-sub-linear growth, i.e.,
1f(5)] < eils]it + ey Vs ER,

with ¢ € [1,p) and ¢1, ¢, > 0, then (2.2.1) admits a weak solution u € Wy (Q)
(see Theorem 2.4.3 and Remark 2.4.4). Anyway, from the regularity point
of view, we can assume a priori that (2.2.1) has a solution u such that fou
is measurable; in particular, we do not require any continuity or growth
hypotheses on f. A simple way to deduce regularity of solutions is to freeze
the right-hand side (that is, to keep it fixed), so that a generic solution u

solves also
—Ayu=g(z) in Q,
u=>0 on 012,

with g(z) = f(u(z)) for all x € Q. Standard results (see Corollary 2.2.3 and
Theorem 2.2.12 below) say

(2.2.2)

1. g€ LYQ), g > % = u € L>®(Q);

2. g€ L), ¢ > N = uec CH(Q).



In this way the regularity can be deduced by the properties of the Nemitskii
operator N¢(u) := f owu. But there is a loss of information: in reducing to
problem (2.2.2) we forgot that u is a solution to a more ‘balanced’ problem,
in which the function appears in both members of the equation. Hence we
can gain regularity with the aim of more sophisticated theorems concerning
directly problem (2.2.1). For instance (see [123, Section 8.1]),

L|f(s)] <cils|" ' + o, 7 € [p,p*) = u € L=®(Q);

2. fe€LE(R), ue L®() = ue Q).

loc

The requirement u € L*>(Q2) in (2) is usually a consequence of (1). We
explicitly notice that the hypothesis in (1), called sub-critical growth con-
dition, implies that the Nemitskii operator Nj maps W,?(€) in L71(9),
which could be very close to L'(2), yielding a very low summability; hence,
in the context of (2.2.1), we obtained a better regularity result.

In more general cases, a good combination of the two methods presented
above (for instance, freezing some terms on the right-hand side and leaving
the other ones as unfrozen) allows to achieve different types of regularity
of solutions (boundedness, Holder continuity, Sobolev differentiability, etc.),
furnishing a priori estimates which are very useful in the context of existence
theory, especially for singular problems, to gain compactness.

2.2.1 Moser’s technique

Let Q CRY, N > 2, be a domain of class C%! and let p € (1, N). We would
like to investigate boundedness of weak solutions to (P) (see paragraph 2.1.3).
Results of this type are usually achieved via Moser’s technique: here we are
going to present this argument in the context of positive solutions to singular
problems, addressing to some research articles for different settings.

We assume the following structure conditions: A : Q x (0, +00) x RY — RY
and B : Q x (0,+00) x RY — R are Carathéodory functions satisfying

(Ay) A, 5,6) < € + axs¥ + (x),
(Az) Az, s,€) - € > as||?,
(B) 1B(x,5,&)| < bi|&[P7" + basP™ + b3s ™0 + f(x),

for all (z,s,€) € Q x (0,+00) x RY, being § € (0,1), f € L™(Q) with r > =
Y € LP(Q), and a;,b; > 0,1 =1,2,3.

We briefly justify the hypotheses considered here. Assumptions (A;) and
d < 1 are used only to guarantee that (P) has a weak solution (cf. [118,
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p.2]), and they have no role in the proof of Theorem 2.2.2 below, while
(As) is a standard growth condition that seems not to be weakened in the
context of singular problems (cf. [118, Remark 2.2]). Finally, hypothesis
(B) incorporates the totality of problems we will treat in the sequel: they
possess reaction terms which are convective, p-linear, and singular; moreover,
f usually represents some fixed terms that allow us to handle, amongst several
problems, systems of equations like (P) or singularities with sufficiently high
summability.

Before reporting a proof of a Moser-type theorem for the illustrated prob-
lem, we mention some recent results obtained by Marino and Winkert about
convective problems in bounded domains: [116] concerns critical problems
with critical boundary conditions, while in [118] the singular setting is inves-
tigated; moreover, [117] is devoted to systems. Proofs of Moser-type results
for entire solutions of (P), which are particular cases of Theorem 2.2.2 below,
can be found in [114, 91].

For any u € M(Q) and a,b € R, we introduce the sets

Qo i={x: ul@)>a}, Q:={r:a<ulx)<b.

We also set u. := min{u,c} for any ¢ € R. For convenience of exposition
we will consider u € X, X := W,?(Q) (being Q € RN bounded) or X :=
DyP(RY) (setting Q := RY), weak solution to (P).

Lemma 2.2.1. Suppose (A1)—(Az) and (B). Let u € X, u > 0 in Q, be a
weak solution to (P). Then, for any ¢ € X, ¢ >0,

A(z,u,Vu)-Vedr < / (0| VulP ™t + by + bsu™ + f) pdz. (2.2.3)

Ql Q1

Proof. Pick a cut-off function n € C*°(R) satisfying

0 it ¢ <0,
n(t) = < increasing if 0 <t <1, (2.2.4)
1 if >,

and let n.(t) :=n(*=t) for all t € R. Take any ¢ € CH(Q) with ¢ > 0. Test
(P) with (1. ou) ¢ and exploit (B) to get

/(.A(x, u, Vu) - Vo) (n. ou)dz

0

+ / (A(z,u, Vu) - Vu)(nl o u) pda (2.2.5)
Q

< /(b1|Vu|”_1 + byt 4 bsu™’ + f)(n. o u) pdu.
0
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By (As) and . o u > 0 we have

/(A(x, u, Vu) - Vu)(n. ou) pdx > a3/ |VulP(nl ou) pdz > 0. (2.2.6)
0 Q

From (2.2.5)—(2.2.6), besides observing that 7. o u = 0 outside €2;, we obtain

/ (A(z,u, Vu) - Vo) (ne ou) da

o (2.2.7)

< / (b | VulP™ + byuP ™! 4 bsu™® + f)(n. o u) p da.
Q1

Letting e — 0% in (2.2.7) and applying Lebesgue’s dominated convergence
theorem proves (2.2.3) for any ¢ € C}(Q); then a density argument permits
to conclude. O

Now we are ready for the main result of the paragraph.

Theorem 2.2.2. Let (A1)—(Ay) and (B) be satisfied, and let w € X, u > 0
in , be a weak solution to (P) such that, for a suitable C' > 0,

[Vaull, < C.
Then there exists M = M(C, || f]|-, 2, N, p, as, by, ba, b3) > 0, such that
Julloo < M.
Proof. Let k>0 and h > 1. Lemma 2.2.1, applied with ¢ = uuﬁp, gives
/ (A(z,u, V) - Vu) u? da
1951
+ kp/ (A(z, u, Vu) - Vug) uuf? " da (2.2.8)
1951

< / (bl\Vu\pfl + bzupil + bguié + f) uuzp dx
951

Now we estimate both sides of (2.2.8) separately. Regarding the left-hand
side, using (Az) we obtain

/ (A(z,u, Vu) - Vu)ul? dz > ag [ [VulPul? do (2.2.9)
Ql Q1
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and
kp/ (A(z,u, Vu) - Vug) uul? " da
Q1
= kp/h(A(a?,uh,Vuh) - V) up? da (2.2.10)
Ql

> askp [ |Vup|Pu)® da.
1951

On the other side, according to Young’s and Holder’s inequalities, besides
recalling that we are working in €2y, we have

/ |Vu|”_1uul;pd:p:/ |Vu|”_1ui(p_1)uufida:
o o (2.2.11)

<e [ |Vulul?dz+ 05/ (uuf)? de,
Ql Q1

/ upuipdx:/ (uuf)P du, (2.2.12)
Ql Ql

/ u P dz S/ (uuf)P de, (2.2.13)
Ql Q1
and
pudae < [ ifidyae <l ([ dyras)” @2

951 Q1 931
Putting (2.2.9)—(2.2.14) into (2.2.8) gives

as ( \VulPul? de + kp [ [Vun|Pul? dx)

Ql Q1

< bie \Vu\puip dz + (byc. + ba + bg)HuuﬁHg + HerHUUZ”gw-
951

Choosing € = 3= allows us to re-absorb on the left the first integral of the

right-hand side, yielding

as k k
5 </91 |Vu|Pu,” do + kp/Ql |V, [Pu,? dx) dz (2.2.15)

< (bace + by + b)lluwi[If + [/ [l luuz 7,
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Notice that

kp+1 kN kp+1 4 b\ i (—D)p )
G Vel S Gy TV R V)

k 1
= (kp++1>P (uﬁp‘vup + kpul;;p|Vuh|p) < u2p|VU|p + kpulpr]Vuh\p.

Hence the left-hand side of (2.2.15) can be estimated from below by Sobolev’s
inequality (Theorem 2.1.5) producing, for a suitable ¢ = ¢(2, N, p) > 0,

\VulPul? dz + kp [ |[Vus|Pul? da

Q Q
! ! (2.2.16)
kp+1 K |1p kp+1 kip
= m IV (wup)lly = ¢ 77— [luuy][- -

Hence, summarizing the constants (we observe that c. is independent of k),
by (2.2.15) we get

kp+1 5
oy

v < c(luugllp + [lug]5,0),

for an opportune ¢ = (|| f||, 2, N, p,as, b1, by, b3) > 0. Re-arranging the

terms gives
k+1

PN

(kp+1)»
The condition r > % produces p < pr’ < p*. Thus, by interpolation and
Young’s inequality, we obtain

(g llp + [l |- (2.2.17)

Huuﬁ pr S C

o e < 5 2. < ol + o}, (22.18)
with

1 1—-0 0 1

—=——+— and ¢, =0T>.

pr' P p*

Choosing s = 1 we get

Hence (2.2.18) becomes

N
pe oV |ung ]|

g [l < ol
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that, inserted into (2.2.17), furnishes

kE+1

(kp+1)7
k-+1

(kp+1)»

N
e < c [ollutsfllye + (@75 + 1)

S C

=

[ llwtdkllye + 2055 [k |

for any 0 < 1 (recall that N — pr < 0 by hypothesis). We can choose
1 (kp+1)/P
2¢  k+1

generality) that ¢ > % Reabsorbing to the left the first term on the right we

get

o= , which is less than 1 for any k£ > 0, assuming (without loss of

pT

E+1 7"
p* S QW%N_‘_Q (Cﬁ) Huqup
p p

Applying Fatou’s lemma on the left-hand side and Beppo Levi’s monotone
convergence theorem on the right we get, up to constants,

s

[ullpsype < N Jullgrr)p V>0, (2.2.19)

1
1 \ kE+1 rH pr

Pk = 7—F=> = | 1 I :

k+1 (kp+1)» pr— N

Observe that (2.2.19) is a reverse-Hélder inequality (referring to the fact
that higher norms are controlled in terms of lower ones), so we can perform
a bootstrap argument. Pick the sequence {k,} defined as

being

k., Dp=(k,+1)p* V N,
{( a+p= (k1) Yne (2.220)

(ki +1)p=p"

Inequality (2.2.19) for k = k; implies

HuH(kH—l)p* S C'ukl )\ZIHU p* < 4o00.
Reasoning inductively, by (2.2.19) we get
[ll e rypr < AL Null sy V€N,

with all norms being finite. Proceeding by induction again, (2.2.20) yields

n vy
eall gy < €2t 0 [H Aki] |u
i=1

»~ VneN. (2.2.21)
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It remains to prove that both the series and the infinite product stemming
from (2.2.21) are convergent. Observe that, since k, /400 as n — oo,

kn kn+1  p* r\"
~ = —, whence k,~[(=—] .
knfl knfl + 1 p p

ZﬂanZ%QZ(Z%) < +00.
n=1 n=1 "

n=1

Thus

Moreover, since

1 1

VE+1 B+l
Lll >1VEk>0 and Lll koo, 1,
(kp+1)» (kp+1)»

there exists K = K(p) > 1 such that

1

T =TI (&) B R P
i=1

T
i=1 i=1 (kip+1)7

< K2 N ~ KZZ‘;l( 7)" < +o00.
Letting k — oo in (2.2.21) we then get u < M in €, for some M > 1. Since
u < 1 outside €2y, we obtain u < M in €. O

Corollary 2.2.3. Let u € Wy ?(Q) be a weak solution to

—Ayu = f(z) in Q,
{ eo0 om0 (2.2.22)

being [ € L"(Q) with r > %. Then u € L>().
Remark 2.2.4.

e Although we have proved Theorem 2.2.2 for Dirichlet problems, the
same conclusion can be achieved also in the setting of Neumann prob-
lems, provided hypothesis |Vu||, < C is replaced by |lu|;, < C: in-
deed, it suffices to add the term % |luwy |2 in both sides of (2.2.15) and
estimate it from below through

a as k 1

Gl > 5 G ikl k> 0
in order to couple it with ||V(uu’,j)||§ in (2.2.16), when Sobolev’s in-
equality is used. Other generalizations, related for instance to Robin
boundary conditions or critical exponents (vide [116]), can be possibly
implemented for singular problems.
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e We highlight the fact that (B) allows to treat systems of differential
equations like (P), because one can freeze the mixed terms; this point
of view will be adopted in paragraph 4.2.2. Let us clarify this fact
with an example. Consider [117]; hypotheses (E4)—(Es5) and (E7)—(Esg)
force the mixed terms appearing in (Hs) to fall into L"(£2) with r > %:
indeed, for instance,

by b — '

BpBIZE S Pl e, o> (2) =2,
p q p p

for all (u,v) € W1P(Q) x W4(Q2). The same thing occurs in [91] with

hypothesis Hy (a). This fact also reveals the importance of the exponent
% for L*° bounds in the context of p-coercive elliptic operators.

2.2.2 Holder regularity

The development of Holder regularity theory is one of the bedrock results
of Mathematical Analysis in the twentieth century: it suffices to say that
this theory led to a complete solution to Hilbert’s XIX problem. It is clearly
impossible to summarize, even in a partial way, the literature concerning this
topic, so we limit ourselves to address the interested reader to the classical
book by Gilbarg and Trudinger [81]. An introduction to the topic can be
found, e.g., in [96] for the linear setting; cf. also [4].

Since we are interested in nonlinear equations in divergence form, we only
mention that, moving from the works by Ladyzhenskaya and Ural’tseva [103]
and Uhlenbeck [160], many authors investigated local regularity of weak
solutions: Evans [65], Lewis [107], DiBenedetto [59], Tolksdorf [157], and
Lieberman [110]. We deem that regularity up to the boundary has been less
studied: up to our knowledge, we can cite only the well-known Lieberman’s
paper [109] and, in view of singular problems, [79, 95]. Very recent results
about p-Laplacian systems have been obtained in [21] and [22], regarding
local and global estimates respectively.

Let Q@ C RY, N > 2, be a domain and let p € (1,+00). In this para-
graph we deal again with problem (P) of paragraph 2.1.3 but, in order to
gain regularity, we have to strengthen the structural conditions considered in
paragraph 2.2.1. Hence we suppose that A is a C? function, whose restriction
to O x R x RN\ {0} is C', and B is a Carathéodory function; moreover, the
following structure hypotheses are assumed:

(A1) pF oAz, s, &) > 1 |€1P2 | ul?,

(Az) |0cA(x, 5, )] < 72772,
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(As) [A(z, 5,) = Ay, 1, )| < L+ ) [lz — yl” + s — 7],
(B) 1B(x,5,6)] < 7lél” + f(x),

for all (z,5,£) € Qx Rx RN, (y,t) € Q x R, and u € RY, being 8 € (0,1],
f € L{OC(Q)7 r > Na and V1,72 > 0.
The following local result is due to Lieberman; for a more general state-

ment, see Remark 2.2.9 below.

Theorem 2.2.5. Suppose (A;)—(As) and (B). Let u € WEP(Q) N L2 () be

a distributional solution to (P) and ' € Q such that, for a suitable Co > 0,
Jull (@) < Car.

Then there exist two constants Mq = Mq/(Y,Cqr, B, f, N, p,y1,72) > 0 and
a=a(B,N,p,v2/m) € (0,1] such that

ullcra@y < Mo

Corollary 2.2.6. Let u € W P(Q) N L

o 2 (Q) be a distributional solution to

—Ayu = f(z) € LL (Q), ¢g> N. (2.2.23)

Then u € CLY(Q).

loc

Now we come to regularity up to the boundary, reporting another result
by Lieberman [109]; it investigates the problems

—div A(z, u, Vu) = B(z,u, Vu) in (2.2.24)
u = () on 0f),
and
—div A(x, u, Vu) = B(z,u, Vu) in Q,
(2.2.25)
Az, u, Vu) - v =1z, u) on 02,

where ) is bounded domain of class C*?, 3 € (0, 1], with outer normal v,
and

Y1 € CH(09),  |ya(z, )| < e,
[Ya(, 8) = aly, )] < clle =yl + |s —t)7],

for all (z,s), (y,t) € Q@ x R.

(2.2.26)
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Theorem 2.2.7. Let (A;)—(A3), (B), and (2.2.26) be satisfied. Let u €
WP(Q) N L>(Q) be a weak solution of (2.2.24) or (2.2.25) such that, for a
suitable C' > 0,

||U||Loo(Q) S C
Then there exist o € (0,1] and M > 0, depending on C,Q, 3, N,p, V1,72,

such that
||U||Cl,a(§) < M.

Corollary 2.2.8. Let u € WHP(Q) N L>®(Q) be a weak solution to

—Ayu= f(z) in €, —Apu = f(z) in Q,
wu=0  on 89 du=0  on 90,

with f € L1(Q), ¢ > N. Then u € C*(Q).

Remark 2.2.9. It is possible to prove regularity, both local and up to
the boundary, also for problems with non-standard growth, as the (p,q)-
Laplacian, i.e., A, + A, with p,q € (1,400), p > ¢. Indeed, a theorem by
Lieberman (cf. [110, p.320]) asserts that the conclusions of Theorems 2.2.5
and 2.2.7 remain valid if (A;)-(A3) and (B) are replaced by the following
assumptions:

(A1) T OeA(w, s, &) > 1L ),
(A)) 0cA(w,5,6)] < 12080,
(A5) |A(2,5,6) — Aly, £, )| < (1 +w(l€)lz —yl” + |s — t|7],
(B) 1B(z, s, &) < vw((E)[E] + f(z),
for a suitable w € C*(0, +00) such that w > 0 in (0, +00) and
0, < SZ;S) <0y Vs e (0,+00), (2.2.27)

for some C7,Cy > 0.

As we will see in paragraph 3.1.1, Holder regularity for solutions to sin-
gular problems is often deduced by the following theorem (see [95, Lemma
3.1]), which is patterned after [79]. We recall that the distance function d
was defined in paragraph 2.1.3.
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Theorem 2.2.10. Let u € W,P(Q) be the weak solution to the Dirichlet
problem (2.2.22), with f € L2.(2) obeying

loc

f(z)] < Cd™

for some v € (0,1) and C > 0. Then there exists M = M(C,~,§2) > 0 such
that
[ull gre@) < M.

Flattening 02 and using a partition of unity argument, with a procedure
similar to [106, pp.726-727]), it can be proved that

d7el'(Q2) Vvre [1, %) . (2.2.28)

Hence, Theorem 2.2.10 cannot be deduced by Theorem 2.2.7. In other words,
the importance of Theorem 2.2.10 relies on the possibility of handling right-
hand sides possessing very low summability.

Concluding this paragraph, we would like to give another proof of Corol-
laries 2.2.6 and 2.2.8 (in the Dirichlet case), based on coupling linear reg-
ularity theory with regularity results for equations with right-hand side in
divergence form (these type of results are common in literature, since they
produce ‘natural’ estimates). Local estimates are a consequence of [21, Corol-
lary 5.2], while the global ones can be deduced from [22, Corollary 2.7].

Theorem 2.2.11. Let Q@ C RY be a domain, N > 2, and p € (1,+00). Let
u € W,5P(Q) be a distributional solution to (2.2.23). Then, for any o € (0,1)

loc

sufficiently small, one has u € C’lloff(Q)
Proof. Fix any Byr € €2 and consider the linear problem

—Av = f(z) in Byg,
v=20 on 0Byg,

which admits a unique solution v € W*4(Byg), according to Minty-Browder’s
theorem (see Theorem 2.3.4 below) and the Calderén-Zygmund theory (vide
paragraph 2.2.4). By Rellich-Kondrachov’s theorem (Theorem 2.1.4) one has
W?24(Byg) — CYP(B,g) for a suitable 8 € (0,1), so Vv € C**(B,g). In
particular, the Calderén-Zygmund estimate (see (2.2.45) below) entails

IVUllcos @y < N lza(Bin)- (2.2.29)

Taking a smaller 3 if necessary, we apply [21, Corollary 5.2] to
—Apu = —div (VU) in B4R,
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obtaining

Va2Vl cos@,y < e [IVollcos @y + c2(R) Vullfg, ,

(2.2.30)
< || fllzaBan) + c2(R) IVl o, ) < 00,
because of (2.2.29) and the fact that u € W'P(Byg). We deduce
|VulP~2Vu € C*P(Bg). (2.2.31)

In particular there exists M > 0 such that
||VuHLoo(BR) S M. (2232)
Let us consider the bijective map ¥ : RV — R defined as

) = 3 W=y iy #0,
) {0 ity =0,

as well as its inverse ¥~ (y) = |y[P~?y. Inequalities (I) and (VII) of [111,
Chapter 12] ensure that, for any y;,y, € RV,

(T ) = (ya)) - (11 — v2)
2277y — | if p>2, (2.2.33)
Z 2 o\ P=2 2 .
(p—1(X+ |nil* + |w2l?) = |lvh — y2l if 1<p<2.
In particular, if |y;| + |y2| < K for some K > 0, then the Schwartz inequality
yields
it p>2,

_ p—1
Sy Yy s @) v — el

K) |y1 -

Hence ¥ € CO’P%l(]RN) for p > 2 and ¥ € C2H(RN) for 1 < p < 2. Then
(2.2.31)-(2.2.32) produce

_ Lo i p>2
— p—2 0,00 — 1 np= a2
Vu = V¥(|VulP~*Vu) € C"*(Bg), « { /% f1<p<o. (2.2.34)
In particular,
HVUHCOPL(P )
— s [V (|Vu(@)[P?*Vu(z)) — U(|Vu(y) P *Vu(y))]
z,yEBR ’Q: - y|a
zAY
Vu() - 2Vu(z) - [Vu@)-2Vu)\F 225
c(p,u) sup 3
z,yEBR ‘:U - Z/‘
TH#Y

< c(p, w)|[[Vul’” 2vUIICM
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with (cf. (2.2.33))

\)

p—2 if p>2,

c(p,u) = 2-p . 2.2.36
(P, ) { (142 Vul[f < p,) 2 if 1<p<2. ( )

]

Theorem 2.2.12. Let Q C RY be a bounded domain, N > 2, with 0 of
class CY7, v € (0,1), and p € (1,400). Let u € W, (Q) be a weak solution
to the Dirichlet problem (2.2.22) with f € L%(Q), ¢ > N. Then one has
u € CH(Q), for a sufficiently small o € (0,1). More precisely,

IVullgoa@ < ¢ HfHLq(Q) (2.2.37)

Proof. The proof of the first part follows by adapting the argument used for
Theorem 2.2.11. Regarding estimate (2.2.37), notice that inequality (2.2.30)
is replaced by

IIVulP~*Vullcos@ < cIVullcos@ < cllflzue (2.2.38)

according to [22, Corollary 2.7]. If p > 2, then a computation analogous to
(2.2.35), besides (2.2.34), (2.2.36), and (2.2.38), entails

[Vl con < 22 MTul2Vull 2 g < ¢ Firiey (2:2.30)

Let us suppose p € (1,2). Tt is not restrictive to assume || f|| (o) = 1: indeed,

setting A := ||f||Lq(Q we have
A, 00) = ¥ =A) = X and (VO e = AVl coem

Since [N | ey = 1, then (2.2.37) would give | Vu||coa@) < ¢!, which
is exactly (2.2.37) in the general case.

Reasoning as above, besides exploiting (2.2.38)-(2.2.39) and || f|| ra) = 1,
we get

1 2-p _
IVullcoom < . 1( + 2|Vl Foe ) = VUl Vel cosm)
. 2-p

2 1
< 2 (1 ellEd) Wl <l
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2.2.3 Lipschitz regularity

Let Q C RY be a domain, N > 2, and p € (1,+00). Whenever we are
not in the position to apply Theorem 2.2.7, for instance treating reaction
terms with low summability or dealing with unbounded domains, we have
no information about boundedness of the gradients of solutions. Anyway, in
some particular situations it is possible to produce an a priori estimate on
V]| oo, Where u € W2P(Q) is a distributional solution to the problem

—diva(Vu) = f(z) € LZ)(Q). (2.2.40)
We suppose a : RN — RY to be a C° function, whose restriction to RY\ {0}
is O, satisfying the following structure conditions:

(a1) ut Va(€) p = el ul?,
(a2) IVa()] < 72l€P2,
(as) |a(€)] < yol€lP,

for all ¢ € RV\ {0} and p € RY, being 0 < 7; < 5. The a priori estimate we
are going to present is provided by [63], and its proof is based on nonlinear
potential theory. Accordingly, for any f € L2 _(Q2) we define the nonlinear
potential

R FR(B(xz, p)\ ? d .
PR = [ (WpNM) L. with [FEB(.) = 1 s

Theorem 2.2.13. Suppose (ay)(as). Let u € W,-P(Q) be a distributional

loc
solution to (2.2.40) with f € L (), r := max{2, (p*)'}. Then there exists
c¢=c(N,p,v1,7) > 0 such that

|Vul? dx) 4 c|| Py (-, 2R)||§(

Bar)

||VU||Loo B S & (—
(Br) ‘BZR’ B

for any By € Q2.
Corollary 2.2.14. Let u € Dy*(RN) be a distributional solution to
—Ayu= f(z) e L'(RY), r>N.
Then Vu € L>®(RY). More precisely, there exists ¢ = ¢(N,p) > 0 such that
IVl ) < eIVl + [l any).
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Proof. Pick any z € RY. Set Bg := B(z, R) for all R > 0. By Theorem
2.2.13 and Hélder’s inequality, after observing that r > N > max{2, (p*)'},
we get

Vu(@) P~ < || Vullfe s,

1

1 v
_c(— \Vu\pdx) +c|1Pr(, 2) [ Lo (mo)
’BQ‘ By
2
_N
< e IValllom, s [ o s a0
0

2
N
< CITull by + [l [ o7 dp
0
< c(IVully b + 1)
Taking the supremum in x € RY on the left yields the conclusion. O]

Remark 2.2.15. As observed in [63, p.1363], assumption 7 > (p*)" in Theo-
rem 2.2.13 is irrelevant in the proof, but it guarantees that u is a weak solu-
tion, and not merely a very weak solution; in the latter case, an approxima-
tion procedure leads to the existence of a very weak solution v € WhP=1(Q)
to (2.2.40). For a thorough treatment on approximable solutions, see [44].

Now we turn to regularity up to the boundary. We mention the following
counterpart of Corollary 2.2.14, due to Cianchi and Maz’ya (see [43, Theorem
3.1 and Remark 3]), which investigates the Dirichlet problem

—diva(Vu) = f(z) in Q, (2.2.41)
u=0 on 0f),
and the Neumann problem
—diva(Vu) = f(z) in Q,
2.2.42
{ o,u=0 on 012, ( )

where € is bounded domain of class C'7, v € (0, 1], with outer normal v,
and

ferL(Q), r>N. (2.2.43)
In this case a is required to possess Uhlenbeck structure, i.e.,
a(§) = ao([¢]) €, (2.2.44)

being ag : [0, +00) — [0, +00) whose restriction to (0,+o00) is C', and the
following structural hypotheses:
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tal(t) tal(t)
! —1 < i, :=inf 212 < DL =5, <
(22) W (D) S ) S s
(ah) it~ <tap(t) < c(tP"'+1) Vi >0,

where 0 < ¢; < ¢g.

Theorem 2.2.16. Let (2.2.43)—(2.2.44) and (a))—(a}) be satisfied. Let u €
WyP(Q) (resp., u € W'(Q)) be a weak solution to (2.2.41) (resp., (2.2.42)).
Then there ezists ¢ = ¢(§2,p) > 0 such that

1
IVullso < c[lfII7"

2.2.4 Differentiability and compactness results

Let © C RY be a domain, N > 2, and p € (1,+00). Another branch
of regularity theory, often called LP-theory, investigates the summability of
higher order derivatives of weak solutions under a summability assumption on
the datum. The theory moves from the Calderén-Zygmund theorem, which
asserts that any u € VVO1 2(Q) weak solution to

—Au = f(x) € L"(2) in Q,
u=>0 on 0f),
belongs to W27 () and satisfies the estimate
ull2r < C £l (2.2.45)

A proof, based on Harmonic Analysis, can be found in [81, Theorem 9.9]. In
the nonlinear context, much less can be said. To the best of our knowledge,
the only positive result available il literature concerns the p-Laplacian in the
singular case p € (1,2): in [55, 152] the authors prove that the solutions of

—Ayu = f(x) (2.2.46)

belong to W2P(RYN), provided f € LY (RYN).
In the degenerate case p > 2, some differentiability results for the field

V= |Vu|%Vu

are provided, e.g., by Mingione [121, 122], and they lead to fractional differ-
entiability of Vu. Another, maybe more natural, way to get differentiability
results is to study the so-called stress field

V = |VulP?Vu.
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Nowadays, a well-known conjecture for solutions to (2.2.46) is

FELL(Q) SV eWL (RN, (2.2.47)
It is readily seen that all of the differentiability results discussed above al-
low to gain compactness, because of the Rellich-Kondrachov theorem (see
Theorem 2.1.4). Here we state two results about conjecture (2.2.47) and a
compactness argument based on Theorem 2.1.6.

We start by reporting a theorem (see [45]) which confirms (2.2.47) for
r = 2. Let us consider the problem

—diva(Vu) = f(z), (2.2.48)

with a possessing Uhlenbeck structure (2.2.44) and obeying (a})—(aj) in para-
graph 2.2.3.

Theorem 2.2.17. Let u € W,"*(Q) be a distributional solution to (2.2.48)

loc

with f € L7 (), r :== max{2, (p*)'}. Then a(Vu) € WL*(Q). More pre-

loc loc

cisely, there exists ¢ = ¢(N,iq,S,) > 0 such that

_N

_N_
la(Vu)llwizsgy < ¢(R™2 + R™2 7Y [|a(Vu) || 11(Byg) + [l Fll2(B2m)
for any Bog € Q).

Remark 2.2.15 holds also for Theorem 2.2.17.
Theorem 2.2.17 can be improved (see [92]), showing that conjecture (2.2.47)
holds true whenever p is sufficiently near 2, in the spirit of [119].

Theorem 2.2.18. Let u € WP(Q) be a distributional solution to (2.2.48)
with f € L}, (Q). Then a(Vu) € W2 (Q), provided |p — 2| < &, with § =

d(r, N,p) small enough. More precisely, there exists ¢ = ¢(N,r, R) > 0 such
that

la(Vu)llwrr ) < c(la(Vu)llerBap) + (1l (Bar))
for any Byr € Q.

We conclude the paragraph by proving an LP compactness result for
gradients of solutions, a very useful tool to pass to the limit convection
terms. We set, for any u € W'P(Q), © € Bg € Q, and h € R such
that |h| < d(Bg, 09),

up(x) = u(x +h), Opu:=u, — u.
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Theorem 2.2.19. Let {u,} C WrP(Q) and {f,} C L .(Q) such that u,, is

loc
a distributional solution to

—Ayu, = f, in Q (2.2.49)

for all n € N. Suppose that, for some M >0 and r € (1,4+00),

(Hy) {Vu,} is bounded in L3 (),
(Hy) {f.} is bounded in L} (Q),
(Hs) u, = u in LY ()N L ().

Then {Vu,} admits a strongly convergent subsequence in LY ().

Proof. Fix R > 0 such that Br € ). A density argument proves that

/ IV, | *Vu, - Vodr = fapde (2.2.50)
Br

Br

for any n € Nand ¢ € Wol’p(BR). Now pick ¢, s > 0 such that B; € B, € Bg
and n € C°(Bs), n > 0, such that n = 1in B; and |Vn| < 5. Foralln € N
set V,, := |Vu,[P"*Vu,. Using (2.2.50) with ¢ := n*d,u,, with |h| < R — s,
gives

/ 0 Vi - 6, (Vuy,) do + 2/ N opty, Vy, - Vndo = fapdz, (2.2.51)
BR BR BR

Analogously, exploiting (2.2.50) with ¢_;, and performing the change of vari-
able z + x + h on the left-hand side, besides recalling that By, C Bg,
furnish

/ n* (Vi)n - 0n(Vuy,) dzx + 2/ noptn (Vi)p - Vdo = fup_pda.
Bgr

BR BR
(2.2.52)
Subtracting (2.2.51) from (2.2.52) yields

/ 1 6u Vi - 61 (Vuy,) do + 2/
Br

Br

N opty, 0pVy - Vndx = frd_npdx.
Br

Using the monotonicity of the p-Laplacian (cf. (2.2.33)) and rearranging the
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terms produces the estimate

Vi - 0n(Vuy,)de < / 0?0, Vi - 0 (V) da

By BR
<2 [ (guallEaviliValds+ [ |fl5-uelda
Br Br
. 2.2.53
<~ utnllerio 50Vl i + Wl I-allsy 325
2c
< 2 ntaller Vil 5 + 2ol Wl

-1
< C(||5hun||LP(BR)||Vun||]2p(BR) + ||fn||LT'(BR)||5hu7l”LT(BR)>’

being ¢ = ¢(N,t,s) > 0. Notice that the last member of (2.2.53) vanishes
uniformly in n when h — 0" because of (H;)—(H3) and the Fréchet-Riesz-
Kolmogorov theorem (Theorem 2.1.6). The first member of (2.2.53) can be
estimated from below, but we have to distinguish two cases: p > 2 and

pe(1,2)
Case 1. For p > 2 we get (see (2.2.33))

By

= / (|V(Un)h|p_2V(un)h - |Vun|p—2vun> . (V(un)h _ Vun) dr (2254)
By
> c||(Vun)h = V5o s,y = cllon(Vun) 50 s,)-

By (2.2.53)-(2.2.54) we obtain 0,(Vu,) — 0 in LP(B;) uniformly in n when
h — 0%, so Theorem 2.1.6 completes the proof in this case.
Case 2. For p € (1,2) we obtain (see (2.2.33))

By
- / (|V(un)h’p_2v(un)h - yvun‘p_zvun) (V(tun)p — Vuy,) dr
b . (2.2.55)
> c/ (1+ [V (u)al? + [Vtn2) 2 [V () — Vg |2 da
By
= c/ Won léh(Vun)\Q dux,
By

with Wi (2) := (14 |V (un)n|? + [Vun|?) "= . Holder’s inequality with expo-
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nents % and ﬁ, as well as (Hy), yields

16T 2, 5 = / WE 16,(Vu) P W da

p

g(/ th|5h(Vun)|2dx) (/ W,;,f?dx>
Bt Bt

< ( / thwh(vwﬁdx) (1B +2 [V unlly )5
By

<e (/ W \5h(Vun)]2dx) "
By

Now the conclusion follows by (2.2.53) and (2.2.55)—(2.2.56), reasoning as in
the first case. N

(2.2.56)

Remark 2.2.20. If r < p*, then Theorem 2.2.19 can be proved also (in a
less direct way) by exploiting a result by Boccardo and Murat [10] which
ensures, under the hypotheses of Theorem 2.2.19 with r < p*, that

Vu, - Vu in L{ (), Vqe(1,p). (2.2.57)

In particular, (2.2.57) implies Vu,, — Vu a.e. in . Now we report this
alternative proof of Theorem 2.2.19.

Hypothesis (H,) furnishes f € L' (E) such that f, — f in L' (E), by reflexiv-
ity. Then (2.2.57), together with (H;) and Lebesgue’s dominated convergence
theorem, allows to pass to the limit in (2.2.50), producing

/ |VulP2Vu - Vo dr = / fodx (2.2.58)
Q Q

for any E € Q and ¢ € W, *(E). Fix any ¢ € C=°(Q) and let E := supp .
Using (2.2.50) with u, in place of ¢ we get

/ |Vu,|Pede + / Uy |V, [P *Vu, - Vodr = / frtinp dz. (2.2.59)
) Q Q
Similarly, exploiting (2.2.58) with u instead of ¢ gives
/ |VulPodz + / u |VulP"*Vu - Vodr = / fupdx. (2.2.60)
Q Q )

Observe that

- -1
IV P2Vt - V| ) < IVl (@) | Vttal |7 ).
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as well as |Vu,[P?Vu,, - Vo — |Vu|P2Vu -V a.e. in Q by (2.2.57). Thus,
[23, Exercise 4.16] and (H;) ensure that |Vu,|[P"2Vu, -V — |[Vu[P7>Vu -V
in L” (). Through (Hs) we get
lim [ w,|Vu,[P*Vu, - Vodr = / w|VulP?°Vu-Vedr.  (2.2.61)
Q

n—o0 0

On the other hand, (H3) produces

/ |un — uep|"dx < HgoH’;o/ lu, —u|" dz — 0,
E E

proving that u,» — up in L"(F). Then

lim fnungodx—/fugpdx (2.2.62)

n—o0

Passing to the limit (2.2.59) through (2.2.61)—(2.2.62) and subtracting (2.2.60)
we get

lim/|Vun]pg0dx:/|Vu]pg0dx. (2.2.63)
Q

n—oo 0

Now take any K € 2 and ¢ € Cx := {¢p € C°(0) : xx < ¢}. By (2.2.63)
we have

1jmsup/ |Vu, [P de < limsup/ ]Vun\pgodx:/ |VulPpde.
K Q 0

n—oo n—oo

Taking the infimum in ¢ € Ck, we get

lim sup/ |Vu,|Pdz < / |VulPda.
n—o0 K K

Hence, according to (H;) and [23, Proposition 3.32], up to subsequences we

get Vu,, — Vu in LP(K). Since K was arbitrary, we conclude Vu,, — Vu in

L{)OC (Q)

Remark 2.2.21. For the sake of completeness, we list all the results con-
tained in this section according to the typology of the domain (2.

e Results holding for a possibly unbounded €2: Theorem 2.2.5 and Corol-
lary 2.2.6, Theorem 2.2.11, Theorem 2.2.13, Theorem 2.2.17, Theorem
2.2.18, Theorem 2.2.19.

e Results holding for a bounded €2: Theorem 2.2.2 and Corollary 2.2.3,
Theorem 2.2.7 and Corollary 2.2.8, Theorem 2.2.10, Theorem 2.2.12,
Theorem 2.2.16.

e Results holding for Q = RY: Theorem 2.2.2, Corollary 2.2.14.
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2.3 Monotonicity methods
2.3.1 Pseudo-monotone operators

Definition 2.3.1. Let (X, | - ||) be a Banach space and A : X — X* be an
operator. A is said to be

(A(w),u)

- — 0o whenever ||lul| — 400,

e coercive if

e monotone if (A(u) — A(v),u —v) >0 for all u,v € X,
e strictly monotone if (A(u) — A(v),u —v) >0 for all u,v € X, u # v,

e uniformly monotone if (A(u) — A(v),u—v) > a(||lu—v|])||u—v]| for all
u,v € X, where a : [0, +00) — [0, 4+00) is a strictly increasing function
satisfying a(0) = 0 and a(t) — +oo for t — +o0,

e pseudo-monotone if

up, = u and limsup(A(u,),u, —u) <0 (2.3.1)

n—o0

imply, for all v € X,

(A(u), v —v) < liminf(A(u,), u, — v), (2.3.2)

n—s00
a (S4) operator if (2.3.1) implies u,, — u.
If A is bounded, then (2.3.2) can be replaced with
A(u,) = A(u)  and  (A(up), un) — (A(w),u).
We observe that

A uniformly monotone = A strictly monotone

= A monotone = A pseudo-monotone
and ([69, Lemma 6.5])
A uniformly monotone = A coercive, (S,) operator.

Another important result is the following.

Lemma 2.3.2. Let (X, || -||) be a Banach space. Suppose that A : X — X*
is a (Sy) operator and B : X — X* is a compact operator. Then C := A+ B
is a (Si) operator. If, in addition, C is demi-continuous, then C is pseudo-
monotone.
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Proof. Let {u,} C X and v € X such that u,, — u in X and

lim sup(C'(uy,), u,, — u) < 0. (2.3.3)

n—oo

Up to subsequences, compactness of B produces B(u,) — ¢ in X* for some
¥ € X*. So (2.3.3) reads as

0 > limsup(A(uy,), u, —u) + lim (B(uy,), u, — u) = limsup(A(u,), u, — u).
n—00 n—00 n—00
Hence, the (S, ) property of A gives u,, — u in X, as desired.
Now assume that C' is demi-continuous and suppose (2.3.3). Then w, —
w in X, since C is of type (Si), and C(u,) — C(u), by demi-continuity.
Accordingly,
lim inf(C'(up,), u, — v) = lim (C(uy), u, —u) + lIm (C(uy),u — v)

n—oo n—oo n—oo

= (C(u),u —v).
[l

For further implications, we address to [69]. Here we also point out that
strongly continuous operators are pseudo-monotone, and that the sum of
two pseudo-monotone operators is pseudo-monotone.

Now we are ready to state the main theorem on pseudo-monotone oper-
ators; see [163, Theorem 27.A] and [112, Théoremes 2.1-2.2].

Theorem 2.3.3. Let (X, |- ||) be a reflexive Banach space and let A : X —
X* be a bounded, continuous, coercive, pseudo-monotone operator. Then A
1S surjective.

Theorem 2.3.3 has an important consequence.

Corollary 2.3.4 (Minty-Browder). Let (X, ||-||) be a reflexive Banach space
and let A : X — X* be a bounded, continuous, coercive, strictly monotone
operator. Then A is bijective.

Some extensions are available also for closed convex subsets of X in place of
X itself (see, e.g., 23, Problem 31]).
2.3.2 Maximum and comparison principles

The regularity results discussed in Section 2.2 can be viewed as a special
investigation about a more general question: what can be said about the
solutions of partial differential equations? Since, in general, it is impossible
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to find solutions in explicit form, it should be good to have some information
about their qualitative behavior.

In this section we will present some maximum principles, which furnish a sign
information about super-solutions, as well as comparison theorems, which al-
low to ‘compare’ (in pointwise sense) sub- and super-solutions (say w and u,
respectively) of the same equation; also a boundary point lemma will be
stated, giving a sign information on the normal derivative of a sub- or super-
solution. Incidentally, we explicitly notice that comparison principles can be
directly deduced by maximum principles only for linear operators.

The aforementioned principles will be given in two different forms: the weak
form and the strong one. Weak forms produce non-strict inequalities (of the
type u > 0 for the maximum principle and u < ¥ for the comparison princi-
ple), while strong forms furnish strict inequalities (of type @ > 0 and u < 7):
this additional information is paid (essentially, but not only) by higher reg-
ularity of solutions.

The main reference about these topics is [143]: Chapter 3 treats the weak
maximum principle and the weak comparison principle, while Chapter 5 con-
cerns their strong forms.

Let Q@ C RY be a domain, N > 2, and p € (1,+00). Throughout this
paragraph we consider distributional sub- and super-solutions to problem
(P) of paragraph 2.1.3, making the following structural assumptions on A :
Q% (0,400) x RN = RN and B: Q x (0,400) x RY — R:

(A1) |A(2, 5,8)] < arl€P~" + azs? ™! +(x),
(A2) A(ﬂ?, 575) ’ f > a3’£‘p - a43p>
(B) B(:L', S?é) > _<b1’£‘p_1 + b25p_1)7

for all (z,5,£) € Q x (0,+00) x RV, being o € L¥' ().
Before stating the weak maximum principle, we recall that the definition
of ‘u > 0 on 0N can be found in Remark 2.1.11.

Theorem 2.3.5 (Weak maximum principle). Suppose that §2 is bounded, as
well as (A1)~(Az) and (B) are satisfied with ay = by =0 or by = by = 0. Let
u € WHP(Q) a distributional super-solution to (P). If u > 0 on 0Q, then
u > 0 in Q. The same conclusion holds true if € is unbounded, provided

lim inf u(xz) > 0.

zEQ

|z| =00
Theorem 2.3.5 is proved in [143, Theorems 3.2.1 and 3.2.2] (see also ibid.,
p.58, Remark 3). Hypothesis (B) can substituted by a dual one to obtain a
weak maximum principle for sub-solutions.
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In order to compare sub- and super-solutions of (P) we have to require, in
particular, some monotonicity hypotheses on A and B. We have the following
result (cf. [143, Theorem 3.4.1]).

Theorem 2.3.6 (Weak comparison principle). Let A = A(z,§) and B =
B(x,s), with A strictly monotone in & and B non-increasing in s. Moreover,
suppose that Q is bounded and (A,) is satisfied. Let u,v € W,-P(), being
u a distributional sub-solution and v a distributional super-solution to (P).
If u < v on 99, then u < v in Q. The same conclusion holds true if £ is
unbounded, provided
liminf(u(z) — v(z)) > 0.

Now we discuss the strong forms of maximum and comparison principles.

To do this, we particularize our problem considering

—diva(Vu) = b(z,u, Vu) in £, (2.3.4)

where a possesses the Uhlenbeck structure (2.2.44), and b € L2, (2% (0, +00) x
RY). Setting w(s) := saop(s), we further assume

(a) w is strictly increasing in (0, +00) and lirgl+ w(s) =0,
(b) B(z,5,8) = —cw([¢]) — f(s),

feC®([0,+00)), f(0)=0, f,, non-decreasing for some § > 0.

We also set
H(s) = sw(s)—/osw(t) dt, F(s) = /Osf(t) dar.

Theorem 2.3.7 (Strong maximum principle). Let (a) and (b) be satisfied,
and let uw € C1(Q) be a distributional super-solution to (2.3.4) such that u > 0
in Q and u(zg) = 0 for some xg € 2. Moreover, suppose there exists € > 0
such that either

f(s)=0 Vse(0,¢) (2.3.5)

or

€ ds
/0 HAF(s) (239

Then v =0 in Q.
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As a consequence of Theorem 2.3.7, under hypotheses (a) and (b), besides
either (2.3.5) or (2.3.6), any u € C'(Q) non-trivial, non-negative, distribu-
tional super-solution to (2.3.4) is strictly positive in €.

For a proof of Theorem 2.3.7, see [143, Theorem 5.3.1]; a generalization for
z-dependent operators can be found in ibid., Theorem 5.4.1.

As a consequence of Theorem 2.3.7 we get the following crucial information
about the behavior of super-solutions to (2.3.4) on the boundary.

Theorem 2.3.8 (Boundary point lemma). Assume (a) and (b). Let u €
CY(Q) be a distributional super-solution to (2.3.4) such that u > 0 in Q and
u(xg) = 0 for some xy € 02. Moreover, suppose either (2.3.5) or (2.3.6). If
Q) satisfies the interior sphere condition at xq, then d,u(zg) < 0.

The proof of Theorem 2.3.8, in a slightly wider context, is given in [143,
Theorem 5.5.1].

A general strong comparison principle for nonlinear operators is not avail-
able in literature, even for p-harmonic functions, as pointed out in [111, p.14];
hence, different versions of this result appeared in the last forty years: we
mention Tolksdorf [158], Guedda-Veron [94], Cuesta-Takac¢ [52] and, more
recently, Sciunzi [148]. Here we present a version for Dirichlet p-Laplacian
problems by Arcoya and Ruiz; see [6, Proposition 2.6].

Theorem 2.3.9 (Strong comparison principle). Let Q C RN, N > 2, be a
bounded domain of class C? with outer normal v to 09, p € (1,+00), X > 0,
fr9 € L®(Q), and u,v € WyP(Q) solutions to

—Ayu+ AMuPPu=f in Q, p A+ AP Pu=g in Q
u=0 on 0f), o v=0 on 0.
If for any compact K € ) there exists ex > 0 such that g — f > ex almost
everywhere in K, as well as v > 0 in Q and d,v < 0 on OS2, then u < v in )
and O,u > 0,v on Of).

Actually, according to Theorems 2.2.2 and 2.2.7, u,v € C%*(Q). In addition,
the hypotheses v > 0 in 2 and d,v < 0 on Jf2 can be verified through The-
orems 2.3.7-2.3.8 in case that ¢ > 0 in €2; notice also that these hypotheses
can be substituted by dual assumptions on u (cf. [6, Remark 2.8]).

2.3.3 Sub-super-solutions and trapping region

The notion of sub- and super-solution is strongly related to existence results:
it suffices to think about the Perron method for solving the Dirichlet-Laplace
problem. This notion gains importance especially in the context of singular
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problems; indeed, as we will see in Chapter 3, there are mainly two methods
for solving singular problems: using sub- and super-solutions to ‘avoid’ the
singularities of the reaction term, or ‘shifting’ the values of the reaction by
a quantity €, obtaining in this way a family of reqular (i.e., not singular)
problems, and letting € — 07 to recover a solution to the main problem.
Theorems which provide a solution by assuming the existence of a sub-
solution and a super-solution are usually called sub-super-solution theorems.
Before stating a basic result of this type, let us discuss the sub-super-
solution point of view with an example, partially reported in [26, Lemma
2.1]. A generalization will be exposed in paragraph 3.1.1.
Let Q@ C RY, N > 2, be a bounded domain of class C? and p € (1,+00).
Consider the problem

{_Apu = f(z,u) in Q, (2.3.7)

u=>0 on 012,

where f: Q x (0,+00) — (0,+00) is a Carathéodory function satisfying

(f1) lim f(z,s) =+oo uniformly in = € Q,
s—0t
(f2) f(x,s) <eas 4+ s, with 0<y<1<q<np.

Claim 1: under the only hypothesis (f;), we claim that there exists u €
Cy*(Q) sub-solution to (2.3.7). To this aim, consider the torsion problem

—Aye=1 in Q,
e>0 in Q, (2.3.8)
e=0 on 0.

Problem (2.3.8) admits a unique solution e € C1%(Q): existence and unique-
ness are a consequence of Theorems 2.3.4 and 2.3.7, while regularity is due
to Corollaries 2.2.3 and 2.2.8. Moreover, (f;) guarantees there exists § > 0
such that

flz,s) >1 V(x,s)€Qx(0,9).

Set M := max{||e||l~, 0} and u := L e. We get
)
us 2 el <8

so, by homogeneity of the p-Laplacian,

—Apu = (%) . (=Ape) <1< f(z,u) in Q. (2.3.9)

57



We also observe that Remark 2.1.9 implies the existence of [ > 0 such that
e > ldin €, being d the distance function; so

% ld=:md in Q. (2.3.10)

Claim 2: under (f;)-(f,), we claim that there exists u € CY*(Q) super-

solution to (2.3.7). For this purpose, consider the auxiliary problem
—AE=d7 in Q,

E>0 in €, (2.3.11)

E=0 on 01},

u >

which admits a unique solution £ € C+*(Q): indeed, existence and unique-
ness follow from Theorems 2.3.4 and 2.3.7, while regularity is guaranteed by
Theorem 2.2.10. According to Remark 2.1.9, taking a smaller [ > 0 if neces-
sary, we have F > ld in ). Setting u := pF, for p > 0 sufficiently large we
obtain

flu) <ap B +ept T BT <co(pTd T 4 pth)

2.3.12
<c(p T4 pthHd <P ldTT = A ( )

Having this example in mind, we prove a sub-super-solution theorem for
the Dirichlet boundary value problem
{—div Az, u, Vu) = B(z,u,Vu) in

2.3.13
u=">0 on 052, ( )

where  is a bounded domain of class C%'. Here A : O x R x RN — RV
and B : Q x R x RY — R are Carathéodory functions and A satisfies the
structural conditions

(A1) |A(z, 5,8 < ar|¢P~ + ag|sP~! + (),
(As) A(x,s,-) is strictly monotone,
(A3) A(Q?,S,f) 5 > a3|f’p—77(37),

for all (z,5,£) € QxRxRY, being ¢ € LP'(2) and n € L'(Q). Our statement
is similar to the one of [31, Theorem 3.17], and the proof seems to be slightly
simpler. Anyway, the two statements are not comparable: indeed, we admit
that the coefficients of the local growth condition (see (B) below) belong to
Lebesgue spaces; on the other hand, we cannot handle a p-linear growth in
the gradient variable. Proving a sub-super-solution theorem in presence of

p-linear reaction terms requires a penalization argument, and it can be done
following [31].
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Theorem 2.3.10 (Sub-super-solution theorem). Suppose (A;)—(As) to be
satisfied, and let u,u be a sub- and a super-solution to (2.3.13) satisfying
u < w. Moreover, suppose the following local growth condition:

(B) B2, s,8) < k(@)[E]" + f(x),

for all (z,s,€) € Q x [u,u] x RN, being r € [0,p — 1), f € LY (Q) with
q € (1,p"), k € LY(Q) with t € (1,4+00], and
1 r 1

S -4-<1 2.3.14
TR (2.3.14)

Then (2.3.13) admits a weak solution u € Wy (Q) such that u € [u, 7] (i.e.,
u<u<uin).

< u(
T(u)(z):=< u(z) if u(r) <wulz) <u(z),
>

T is well defined since u < 0 < @ on 9. Due to [31, Lemma 2.89], T
is bounded and continuous. We define also the nonlinear operators Ar :
Wy (Q) = W=(Q), By : Wy*(Q) — LY(Q), and i* : LY(Q) — W-17(Q)
as

(Ar(), ) = / A, T(u), Vu) - Vipde Yo € Wi(Q),

(Br(u), ) = / Bz, T(u), VT () pdz Vi € LI(S),

(i*(u),p) = /ngodx Vo € WOLP(Q).

These operators are well defined thanks to (A;), (B), and ¢ € (1,p*). Con-
sider the functional equation (in the variable u)

W(u) == Ap(u) — (i* o Br)(u) = 0. (2.3.15)

We would like to apply Theorem 2.3.3 to get a solution of (2.3.15). First
we observe that Ar is bounded, continuous, and of type (S, ), according to
[31, Theorem 2.109]. On the other hand, i* is linear and compact (and, in
particular, bounded and continuous), since it is the adjoint of the embedding
operator i : Wy?(Q) < L9(Q), which is compact by Rellich-Kondrachov’s
theorem.
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We verify that Br is bounded and continuous. Due to (B) and (2.3.14),
besides Young’s inequality, the following estimate holds true for any u €
Wy (Q) and € > 0:

Bz, T(u), VT ()| < (k(z)| VT (w)|" + f(x))
< c(k(x)?|Vu|"? + f(z)7) (2.3.16)
<

e[Vaul? + co(k(x)' +1) + f(x)".

Integrating (2.3.16) proves that Bp is bounded. To prove continuity, let
{u,} € WyP(Q) and u € W,y (Q) such that u, — u in Wy (Q). Reasoning
up to subsequences, [23, Theorem 4.9] ensures that v, — v and Vu, — Vu
a.e. in ), as well as |Vu,| < U a.e. in 2 for some U € LP(Q2). Hence, using
(2.3.16), we have

1B(z, T (u), VT (ux))|? < eUP + co(k(z) + 1) + f(z)7 . (2.3.17)

Thus, using (2.3.16)—(2.3.17) and the continuity of T', we can apply the dom-
inated convergence theorem to |B(z, T(uy,), VI (uy,)) — Bz, T (u), VT (u))|?,
proving the continuity of By. Summarizing, i* o By is a completely con-
tinuous operator. According to Lemma 2.3.2, applied with A := Ay and
B :=14* o By, we deduce that ¥ is pseudo-monotone.

Now we prove that ¥ is coercive. From (B) and (2.3.14), besides the Holder,
Sobolev, and Young inequalities, we derive that

/Q|B(x,T(u),VT(u))||u|dx

g/Qk(a:)]Vu|”"|u|dx+/Qf(iﬂ)|u|df’3

< cl[ElelVullp el + 11f g lTull,
< (K Vully™ + 11l 1 Vellp)

P

< el Vaully + eIkl + 1£1G)-

(2.3.18)

Using (A3) and (2.3.18) we get

P

(U (), u) = (ag — &) [Vullp = lnll = c-(1EIE" + [1£1).

To conclude, it suffices to choose ¢ < ag.
Now we are in the position to apply Theorem 2.3.3 and get a solution u €
Wy (Q) to (2.3.15). It remains to prove that u € [u,@]. We will prove that
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u < @ in €, since the other inequality is analogous. To this end, recalling
that @ is a super-solution to (2.3.13) and u is a solution to (2.3.15) we have

/A(x,ﬂ, Vﬂ)-Vg@dxz/B(x,ﬂ,Vﬂ)apdx (2.3.19)
and
/ Az, T(u), Vu) - Voo da — / B(z, T(u), V(T(W) pdz  (2.3.20)
Q Q

for any ¢ € W,?(Q), ¢ > 0in Q. Testing (2.3.19)(2.3.20) with ¢ = (u—7)"
and subtracting the former from the latter yield

/Q(A(x,ﬂ, Vu) — A(z,u,Vu)) - V(u —u)* dz

< /(B(x,ﬂ, Vu) — B(z,u,Vu)) (u —u)" do = 0.
Q

Hence, recalling (Az), one has ||V (u —u)*[[p < 0, whence u < @ in Q. O

As a consequence of Theorem 2.3.10 and the preceding arguments, our ex-

ample problem (2.3.7) admits a weak solution provided p* > ﬁ Indeed,
the inequality u < @ follows from Theorem 2.3.6, together with (2.3.9) and

(2.3.12) which yield
—A,u = pPrd= > P (diam Q)Y > 1 > —Ayu
for u > 0 large enough; moreover, (f;) and (2.3.10) imply
f(z,8) <ciuVHeul™ <eym™d Ve pt T E|S <ed™ in Qx[u, ).

Accordingly, (B) is satisfied with k = 0 and f = c¢d™" € L7(Q), with ¢
that can be chosen within ((p*)’,1/7) (see (2.2.28)). Actually, the restriction
p* > ﬁ can be eliminated, but it is necessary to use variational methods:
see paragraphs 3.1.1 and 4.1.1.

Despite the generality of Theorem 2.3.10, often it is not simple to con-
struct both a sub- and a super-solution; we address to paragraph 3.1.1 for
an existence result whose proof uses only a sub-solution and is based on
variational methods.

Sub- and super-solutions can be employed also for systems of differential
equations, but in this case a relation between the sub- and the super-solution
occurs, in the spirit of the local hypothesis (B) above, that allows to treat
a wide class of reaction terms without requiring too much restrictive growth
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conditions. For the sake of simplicity, we restrict our attention to Dirich-
let boundary value problems with two variables (see paragraph 3.2.1 for an
application), but the definition can be extended also for Neumann systems,
following Definition 2.1.10 and Remark 2.1.11; a sub-super-solution theorem
about Neumann systems is presented in paragraph 4.2.1.

Definition 2.3.11. We say that (u, ), (7,7) € Wy (Q) x W,(Q) is a sub-
super-solution pair for

—div Ay (z, u, v, Vu, Vv) = By(z,u,v, Vu, Vv) in

—div Ay(z, u, v, Vu, Vv) = By(z,u,v, Vu, Vv) in

u=v=0 on 0f),
if
u<u in Q and u<0<u on 0,
v<7 in  and v<0<T on 09,

and the following inequalities hold true for any (¢, 1) € Wy () x W, (Q),
0,9 >01in Q, and (w, 2) € [u,u] x [v,V]:

/Q.Al(x,y,z,Vg, Vz) - Vedr < /QBl(x,g,z, Vu,Vz)edr,
/Q.Al(x,ﬂ,z,Vﬂ, Vz)-Vedr > /QBl(az,ﬂ,z, Vu,Vz) pdr,
/QAg(x,w,y, Vw, Vo) - Vi dz < /QBQ(x,w,y, Vw, Vo) de,
/QAg(ac,w,ﬁ, Vw, Vo) -Vydr > /QBQ(x,w,@, Vw, Vo)1 de.

The ‘rectangle’ [u,u] X [v, 7] is called trapping region.

Appearing for the first time probably in [30], the theory of trapping re-
gions has been developed in the last decades, mainly by Carl and Motreanu;
it led to several existence results: see, e.g., [32] and [33]. Nevertheless, in the
context of singular quasilinear convective elliptic systems, we recall the afore-
mentioned work by Motreanu, Moussaoui, and Zhang [127] (vide Section 1.2),
regarding singular convective systems allowing singularities in the convection
terms. References of [127] provide several other examples of application of
the trapping region theory.
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2.4 Variational methods

The structure of the principal part of equation (P) (see paragraph 2.1.3),
namely, A can be very general but, as we have seen in Sections 2.2-2.3,
there are some customary hypotheses to be imposed in order to develop the
whole theory. To retain the generality of the operator, but to ensure also the
availability of all the tools developed above, in the last decades a particular
Uhlenbeck operator has been considered and extensively studied: see, for
instance, [135, 93, 90].

Let Q C RV, N > 2, be a bounded domain of class C%* and p, ¢ € (1, +0c0)
with p > ¢. Consider a € C'(RY;RY) with Uhlenbeck structure (2.2.44),
and suppose that (a})—(a}) of paragraph 2.2.3 hold true.

Remark 2.4.1. The operator A(z,u, Vu) := a(Vu) satisfies all the general
conditions described in Sections 2.2-2.3, precisely:

e (A;)-(Az) of paragraph 2.2.1 (Moser’s technique);

A)—(A%), (2.2.27) of paragraph 2.2.2 (Holder regularity);

(
(

e (a])—(a}) of paragraph 2.2.3 (Lipschitz regularity);
(

Ay)—(Ay), (a) of paragraph 2.3.2 (Maximum and comparison princi-
ples);

(A1)—(A3) of paragraph 2.3.3 (Sub-super-solutions and trapping re-
gion).

Indeed, take w(s) := sag(s) and verify (2.2.27) through (a}): according to

sw'(s)  sag(s)+ap(s)  sap(s) ,
= = +1€elics+1,5,+1] C(0,400), (2.4.1
W(S) CL()(S) a0<3) [ ] ( ) ( )
valid for all s € (0,+00), one can choose Cy := i, + 1 and Cy := s, + 1.
Dividing (2.2.27) by s and integrating in [1, s] for any s > 1, one gets

(ig + 1) log s < logw(s) —logw(1) < (s, + 1)log s, (2.4.2)

whence ‘
w(1)s™T < w(s) <w(1)s* ™ Vs € [1, +oo). (2.4.3)

Analogously, integrating (2.2.27) in [s, 1] for any s € (0, 1], one obtains

w(1)s* T < w(s) <w(1)sT Vs e (0,1]. (2.4.4)

63



Incidentally, (a) of paragraph 2.3.2 is guaranteed by (2.4.4) and

M@ZM@CM)H>(-HW@>Q (2.4.5)
ao(s)

according to (2.4.1). We notice that (A}) of paragraph 2.2.2 is trivially
satisfied, while (A})—(A%) are equivalent to

w(l€)) w(l€))
T el T

where Apin(€) and Apax(§) are, respectively, the minimum and the maximum
eigenvalues of Va(&). Let us compute Va(f): we obtain

Va(§) = [€lag (\€|)|§| G

where Iy is the N x N identity matrix, while the symbol ® denotes the
tensor product in RY. Thus, eigenvalues of Va(€) are ||ag(|€])+ao(]€]) (with
eigenspace generated by &) and ag(|¢]) (whose eigenspace is the orthogonal
complement of ). Observe that “’?5' = ap(|¢]). Reasoning as in (2.4.5),
as well as exploiting (2.4.1), it is readily seen that (2.4.6) holds true with
vy = min{1,7, + 1} and 72 := max{1, s, + 1}. Concerning (As,) of paragraph
2.3.3, by the mean value theorem and (2.4.6) we have

(a(&) — a(&)) - (&1 — &) = (&1 — &) Va(€) (& — &)
> Amin(€9)|& — &

W(‘g D‘fl o 52‘2 > O,

I
for some £* € [£1,&)]. All the other conditions are a direct consequence of
(a}). It is worth noticing that the set o/ of conditions on a assumed in
the aforementioned works (we cited [135, 93, 90] just to give an example) is
actually equivalent to hypotheses (a})—(a3). In particular, we highlight that
the assumptions

§ )\min(g) S )\maX(S) S (246)

+ao(|£|)fN7

> M

/

lim sag(s) =0, lim sa(s) g (2.4.7)
s—0t s—07t CLO(S)

belonging to o7, are redundant for the set «7. Indeed, by (2.4.6) and (2.4.3)—
(2.4.4) we get

0 < sap(s) < yw(s) < yw(1)(s* ™ +st) -0 as s — 0"

and ,
p1= %) Fals) S mo Vs € (0, +00).
GO(S) ao(s) V2
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Variational methods consist in studying a functional J of class C* whose
critical points are solutions to the differential problem under consideration;
this functional is called energy functional. Given a bounded domain Q C R¥Y,
consider the Dirichlet problem

{—diva(VU) =b(r,u) in Q, (2.4.8)

u=20 on 0f),

being a € C*(RN;RY) as above and b : Q@ x R — R a Carathéodory function
obeying the critical growth condition

b(z,5)| < cls]P" ' + f(x), forall (z,5) € QxR, (2.4.9)

where f € L") (Q) and ¢ > 0. The energy functional associated with (2.4.8)
is

J(u) = /QA(VU) dz — /QB(x,u) dz for all u € WyP(Q), (2.4.10)

where

A(€) = /0 ey dt, Bla.s) = /0 b 1) dt. (2.4.11)

Set
D (u) ::/QA(Vu) dz, Y(u) ::/QB(x,u) dz. (2.4.12)

Under (2.4.9), the functional J is well defined and of class C'. Indeed, observe
that

VA(E) = |s|ao<|§|>|§—| — a(6) (24.13)
and, by (a}),
1a(6)] = aollEDE] < calleP" + 1). (2.4.14)

Thus the mean value theorem yields, for a suitable 7 € (0, ),

1
lim — [ (A(Vu+tVv) — A(Vu))dz = lim [ a(Vu+ 7Vv)-Vodz

t—0+ ¢ Q =0t Jo
= / a(Vu) - Vode,
Q

where the dominated convergence theorem is applied, thanks to (2.4.14);
hence ®(u) is Gateaux-differentiable. Using [23, Exercise 4.16] and (2.4.14)

65



again, it is readily seen that ® is continuous, so ® € CY(W,7(Q)). Re-
garding VU, it is of class C* on LP (), according to [56, Theorem 2.8] and
(2.4.9). Sobolev’s embedding theorem (see Theorem 2.1.5) then ensures that
U e CH WP ().

Notice that J encompasses the boundary conditions of problem (2.4.8); any-
way, the definition of J can be adapted to other settings, such as Neumann
or Robin problems, as well as problems in the whole RY.

In the sequel we will treat variational methods for regular problems, be-
cause regularity of the energy functional is necessary in the whole theory; in-
deed, the equivalence between the solutions to (2.4.8) and the critical points
of the functional J defined in (2.4.10) requires J to be differentiable. In the
context of singular problems, it is customary to truncate the energy func-
tional J at the level of a sub-solution u, to deal with a C* functional .J.
Once a critical point u for J is found, it can be proved that u > u via weak
comparison principle (Theorem 2.3.6), exploiting the fact that u is a solution
to the Euler-Lagrange equation of J. For a first example concerning this
procedure, see paragraph 3.1.1.

2.4.1 The Welierstrass-Tonelli theorem

Let us start with the following abstract result, which can be found in [153,
Theorem 1.1].

Theorem 2.4.2. Let X be a Hausdorff topological space and let J : X —
RU{+o0} satisfy the following condition: for any c € R the sub-level set J¢ :=
{ue X : J(u) < c}is compact. Then J is bounded from below and attains
its infimum, that is, there exists u* € X such that J(u*) = miny J > —oo0.
The conclusion remains valid if compactness of J¢ is replaced by sequential
compactness.

Theorem 2.4.2 is very general, since we can look for a suitable topology on
X ensuring that the sub-level sets J¢ are compact. On the other hand, com-
pactness of each J¢ implies that J is lower semi-continuous. Hence we have
two competing conditions: compactness of sub-level sets and lower semi-
continuity of J. Indeed, a coarse topology possesses several compact sets,
while a fine topology easily ensures that J is lower semi-continuous. A good
balance is often represented by the weak topology on X, leading to the fol-
lowing theorem, known as Weierstrass-Tonelli’s theorem (see [153, Theorem
1.2]).

Theorem 2.4.3 (Weierstrass-Tonelli). Let (X,| - ||) be a reflexive Banach
space and C C X a weakly closed set (endowed with the induced topology).
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Suppose J : C — R U {+oo} to be coercive on C' and weakly lower semi-
continuous on C. Then J is bounded from below on C' and attains its infimum
in C'. The conclusion remains valid if C' is a weakly sequentially closed set
and J is weakly sequentially lower semi-continuous on C'.

Remark 2.4.4. If b satisfies the sub-critical growth condition
b(x,s)] < c|s|?t + f(z) forall (z,5) € Q xR, (2.4.15)

being ¢ € (1,p*), f € L®V(Q), and ¢ > 0, then the functional (2.4.10)
is weakly sequentially lower semi-continuous on W, ?(Q). Indeed, recalling
(2.4.13) and (2.4.6), the Hessian of A is semi-definite positive; thus A is a
convex function, and so is ®. Since ® € C' (W, (Q)), its sub-level sets are
closed, while convexity of ® ensures that they are also convex; so they are
weakly closed, guaranteeing the weak (sequential) lower semi-continuity of
®. Concerning W, Rellich-Kondrachov’s theorem and Lebesgue’s dominated
convergence theorem, together with (2.4.15), ensure that it is weakly sequen-
tially continuous (one can use either [23, Exercise 4.16] or [23, Theorem 4.9]).
If b satisfies the (more restrictive) p-sub-linear growth condition

b(z,s)| < c|s|?t + f(x), forall (z,5) € xR, (2.4.16)

being ¢ € (1,p), f € L®)(Q), and ¢ > 0, then the functional (2.4.10) is
coercive on W, ?(Q). Indeed, by (aj) we have

a(§) - & = ao([&])IE]* = C€]7, (2.4.17)

while (2.4.16) entails

|s]

Is|
B < [ Baplde<e [t fo)s
—|s| —|s| (2.4.18)
< " ([s|"+ f(z)]s]).
Using Torricelli’s theorem and (2.4.17)—(2.4.18), as well as the Holder and
Sobolev inequalities, we get

J(u) Z/Q(/Ola(tVu)-Vudt> dx—/ﬂ|B(m,u)|dx

24.1
> |Vl = Nl = | fllpey (2.4.19)

p*
[Vullp—o0

> c|Vullj = NVullf = N fll ey [ Vull, ——— 400

(»*)

Coercivity of J is guaranteed also in the p-linear case ¢ = p (cf. (2.4.16)),
provided ¢ in (2.4.16) is sufficiently small with respect to the first eigenvalue
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of the p-Laplacian in W, " (), which is variationally characterized by the
Rayleigh quotient

Vul|P
AM(p, Q) = inf | L|p.
uewy P (9) [[wllp

u#0

Since J € C'(W,(€2)), the minimizer given by Theorem 2.4.3 is a crit-
ical point of J, so it satisfies the Euler-Lagrange equation for J, which cor-
responds to (2.4.8). Hence Theorem 2.4.3 produces a solution to (2.4.8).

2.4.2 The Mountain-Pass theorem

In paragraph 2.4.1 a solution to (2.4.8) is found by Theorem 2.4.3 under the
p-sub-linearity growth assumption (2.4.16). When this condition is not met,
for instance in p-super-linear problems, one can look for critical points of J
either among constrained minima, applying Theorem 2.4.3 on a convex closed
set C' C X to be chosen, or among saddle points, exploiting (for instance)
the theorem we are going to present. The method of constrained minima is
often applied by taking the Nehari manifold as the set C' or, more generally,
considering a natural constraint; we do not enter into details, addressing
to [3, 49] for an introduction on the topic. The second method is based
on the Mountain-Pass theorem, also called Ambrosetti-Rabinowitz theorem,
that chiefly exploits a deformation theorem to obtain a particular saddle
point, called of mountain-pass type; generalizations along this direction (not
treated here, for the sake of brevity) are represented by linking theorems; see
(3, 49, 123].

However, the methods mentioned above are strongly susceptible of the
geometry of the functional; for this reason, despite the generality of Theorem
2.4.3, here we have to require some regularity and compactness properties
on J. Hence, from here now, we suppose J : X — R to be a functional of
class C'! satisfying the Palais-Smale condition (Definitions 2.4.5-2.4.6 below;
cf. [153, p.70]).

Definition 2.4.5. Let J € C'(X). A sequence {u,} C X is said to be a
Palais-Smale sequence (briefly, PS-sequence) if {.J(u,)} is bounded in X and
J' (u,) — 0 (strongly) in X* as n — oc.

Definition 2.4.6. A functional J € C'(X) satisfies the Palais-Smale condi-
tion (briefly, (PS)) if any PS-sequence admits a strongly convergent subse-
quence.

The following lemma and its corollary are a good way to verify condition (PS)
in the context of variational problems stemming from differential equations,
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since the derivative of the energy functional is decomposed into the sum of
a principal part, having good monotonicity properties, and a reaction term,
which is usually compact.

Lemma 2.4.7. Let X be a reflevive Banach space and J € C*(X) such that
J =&+, where ® is a (Sy) operator, while ¥ is a compact operator. Then
any bounded PS-sequence admits a strongly convergent subsequence.

Proof. Let {u,} be a bounded sequence such that {J(u,)} is bounded in X
and J'(u,,) — 0 in X*. By reflexivity of X one has u,, — u for some u € X,
and by compactness of ¥ one gets V(u,) — 9 for some ¥ € X*. Thus,
recalling also that J'(u,) — 0 in X*,

(D (tp), un —u) = (J' (up), up — u) — (U(u,), u, —u) — 0.
The (S, ) property of ® then ensures u,, — win X (up to subsequences). [

Corollary 2.4.8. Suppose that the assumptions of Lemma 2.4.7 are satisfied,
and also that J is coercive. Then J satisfies condition (PS).

Proof. Tt suffices to observe that, for any PS-sequence {u,}, the boundedness
of {J(u,)} implies that {u,} is bounded. Then Lemma 2.4.7 applies. O

A particular class of non-coercive integral functionals, arising from super-
linear problems, satisfies the (PS)-condition: it is constructed moving from
the Ambrosetti-Rabinowitz condition; see Lemma 2.4.10 below.

Definition 2.4.9. Let f : Q2 xR — R be a Carathéodory function. f satisfies
the Ambrosetti-Rabinowitz condition (briefly, (AR)) if there exist > p and
R > 0 such that

essinfyeq F(z,s) >0 and pF(z,s) < f(z,s)s foraa. z€Q, |s| > R,
where

F(x,s) = /Os f(z,t)dt. (2.4.20)

See [129] for an interesting discussion about the requirement on the essential
infimum of F. The next result can be easily derived by [61, Theorems 15
and 16] (see also Theorem 4.1.9).

Lemma 2.4.10. Let f : Q@ X R — R be a Carathéodory function satisfying
the sub-critical growth condition

|f(z,8)| <cls|T P +4p(x) forall (x,s) € Q2 xR,
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being q € (1,p*) and ¢ € L¥(Q), and let F be as in (2.4.20). If f satisfies
the (AR)-condition, then the functional J : WP(Q) — R defined as

1
J(u) = —[lullf, — / F(z,u)dx
p ’ Q

satisfies the (PS)-condition and is unbounded from below.

Before going on, we highlight that some other extensions of the (PS)-
condition are often considered; see, e.g., [123, Section 5.1]. For instance, a
localized version of (PS), called (PS), for ¢ € R, requires that a PS-sequence
satisfies J(u,) — c instead of {J(u,)} to be bounded; this generalization
allows to work with some particular sub-level sets of .J. Another variant con-
sists in the Cerami condition, briefly (C), that requires (1+ ||u,||) J'(u,) — 0
in X*, instead of J'(u,) — 0; also condition (C) admits the localized ver-
sion (C),. Nevertheless, a variant of the (AR)-condition is used, especially
dealing with singular problems: the unilateral version, called (AR); for its
definition and an application to singular problems, see paragraph 4.1.1.

The core of this paragraph is represented by the following theorem.

Theorem 2.4.11 (Ambrosetti-Rabinowitz). Let X be a Banach space, J €
CYX), r > 0, and up,u1 € X such that |jug — w|| > r. Suppose that J
satisfies the following condition, known as mountain pass geometry:

max{J(ug), J(u1)} < inf{J(u) : ||lu—wu| =r} =:b.
Let
[:={ye€C%0,1]; X) : ¥(0) = up,71 = u1 }

be the set of all the paths joining ug and u,, and set

c:= inf sup J(y(¢)). (2.4.21)

Y€ 4e0,1]

If J satisfies the (PS)-condition, then ¢ > b and ¢ is a critical value for J,
i.e., there exists u € X such that J(u) = ¢ and J'(u) = 0. Moreover, if c = b,
then u can be taken on 0B, (uy).

Remark 2.4.12. The conclusions of Theorem 2.4.11 remain valid also if
the (PS)-condition is replaced by the more general (C)_ condition, being ¢
defined in (2.4.21). Generalizations of Theorem 2.4.11 and related theorems
can be found in [123, Section 5.3].
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2.4.3 The variational principle

In this last paragraph concerning variational methods, we present a key tool
to treat problems depending on a parameter, such as

—Apu = Mf(z,u) in Q, (2.4.22)
u=0 on 897

retaining the hypotheses of (2.3.7) and assuming A > 0. Problem (2.4.22)
admits an energy functional of the form J = ® — AV as in (2.4.10), being ¢
and U as in (2.4.12) (with the opportune changes).

The theorem we are going to present has a history of more than twenty
years: starting from a basic principle established by Ricceri [145] in 2000, in
the following years Bonanno et al. produced several variants (cf. [7, 13, 16,
19, 14]) which are very useful in applications to partial differential equations
(see, e.g., [7, 15] for the so-called three-solution theorems and [17, 20, 18] for
some results about existence of infinitely many solutions in different settings).
The version presented here can be found in [19] (taking j = 0 on X); for a
different proof (cf. ibid., Remark 2.2) see [115].

Theorem 2.4.13. Let X be a reflexive Banach space, ®,¥ : X — R, and
A>0. Set Jy =P —A\VU. Suppose that ® is coercive and sequentially weakly
lower semi-continuous, while ¥ is sequentially weakly upper semi-continuous.
For any r > infx ® define

Supvé‘b*l((—oo,r)) ‘II<U) - ‘I/(U’)

o)=L r—®(u) 242
and
vi=liminfet), 0:= lmind o)
Then:

(a) for every r > infx ® and every A € (0, ﬁ), the restriction of the

functional Jy to ®1((—oo,r)) admits a global minimum, which is a
local minimum of Jy in X.

(b) if v < +oco then, for each A € (0, %Y), the following alternative holds:
either

(b1) Jx possesses a global minimum, or

(by) there exists a sequence {u,} of local minima of J such that ®(u,) —
+00.
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(c) if 6 < 400 then, for each X € (0, %), the following alternative holds:
either

(c1) there exists a global minimum of ® which is local minimum of J),
or

(co) there exists a sequence {u,} of pairwise distinct local minima of
Jy such that ®(u,) — infy ® and weakly converging to a global
manimum of P.

Remark 2.4.14. It is worth noticing that, if infx & = ®(0) = ¥(0) = 0,
then (choosing v = 0 in (2.4.23))

o(r) < S O

r

for any r > 0. Using v in place of ¢ in Theorem 2.4.13 has the disadvantage
that the ranges of A\ considered in the theorem are smaller, but it has the big
advantage of an easier estimate of the parameters v and d: indeed, it suffices
to estimate ¥ from above to get information on v, 9. This trick will be used
in paragraph 4.1.1.
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2.5 Topological and set-valued methods

As we have seen, variational methods are a powerful tool to get existence
and multiplicity results for partial differential equations in divergence form.
Despite this wide range of applicability and the large amount of information
about solutions they give (energy estimates, classification via critical groups,
etc.), they have a big limitation: the differential equation cannot contain
convection terms (i.e., terms that depend on the gradient of solution); in other
words, convection terms ‘destroy’ the variational structure of the equation.
For this reason, a different approach is necessary, as exploiting fixed-point
and set-valued methods, although the best way to attack convection problems
is to combine the latter methods with the variational ones. To give an idea
of how to perform this combination, we are going to illustrate a procedure
called freezing technique.
Let us consider the problem (cf. (2.4.8))

{_diva(vu) = b(z,u, Vu) in €, (2.5.1)

u=">0 on 012,

being a € CHRY;RY) as in Section 2.4 and b : Q x R — R a Carathéodory
function obeying the p-sub-linear growth condition

|b(x,s,&)| < cl|§|q_1 + cals|T 4 3 (2.5.2)

for all (z,s,£) € QxRxRY, where g € (1,p) and ¢y, ¢a, c3 > 0. We freeze the
convection term Vu and consider, in dependence of w € C*(Q), the auxiliary
problem

{—diva(VU) = by(z,u) in Q, (2.5.3)

u=>0 on 0f2,
where by, (z, s) := b(x, s, Vw(z)) for all (x,s) € Q x R. Now problem (2.5.3)
is in the form (2.4.8), and (2.5.2) implies (2.4.16) for b,, instead of b. Hence
Theorem 2.4.3 (recall also Remark 2.4.4) produces a solution u,, € Wy"(Q)

to (2.5.3). Testing (2.5.3) with u,, and exploiting (2.4.17), besides using the
Young, Holder, and Sobolev inequalities, we get the energy estimate

|| Vuy|h < / a(Vuy) - Vuy, dx
Q

<o / Veol" | d + 3 / 7 da + ¢ / ual A (2.5.4)
Q Q Q

e [[Vwl[g + (er + ¢2) luw | + ¢3 [[uwls

<
< G IVwllf + (¢ + ) [Vuwll + 4 [Vl ,
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guaranteeing an upper bound for ||Vu,l|,. Hence Theorems 2.2.2 and 2.2.7
(jointly with Remark 2.2.9, which will be tacitly used each time we recall
2.2.7) ensure u,, € CH*(Q). Now let us consider the map 7" : C1(Q) — C'(Q)
associating to each w the function u,, just found. If u € C*(Q) is a solution
of the fixed point equation v = T'(u), then it is a solution to (2.5.1).

The biggest issue in this argument is that the map 7T has been defined
for each w regardless of local properties, like continuity, or global ones, like
compactness, essential ingredients in fixed point theory (as we will see in
paragraph 2.5.1). Unfortunately there is no hope, in general, to guarantee
continuity or compactness for such a T'; anyway, since problem (2.5.3) may
admit multiple solutions, we can try to re-define T  in a suitable way in order
to apply a fixed point theorem; this will be done in paragraph 2.5.2. We
anticipate that further modifications on 7" are needed when one deals with
singular problems; see Remark 2.5.12.

2.5.1 Fixed-point theorems

Given a set X, a subset ) #Y C X, and a function T : Y — X, we define
the fixed point set of T as

FixT:={ueY : T(u) =u}.

Theorem 2.5.1 (Schauder). Let X be a Banach space and C' C X be convex.
Suppose that T : C — C'is continuous and T(C') is compact. Then FixT # ().

Theorem 2.5.1 is a refinement of the classical Schauder theorem [81, Theorem
11.1 and Corollary 11.2]; for a proof, see [88, p.119]. The concept of ‘compact
map’ used in [88] should not be confused with the one of ‘compact operator’
from Definition 2.1.1.

Another fixed point theorem, know as Schaefer’s theorem or Leray-Schauder
alternative, is of great interest, especially in the setting of partial differential
equations; see [66, p.504].

Theorem 2.5.2 (Schaefer). Let X be a Banach space and T : X — X be a
completely continuous operator. If the set

AT):={ue X :u=N(u) for some X €[0,1]} (2.5.5)
is bounded, then FixT # ().

Remark 2.5.3. Following [66, p.504], we observe three things.
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e The importance of Schaefer’s theorem in partial differential equations is
the following: it reflects the heuristic principle that a priori estimates,
proved under the assumption that a solution exists, actually imply that
this solution do exist. Indeed, a priori estimates on 7T furnish a bound
on |lu|x, ensuring that A(7T") is bounded.

e The advantage of Schaefer’s theorem over Schauder’s one, especially in
applications, is that it is not necessary to identify an explicit convex
set C' such that T'(C) C C and T'(C) is relatively compact.

e Another advantage of Schaefer’s theorem is that it requires to study T’
only ‘along’ the set {u = AT'(u)}; this means, informally, that it suffices
to look at the graph of T only at the points of type (u, %), neglecting

all the possible issues far away from them.

To show the applicability of Theorems 2.5.1-2.5.2, as well as to practi-
cally see the observations of Remark 2.5.3, let us re-consider problem (2.5.1)
under condition (2.5.2), and suppose that the operator T : C*(Q) — C*(Q)
constructed above is completely continuous (as already said, this topic will
be treated in paragraph 2.5.2 below). We want to apply Schaefer’s theorem,
so it remains to prove that the set A(T") defined in (2.5.5) is bounded in
C*(Q). Let us take u € A(T). Then, recalling that T'(u) is a solution to
(2.5.3) with w = u, besides u = A\T'(u) and A € [0, 1], the energy estimate
(2.5.4) reads as

V(T W) < IVl +(ch + &) VT @)f + & V(T (W)l
< AN V(T ()l + (¢ + ) VT @) + s IV (T (w)ll,
< A NV(T @)+ (e + ) VT )l + s [V (T )l ,

proving that there exists K > 0, independent of u, such that
IVull, = MVT(@)l, < [V(T@)l, < K for all e AT),
Reasoning as above, we have

bula, T())] < sl Vel + cof T + ¢4
= XV + o7 + e

2.5.6
<V T@)I + el + e (256)
<a|V(T )P +co|T(w)|[P + ¢y 4 ca + cs.
Thus, Theorem 2.2.2 furnishes L = L(K) > 0 such that
|t]loo = AT (1) ||oo < || T(w)|loo < L forall ue A(T). (2.5.7)
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Finally, Theorem 2.2.7, jointly with (2.5.6)—(2.5.7), ensures the existence of
M = M(L) > 0 such that

lullcre = A||T(w)||cra < ||T(uw)|lcre < M for all ue A(T),

proving the boundedness of A(T') in C" (Q). Schaefer’s theorem then produces
u € C'(Q) such that T(u) = u, whence u is a solution to (2.5.1); actually
u € C1*(Q), since the image of T is contained in C1*(Q).

2.5.2 The solution map

In this paragraph we fill the gap in the theory exposed at the beginning of
the section, regarding the construction of an operator 7' : C*(Q) — C*(Q)
which associates to each w a solution u,, to (2.5.3), and that satisfies suitable
continuity and compactness conditions; in particular, we will be able to prove
that the T we construct is a completely continuous operator (see Definition
2.1.1).

First of all, fixed w € C*(Q), we have to take into account all the solutions
0 (2.5.3), in order to choose the most appropriate To this end, let us
consider the multi-function .& : C1(Q) — 2¢ @ defined as

S (w) :={u € C*Q) : u is a solution to (2.5.3)}.

As already proved via Theorem 2.4.3, the multi-function .# has non-empty
values (that is, dom.” = C'(Q)). The operator T will be constructed as a
continuous selection of ., obtained through order-theoretic arguments which
mainly rely on the following basic lemma.

Lemma 2.5.4. Let w € CY(Q). Suppose that uy,uy € C*(Q) are two sub-
solutions (resp., super-solutions) to (2.5.3). Then u := max{uy,us} (resp.,
w:=min{uy, us}) is a sub-solution (resp., super-solution) to (2.5.3).

Proof. We will prove only that if u;,us are sub-solutions to (2.5.3), then
u := max{uy, us} is a sub-solution to (2.5.3); the other part of the statement
can be verified similarly. Choose n € C*(R) as in (2.2.4) and set

o) = (M) )= 1 o)

£

Take any ¢ € C2(Q), ¢ > 0. Since u;, i = 1,2, is a sub-solution to (2.5.3)
we get

/a(Vul) () dz </bw (x,ur) nep de,
Q Q

/a(VuQ) (M) da < /bw T, us) M. de,
Q Q



that can be rewritten as

1 _
/ ne a(Vuy) - Vodr + g/ n (u1 . uz) wa(Vuy) - V(ug — ug) de
Q Q

S / bw(x7 ul) New dl’,
Q

3

1 _
/ﬁe a(Vuy) - Vodx — g/ n (u1 u2) pa(Vug) - V(uy — ug) dz
Q Q

< [ bufeu) o
Q

(2.5.8)
Observe that, since ¢ > 0, 7' > 0, and a : RY — R¥ is a monotone operator,
then

3

/Qn' (“1 — “2> ola(Vur) — a(Vaug) - (Vg — Vas) dz > 0. (2.5.9)

Adding (2.5.8) term by term, besides using (2.5.9), yields

/ n.a(Vuy) - Vo dr + / 7. a(Vug) - Ve dx
@ @ (2.5.10)

< / b (2, 1) g da + / b (2, us) 7o .
Q Q

Notice that 7. = X{u,>u,} and 7. = X{u,<u,} 8 € = 07. Passing to the limit
in (2.5.10) via Lebesgue’s dominated convergence theorem produces

/ a(Vuy) - Vodz + / a(Vug) - Vo dz
{u1>uz}

{u1<ua}

(2.5.11)
< / bw(x,ul)godx—i—/ bw(x, uz)p da.
{u1>ug} {u1§ug}
Recalling the definition of u, (2.5.11) reads as
/ a(Vu) - Vodr < / by (z,u) pdu.
Q Q
A density argument then proves that u is a sub-solution to (2.5.3). ]

Let us introduce some basic concepts about ordering; concerning fixed
point theory in ordered sets and its applications to differential equations, we
refer to the monograph [29].
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Definition 2.5.5. A partially ordered set (A, <) is said to be downward
(resp., upward) directed if, for any a,b € A, there exists ¢ € A such that
¢ < a (resp., c > a) and ¢ < b (resp., ¢ > b). The set A is said to be directed
if it both is downward and upward directed.

Incidentally, we notice that C'(£2) is an ordered Banach space with the
ordering

up <uy & u(z) <ug(w) forall x € Q. (2.5.12)

Lemma 2.5.6. Let (A, <) be a partially ordered set which is downward
(resp., upward) directed. If a € A is a minimal (resp., mazimal) element,
then a = min A (resp., a = max A).

Proof. We suppose A to be downward directed; the dual statement can be
proved with the same argument. Take any b € A. Since A is downward
directed, there exists ¢ € A such that ¢ < a and ¢ < b. By minimality, ¢ = a.
Hence a < b for an arbitrary b € A, as desired. O

Theorem 2.5.7. For any w € CY1(Q), the set ./ (w) admits minimum and
maximum.

Proof. First we prove that . (w) is directed. Let us take wuj,uy solutions
to (2.5.3), and set @ := min{uy,us}. According to Lemma 2.5.4, 7 is a
super-solution to (2.5.3). Consider the auxiliary problem

2.5.13
u =0 on Of). ( )

{—div a(Vu) = by, (x,min{u,u}) in Q,
As for problem (2.5.3), Theorems 2.4.3, 2.2.2, and 2.2.7, besides an energy
estimate similar to (2.5.4), produce u € C1*(Q) solution to (2.5.13). Rea-
soning as in the final part of the proof of Theorem 2.3.10 shows that ©v < 7w
in ; hence u is a solution to (2.5.3) and it satisfies both v < uy and u < us.
This proves that .(w) is downward directed. A dual argument, performed
by using u := max{uy, us}, proves that .# is upward directed.

In order to apply Lemma 2.5.6, we use Zorn’s lemma to guarantee that
#(w) admits minimal and maximal elements. To this end, let us consider a
chain C C . (w) and a sequence {u, } C C which is decreasing in C*(Q) (see
(2.5.12)). Energy estimate (2.5.4), jointly with Theorems 2.2.2 and 2.2.7,
ensure that {u,} is bounded in C*(Q); thus, Theorem 2.1.3 guarantees
that u, — u in C*(Q) for a suitable u € C'(Q); in particular, u < u, for
all n € N. Passing to the limit in the weak formulation of (2.5.3) (through
uniform convergence) reveals that u € .’(w). Then Zorn’s lemma produces
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Uy € & (w) minimal element for .#(w). In the same way, it can be proved
that there exists a maximal element v* € .(w). Now Lemma 2.5.6 yields
u, = min.?(w) and v* = max.¥(w), completing the proof. O

According to Theorem 2.5.7 define T : C1(Q) — C1(9), selection of .7,
as
T(w) := min.(w). (2.5.14)

Now we investigate some further properties of the multi-function ., and we
see how these properties transfer, in a suitable form, to its selection T" defined
in (2.5.14).

Theorem 2.5.8. The multi-function . is compact.

Proof. 1t suffices to prove sequential compactness. Take any bounded se-
quence {w,} € C'(Q) and pick an arbitrary sequence {u,} such that u, €
S (w,). Estimate (2.5.4) ensures that {u,} is bounded in W, (Q), which
implies u,, — u in C*(Q) for a suitable u € C*(Q2), through (2.5.2), regular-
ity theory, and Ascoli-Arzela’s theorem (reasoning as in paragraph 2.5.1 and
Theorem 2.5.7). Arbitrariness of {u,} concludes the proof. O

Corollary 2.5.9. The operator T' defined in (2.5.14) is a compact operator.

Proof. 1t suffices to apply Theorem 2.5.8 and observe that the selections of
compact multi-functions are compact operators. ]

Theorem 2.5.10. The multi-function . is lower semi-continuous.

Proof. Take any {w,} C C*(Q) and w € C*(Q) such that w, — w in C*(Q);
pick also u € #(w). Consider the following family of auxiliary problems,
depending on n,m € N and defined by induction on m:

—diva(Vu™) = b(z,u™ ", Vw,) in Q,
u=0 on 0L, (2.5.15)
u for all n € N.

Problems (2.5.15) are well defined: the right-hand side is in L>(£2), due
to (2.5.2), (2.5.4), and Corollary 2.2.3 (applied recursively), so Theorem
2.3.4 can be applied, furnishing " unique solution to (2.5.15) for any fixed
m,n € N. Reasoning as for (2.5.4), using the Holder, Poincaré, and Young
inequalities, besides recalling that |[Vw,l||, < C for a suitable C' > 0 by
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hypothesis, we deduce the following energy estimate:
VI < [ ([Tl a0+ ) ] s
Q

< c(IVwall§ + =13 + 1)l
< c(IVwall™ + Va7 + 1) [V,
< (O el Vur P 4 ) [V

Dividing by ¢ |[Vul*||, we get

A < Qpy_1 + 5, (2.5.16)
with @, = [Vu'|[p~! for all m € N, a := S¢, and 8 := (07" + ).
Choosing ¢ € (O, %) and proceeding inductively we get

m—1
U < 0y + B < 0Pam o+ B(1+a) <. <aag+B Y o
=0 (2.5.17)
1—a™
=a"ayg+ [ §a0—|—i.
-« -«

Using (2.5.17) into (2.5.16), as well as recalling that u® = u for any n € N,
yields

m||p—1 —1 B
[Vu'|[57" < ([ Vallh™ + 1—a for all m,n € N. (2.5.18)

According to (2.5.18), both sequences {u!'},, and {u!"},, are bounded in
Wy (), whence (by (2.5.2), nonlinear regularity, and Ascoli-Arzeld’s theo-
rem)

lim v =u™ forall meN, lim «'=wu, forall neN, (2.5.19)
n—oo m— 00

for suitable v, u,, € C*(Q); the limits in (2.5.19) have to be understood in
C*(Q) sense. Passing to the limit (through uniform convergence) in (2.5.15)
and using the two relations in (2.5.19), besides recalling the uniqueness of
up solution to (2.5.15), we get

u"=u forall meN, w,e€.S(w,) forall neN. (2.5.20)

The double limit lemma [72, Proposition A.2.35], together with (2.5.19)—
(2.5.20), finally gives

lim u, = lim lim »;' = lim lim »;' = lim «™ = w.
n—o0 n—00 Mm—oQ mM—r00 N—00 m—0o0
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Corollary 2.5.11. The operator T defined in (2.5.14) is a continuous oper-
ator.

Proof. Let {w,} C CY(Q) and w € C*(Q) such that w, — w in C*(Q). Set
up = T(w,) for all n € N and u := T(w). Corollary 2.5.9 thus furnishes
i € CYQ) such that u, — @ in C'(Q). Passing to the limit in (2.5.3)
produces 4 € . (w). Theorem 2.5.10 provides a sequence {u,} such that
i, € . (w,) for all n € N and @, — v in C'(Q). By minimality, u, < @, for
any n € N and u < u. Hence

u<u= lim u, < lim u, = u,

whence 4 = u. O

Corollaries 2.5.9 and 2.5.11 ensure that T is a completely continuous
operator, as required by Schaefer’s theorem (see Theorem 2.5.2); hence the
argument shown at the end of paragraph 2.5.1 can be used to get a solution
of (2.5.1).

Remark 2.5.12. Dealing with singular problems requires a modification in
the definition of ., arising from the fact that a sub-solution is often needed
to ensure that . (w) # ) for all w € C*(Q). In particular, if there exists u,
independent of w, sub-solution to (2.5.3), then . can be defined as

S (w) = {u € C*(Q) : u is a solution to (2.5.3), u > u}.

An example of application is given in paragraphs 4.1.2 and 4.2.1.

We also point out that, even in the case of singular problems, an adaptation
of the arguments made in this section has the following advantage on the sub-
super-solution methods (see paragraph 2.3.3): it is not necessary to produce
both the sub- and the super-solution. Obviously, this advantage has to be
paid in terms of growth conditions on the reaction term: indeed, here we had
to impose the p-sub-linear condition (2.5.2), which is in particular a condition
at infinity, while sub-super-solution methods would have required only the
local condition (B) stated in Theorem 2.3.10.
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3 Sub-super-solutions or shifting?

This chapter is devoted to the study of some basic singular problems in
bounded domains subjected to Dirichlet boundary conditions. The analy-
sis of such problems should highlight the differences between different tech-
niques of approach. In particular we are interested in investigating two main
methods to obtain existence results for singular problems, both allowing to
avoid singularities: the sub-super-solution technique, relying on the methods
discussed in paragraph 2.3.3, and the shifting method, whose main idea is
translating the singular terms by a small quantity ¢ € (0,1), solving the
corresponding shifted problems, and then letting ¢ — 0% in the sequence of
the found solutions. We will try to understand the nature of hypotheses that
‘couple well” with each method, in order to ‘suggest’ a focused approach to
deal with a given singular problem. We will analyze both equations (‘scalar
case’; see Section 3.1) and systems (‘vectorial case’; vide Section 3.2), com-
menting the obtained results in Section 3.3.

Let Q C RY be a bounded domain with 9 of class C?. We consider the
following scalar problem:

—diva(Vu) = f(z,u) in Q,
{ u=0 on 09, (30.1)

where the operator u — —diva(Vu) is the one introduced in Section 2.4,
and f: Q x (0,400) — (0, +00) is a Carathéodory function obeying

f(z,8) <ers™7 + cas™ (Hy)

where 0 < v < 1 < r < pand c¢;,co > 0. We also make the following
assumption:

liminf f(z,s) >0 uniformly w.r.t. z € (. (Hs)

s—0t

Incidentally, observe that (Hs) is a quite natural assumption for problems
that may admit a singularity near the origin; indeed, autonomous (i.e., f is
independent of ) singular problems satisfy the stronger condition

lim f(s) = +oo.

s—0t
We consider also the following vectorial problem:
—Ayu= f(z,u,v) in Q,
—Av = g(z,u,v) in Q, (3.0.2)
u=v=0 on 012,
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where p,q € (1, N) and f,g : Q x (0,4+00)? — (0,+00) are Carathéodory
functions satisfying

mys® P < f(x, s, 1) < My (P 4 s 4 01),

H
Mmas®2t? < g(x,s,t) < My(s22t%2 + 572 4 192), (Hs)
being m;, M; > 0, while «;, 5;,7;,0; € R are such that
—l<a+pfi <l|a|+[6]<p—-1, m,0 €[0,p—1), ()
—1<ag+ B <lag|+[Ba| <qg—1, 72,02 €[0,qg—1). '
In paragraph 3.2.2 we replace (Cy) with
)
—1<a; <0< fy, max é,ﬁ,—l £<1,
T pq p* )
5 (C3)
— 1< By <0< ay, max a—f,li,—i +%<1,
PP q q
and
max{f, 01} max{az, %2} < (p—1—m)(g—1—d). (C3)
The prototype of (possible) singular terms for systems is
f(z,s,t) = s gz, s,t) = s“20%2, (3.0.3)

where a;,3; € R, ¢ = 1,2: indeed, (3.0.3) encompasses both cooperative
and competitive structures. By extension, hereafter system (3.0.2) is called
‘cooperative’ if (H3) holds with 51, as > 0 and ‘competitive’ if it holds with
f1, e < 0; the system is also called ‘singular’ whenever aq, f5 € (—1,0). No-
tice that, even in (3.0.3), f, g can vanish near the origin (also in the singular
case, along suitable curves in the (s,?)-plane), so hypotheses like (Hsy) are
not natural in this context.

We observe that in the vectorial case we are compelled to consider only
homogeneous operators, as the p-Laplacian: indeed, as we will see, we ex-
ploit homogeneity in the sub-solution technique while, concerning the shifting
method, we use a particular consequence of the weak Harnack inequality, ex-
tendable only for weakly coercive operators (see [54, Section 5]).

We also point out that, in the vectorial case, we are able to apply the shift-
ing method only for systems having cooperative structure (see the sign as-
sumptions in (C})), due to the lack of Sobolev uniform estimates in other
situations. It is, however, possible to apply the shifting method also in
other situations, as systems having competitive structures (but no sub-linear
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terms): see [126], in which the shifting method is combined with the trunca-
tion technique. In other words, the sub-super-solution method covers some
cases that are not encompassed by the shifting method, while the latter is
applicable in some situations in which the former is not available. A detailed
discussion about this topic is reported in Section 3.3.
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3.1 Scalar case
3.1.1 Sub-solution technique
First of all, observe that (H;) gives ¢,6 € (0,1) such that

flz,s) >e V(x,s) € Qx(0,0). (3.1.1)

Now a sub-solution is constructed by generalizing the arguments used in
paragraph 2.3.3 for the homogeneous problem (2.3.7). Fix any o € (0,1) and
consider the following torsion problem:

1.2
u=0 on 0. (3.1.2)

{—div a(Vu) =0 in Q,
Minty-Browder’s theorem, nonlinear regularity theory, and the strong maxi-
mum principle (see Corollary 2.3.4 and Theorems 2.2.2, 2.2.7, 2.3.7) ensure
that there exists a unique solution u, € C**(Q) to (3.1.2), with u, > 0 in Q.
Since the a priori estimates furnished by Theorems 2.2.2 and 2.2.7 are uni-
form in o, then the Ascoli-Arzela theorem (vide Theorem 2.1.3) gives u, — u
in C1(Q) as ¢ — 0T, for a suitable u € C*(Q). Passing to the limit in (3.1.2)
via uniform convergence produces v = 0 in 2. Hence we can choose o such
that
o€ (0,8), |ugl|loo <9, (3.1.3)

being €,0 as in (3.1.1). Set u := u, with ¢ as in (3.1.3). By (3.1.1)-(3.1.3),

u is a sub-solution: indeed,
—diva(Vu) =0 <e < f(z,u). (3.1.4)

The construction of a super-solution to (3.0.1) seems to be hard, although
the p-sub-linear condition (H;) holds true: indeed, the inhomogeneity of the
operator prevents to exploit (2.3.11)—(2.3.12). As a consequence, we are not
in the position to apply the sub-super-solution theorem (see Theorem 2.3.10);
thus, we truncate the problem at level of u, dealing with a regular problem,
and use the variational methods described in Section 2.4 to solve it.

Consider the auxiliary problem

{—diva(VU) = f(z,u) in Q, (3.1.5)

u =20 on 0f),

where f: Q xR — (0, +00) is a Carathéodory function defined as

~

[z, s) = [z, max{s, u(z)}),
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The energy functional J : Wa*(2) — R of (3.1.5) can be written as in
(2.4.10), ie.,

J(u) = /Q A(Vu)dz — /Q F(z,u)dz, (3.1.6)

where A is defined in (2.4.11) and F'is a primitive of f (cf. (2.4.11)). Since
u € CH(Q), Lemma 2.1.8 and Remark 2.1.9 produce Id < u < Ld in Q for
suitable [, L > 0. Hence, by (H;) we get

0< f(a:, s) < ci(max{s,u})”7 + co(max{s,u}) !
<cau T Fe (s Huh

cols|" Tt L T 4 e I d T

of|s|""t+d 7).

; (3.1.7)
<

Observe that Weierstrass-Tonelli’s theorem (Theorem 2.4.3) can be applied
also when the reaction term fulfills an estimate like (3.1.7); see Lemma 4.1.3
below. Accordingly, Theorem 2.4.3 furnishes u € Wy (Q) global minimizer
of j, so u is a solution to (3.1.5). Reasoning as in the final part of the proof of
Theorem 2.3.10 gives u > w, so is a solution to (3.0.1). Nonlinear regularity
theory ensures that u € CH*(Q): indeed, by (2.4.17), (H;), and Holder’s
inequality, we estimate

c’HVuHZS/a(Vu)-VudQ;:/f(w,u)udxgcl/ul7dx+cg/urdx
Q 0 Q Q
< c(lfull, +1) < c(([Vull, + 1),

ensuring a bound on |[Vul|,. Thus, recalling also (Hy), Theorem 2.2.2 yields
u € L>®(Q). To guarantee that u € C1*(Q), let us consider the auxiliary
problem

(3.1.8)

—Av = f(z,u(r)) in Q,
v=20 on 052,

and notice that 0 < f(z,u(x)) < ed™7 for a suitable ¢ > 0, thanks to (3.1.7)
and u € L*=(Q). Exploiting Corollary 2.3.4 and Theorem 2.2.10, we deduce
that problem (3.1.8) admits a unique solution v € C1*(€Q). Observe that u
solves

{—div(a(Vu) —Vou(z)) =0 in Q, (3.1.9)

u=0 on 0f).

From Vv € C%*(Q), we have that the operator u + div(a(Vu) — Vo(z))
satisfies the hypotheses of Remark 2.2.9; hence, u € C1(Q).
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3.1.2 Shifting method

The shifting method for (3.0.1) is based on the study of the auxiliary problems

(3.1.10)

—diva(Vu) = fy(x,u) in ,
u =20 on 0f),

where 0 € (0,1) and f, : @ x R — (0,+400) is a Carathéodory function
defined as

fo(z,8) := f(x,s" + o).

As in paragraph 3.1.1, the energy functional .J, : W,”(Q) — R associated
with (3.1.10) is

Jg(u):/QA(Vu)dx—/QFa(x,u) dz, (3.1.11)

where F,(x,s) is a primitive of f,. Thanks to (H;), besides recalling o €
(0,1), we estimate

0< fo('rv 8) < (5+ +O')7’Y+C2 <S+—|—O')T71 < 2T7202|5‘7"*1 +610*7+2T7262’

so (2.4.16) holds true with f, in place of f. The same arguments exploited
in paragraph 3.1.1 provide u, € C**(Q), u, > 0 in €2, global minimizer of
J, and, consequently, solution to (3.1.10).

We would like to let 0 — 0% in {u,}, (at least for a subsequence), and
verify that the limit solves (3.0.1); to do this, we need uniform estimates.
Testing (3.1.10) with u,, as well as using (2.4.17) and the Sobolev inequality,
yields

|| Vue | < / a(Vuy) - Vu, doe = / folz,uy) uy de
Q Q

<c Uy + 0) Tuy da + ¢ / Uy + o) tu, de
1/9( ) 2 J! ) (3.1.12)

< / ul™ dr + 27 ¢y / (ul + uy) de
Q Q

< ¢ (IVuell, + 1),

for a suitable ¢ = ¢(r, ¢1,¢2,2) > 0. Since p > r, we get an uniform bound
on {u,} in W,?(Q) leading, via Theorem 2.2.2 and (Hy), to

luolloe < M Vo € (0,1), (3.1.13)
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for a suitable M > 0 independent of o. Hence, reasoning up to subsequences,
there exists u € W, P(Q) N L®(Q), v > 0 a.e. in ©, such that

Uy —u in WyP(Q), uy —u in LF(Q), u, »u ae. in Q. (3.1.14)

The lack of comparison with the distance function, usually achieved via
sub-solution arguments (that we do not use here, since we want to present a
‘pure shifting’” approach), prevents us to get u € C*(Q). Accordingly, now
we prove that « > 0 in Q and u € CL2%(Q), and then pass to the limit in

loc

(3.1.10) in the sense of distributions.
Consider the functional Jy defined as in (3.1.11), with the position

:ES: a:t
/f

By Lebesgue’s dominated convergence theorem and (H;) we have

F,(x,uy) = Fy(z,u,) — Fy(x,u) + F,(x,u)

uo (2) uo ()
:/ f(t+0)dt+/ flt+o)dt — Fy(z,u)
u(x) 0

a.e. in €, as ¢ — 0. Observe that the estimate

uq ()
F (2, u,) _/ Flot+ o) dt
0

< 4
<1

(3.1.15)

r—1

p co(ug(z)" + 1)

ug ()7 +
is uniform in o € (0, 1), according to (3.1.13). Hence we get

lim Fa(x,ug)da::/Fo(x,u) dz.

o—0t Q Q

Recalling also that the principal part is weakly lower semi-continuous, mainly
derived by convexity of A (vide Remark 2.4.4), we get

Jo(u) < liminf J, (u,). (3.1.16)
o—0t
Fix any ¢ € C°(2), ¢ > 0 in Q. Using Torricelli’s theorem (as in (2.4.19)),

4.4), an .1.1), there exists s € (0, 5||¢|| epending only on 0, €, an
2.4.4), and (3.1.1), th i 0, 2[|¢ll51) (dependi ly on & d
¢) such that, for any o € (0,2),

sp(x)
Jo(sp) < quWHZ—/ﬂ (/0 flat+o) dt) do (3.1.17)

< s[Vellg —esllell < =,
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for a suitable 7 = 7(, d,¢) > 0. Exploiting (3.1.16)(3.1.17), besides recall-
ing that u, is a minimizer of J,, we deduce

Jo(u) < liminf J,(u,) < liminf J,(sp) < —7,
o—0t o—0t

which proves that u # 0. Take any v € W,?(Q). Reasoning as above we
obtain
Jo(u) <liminf J,(u,) < liminf .J,(v)

o—0t o—0t

= Jo(v) + lim inf (J, (v) = Jo(v)) (3.1.18)

= Jo(v) + lim inf/Q(Fo(v) — F,(v))dz = Jo(v),

o—0t

proving that w is a minimizer of Jy. Now pick any ¢ € W,?(Q) such that
¢ > 01in Q. Then (3.1.18) applied with v = u + tp, t > 0, produces

0< %(JO(U +to) — J(u))
— % [/Q(A(Vu +tVy) — A(Vu))dz — /Q(Fo(x,u +tp) — Fo(z,u)) dz
1

< n /Q(A(Vu +tVy) — A(Vu))dx < / a(Vu) - Vedz,

Q

since Fy(x,-) is non-decreasing and A is convex. Hence we infer
—diva(Vu) > 0.

Recalling that u is non-trivial, the strong maximum principle (Theorem 2.3.7)
ensures
w>0 in Q. (3.1.19)

According to [82, Theorem 7.6], jointly with the uniform estimates (3.1.15)
and (3.1.13), {u,} is bounded in C2%(Q), so we can suppose u, —  in
CP (), by virtue of Ascoli-Arzeld’s theorem (see Theorem 2.1.3) and (3.1.14).

This fact, together with (3.1.19), (3.1.13), and u € C?_(£2), allows to suppose
m<u,(z) <M Voe€(0,1), Ve,

for all ' € © and opportune m = m(Q') > 0. Thus f,(-,u,) is uniformly
bounded in L5 (€2), whence

loc
uy, —u in CLo(Q), (3.1.20)

loc

because of Theorem 2.2.7. Passing to the limit in the distributional formu-
lation of (3.1.10) via (3.1.20) proves that u € C%(Q) is a distributional
solution to (3.0.1).
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3.2 Vectorial case
3.2.1 Sub-super-solution technique

Set (r1,72) := (p,q). For i = 1,2, we consider the auxiliary systems

{—Amwi =d*P i Q, {—A”zi = gminloatfindil iy Q)

3.2.1
w; =0 on 0f), 2 =0 on 0f), ( )

where «;, 5, 7:, 0; satisfy (Cp). Minty-Browder’s theorem (Corollary 2.3.4),
Theorem 2.2.10, and the strong maximum principle (Theorem 2.3.7), to-
gether with (Hs), furnish w;,z € CY¥(Q), w;,z; > 0 in Q, solutions to
(3.2.1). According to Remark 2.1.9 and Lemma 2.1.8 we can find L > 1 such
that
L7'd < min{w;, 2z} < max{w;, z;} < Ld in Q. (3.2.2)
Now set (u,v) := (C7wy, C7 wy), (u,v) := (Cz1,Cz), being C > L a
constant to be determined; notice that C' > L implies u < @ and v < 7.
Consider

which is a convex, closed subset of C' 1(@)2_ Pick any (U,V) € K. Reasoning
as above, there exists (uyy,vyy) € CH*(Q)? solving the following problem:

—Ayu = f(z,U,V) in Q,
—Ap=g(x,UV) in Q, (3.2.3)
u=v=0 on 0f).

K={(u,v) €eCYQ)?*: u<u<mu v<v<v}

Thus we can consider the map T : K — K defined as
T(U, V) = (’LLva, Uva).

We claim that this operator is well defined (i.e., K is invariant under 7") and
completely continuous. To fix the ideas, let a; < 0 < [(1; observe that, by
(3.2.2) and (Hj), besides recalling (U, V) € K, for a sufficiently large C' we
have

—Apg — =) gorth < C_(p_l)(L_lzl)o‘l(ng)ﬁl
— C*a1+51*(p*1)L*Oé1+/31ﬂ0112/51 < mlﬂtny,@ﬁ
S f(l‘7 U7 V) = _ApuU,V
< Ml (galgﬁ M —|—661)
= M (CatPry@ Bt cm 4 099
< Ml((CvL)—a1+B1da1+61 + (CL)Wld’Yl + (C’L)‘;ld‘sl)
< Cp—ldmiﬂ{oé1+,31ﬁ1,51} — _Apﬂ.
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Similar computations can be done in the remaining cases. Hence, the weak
comparison principle guarantees that u < uyy <uand v < vyy <, as de-
sired. Passing to the limit in (3.2.3) through uniform convergence proves the
continuity of T, while compactness follows from nonlinear regularity theory
and Ascoli-Arzela’s theorem. An application of Schauder’s fixed point theo-
rem (vide Theorem 2.5.1) ensures the existence of (u,v) € C1*(Q)? solution
to (3.0.2).

To conclude, we notice that Theorem 2.3.10 cannot be applied in this
context, since the reaction terms of problem (3.0.2) possess a low summabil-
ity, even when restricted within the trapping region [u,u| x [v,7]: indeed, in
this region they behave like d**% and possibly a; + 3; < 0 (cf. 2.2.28).

3.2.2 Shifting method

Hereafter we suppose (C,)—(CY) in place of (C;). For any o € (0,1), we
consider the system

—Apu = f,(x,u,v) in Q,
—Av = g (x,u,v) in Q, (3.2.4)
u=v=>0 on 012,

where f,, g, : X R? — (0, +00) are defined by
Now fix any (U, V) € C'(€2)? and notice that the ‘frozen’ problem

—Ayu = f,(x, U, V) in ,
~A = go(z,U, V) in Q, (3.2.5)
u=v=>0 on 012,

admits a unique positive solution (us v, very) € Wy (Q) x Wy(Q), ac-
cording to Minty-Bowder’s theorem and the strong maximum principle.

In order to apply Schauder’s fixed point theorem, thus finding a solution to
(3.2.4), we prove the following energy estimate for (3.2.5) by using (H3) and
(C}), besides the Holder and Sobolev inequalities:

Vol < Mi0™ [ (VP + (U141 + V1) oy do
Q

< ([IV

1)
T NUIE+ VIS + 1) [[toy |l
< o (VU + [|IVV |lg + 1)t 1y, g,
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being ¢, = ¢, (o, a1, f1,71,01,p,2) > 0 a suitable constant; a similar inequal-
ity holds also for v, . Since max{3;,7;,d;} <r; —1,i = 1,2, we obtain

VU, + [[VV]ly < Gy = [Vuouyllp + IVosovily < Cr, (3.2.6)

for a sufficiently big C; > 0, depending also on o.
Regularity theory furnishes a uniform C'*(Q)%-estimate for (u, v, vovv)
in terms of the Sobolev norm of (U, V'), that is,

IVUl, + 19V, < €1 = oy lere + lagllre < Coy  (3:27)

where Cp > 0 is a constant, depending also on Cf.
Hence the map T, : C*(Q)? — C'(Q)? defined as

T,(U,V) = (Uouv, Vo)
possesses the invariant closed, convex set
K, ={(U,V) e CY(Q)*: VU], + [VV]lg < Cr, [Uller + [[V]|eor < Ca},

according to (3.2.6)—(3.2.7); in addition, reasoning as in paragraph 3.2.1, T,
is continuous and compact. We get (uy,v,) € CH*(2)? positive solution to
(3.2.4).

Now we produce some estimates for {u,,v,},, uniform in o € (0,1).
Through Hélder’s and Sobolev’s inequalities we estimate

[Vue|h < Ml/(uglvgl + (ug + D) + vgl) u, dz
Q

< e ol Moot + Mol ™ + ol + ool ol ] (3.2.8)
< emax{1, [ug [y} ma{1, [ |- 60
< emax{1, [V |} max{L, | Vo, |}t
for some ¢ > 0; analogously,
IVes 2 < emax{1, [ Vo, 7 max{1, [ Vu,|l, 22, (3.2.9)

If min{||Vu,|p, [Vos|l;} < 1, then the uniform Sobolev estimate is given
directly by (3.2.8)—(3.2.9). Hence, suppose min{||Vue||,, | Voo |4} > 1 and
re-write the estimates as

{HV%H?HI < | Vo, |mextsre,

IVue |3717% < cf| Vg [tz
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leading to

(p—1-m)(g—1-02) max{f1,01} max{az,72}
||vu0||p — chqu’Hp ’
||VUUH((IP—1—71)(Q—1—52) < CHVUO'||2nax{ﬂl,5l}max{a2772}‘

The uniform estimate of (uy,v,) in Wy (Q) x Wy%() is a consequence of
(CY) and the Poincaré inequality. By reflexivity we can suppose that (3.1.14)
holds true for a suitable u € W, (€); the same thing can be done for {v,},
converging to a certain v € W, 4(Q) in all the sense prescribed in (3.1.14). To
get uniform bounds, consider the set ; := {x € Q: u(z) > 1}. Hypothesis
(H3) provides

f(@, Uy, v5) < My (2 + 0l +02) Vo € Q. (3.2.10)

According to (C}),

£\ /
v % e LN(Q)  with r > (p—) = (3.2.11)

N
foote p P
Adapting the proof of Lemma 2.2.1, under (3.2.10), and applying Theorem
2.2.2, with (3.2.11), produce

luolloe < M Vo € (0,1), (3.2.12)

for an opportune M > 0 independent of o¢. The same argument can be
repeated for the second equation to get ||v,||oc < M for all o € (0,1).
Now we prove that for any B, € 2 there exists w, > 0 such that u,, v, >
w, in B, for any o € (0,1); the proof is based on a consequence of the weak
Harnack inequality [143, Theorem 7.1.2]. Fix any B, € . According to
(Hs) and (3.2.12), for any o we have
fo (3o, v5) > my (M + 1)*102

o' )

ga('aumvo) > mQUU (M + 1)52

a.e. in . From [63, Theorem 3.1] it thus follows

B1
(inf ug) / 51d:17 >c (inf v,,> ,
B, B, B,
o
) o2qg > c (i
(%f vg) _B / dz > ¢ (155 ug) ;
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for an opportune ¢ = ¢(p, M) > 0. We get
(p=1)(q—1) (p=1)(g=1)

. . azf . ) as B
infu, < c | infu, , infv, <c|(info,

B, B, By B,

Condition (C) then ensures asfy < (p—1)(¢—1), implying u,, v, > w, in B,
for an opportune w, > 0. Hence, recalling (Hs), f- (-, ts, vs) and g, (-, ty, vs)
are uniformly bounded L{?.(€2); so Theorem 2.2.7 ensures that

(g, Vy) = (u,v) in Cl’o‘(Q).

loc

The conclusion follows reasoning as in paragraph 3.1.2.

94



3.3 Final comments

Regarding the scalar case, analyzed in Section 3.1, hypotheses (H;)-(Hs) al-
low to get existence of a solution to (3.0.1) with both methods: (H;) has
been used to deduce all the estimates for the auxiliary problems (3.1.5) and
(3.1.10); (Hz) has been exploited to construct a sub-solution, in paragraph
3.1.1, or to prove that u = lim, u, is non-trivial, in paragraph 3.1.2. The
biggest difference between the two methods concerns regularity of solutions
up to the boundary: indeed, as already observed in paragraph 3.1.2, a com-
parison between the distance function is necessary to derive global regularity,
as well as to ensure that the found solution is weak and not merely distri-
butional. Anyway, hypotheses (H;)—(Hz) seem general enough to expect no
differences about the application of the two methods at any ‘higher level’,
e.g., in presence of super-linear or convection terms. Indeed, considering
super-linear reaction terms introduces difficulties only in solving (3.1.5) and
(3.1.10), respectively, but the main strategies of Section 3.1 seem not to be
affected; nevertheless, the functionals (3.1.6) and (3.1.11) look very similar,
so that these difficulties can be overcome often in the same way (exploiting,
for instance, the variational tools presented in Section 2.4). Also adding con-
vection terms does not interact with the core of the two methods: indeed,
once the gradient terms are frozen, truncation and shifting act as above, and
then in any case ‘un-freezing’ the convection terms is a matter of topological
methods (as described in Section 2.5).

Doubtless, a comparison of the two methods is more interesting in the
context of systems, which have been investigated in Section 3.2. Indeed,
the methods work with hypotheses of different nature: more precisely, the
sub-super-solution technique exploits some geometric features of problem
(3.0.2), such as the p-sub-linear behavior at infinity expressed in (Hj), while
the shifting method requires some regularity assumptions on (3.0.2), usually
guaranteed by summability conditions like (C}).

As anticipated at the beginning of the chapter, now we would like to per-
form a comparison between the sub-super-solution technique and the shifting
method for a particular class of systems in the form of (3.0.2): we require
that they possess a cooperative structure (in the generalized sense, that is,
assuming no monotonicity condition on f, g but only sign conditions on «, 3;
in (H3)), and that they do not exhibit any additional sub-linear terms: specif-
ically, retaining the notation used above, we assume (Hjz) with

ap <0< p<p—1, m=0d=0,
bo<0<ag<qg—1, ~v=0d=0.

Notice that these assumptions ensure (C7), which is the only mixed condition
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Figure 1: Plot of (M})—~(M}) in the (a1, B1)-plane, assuming 0 < p —2 <
pq*/N < p—1 (chosen parameters: N =8, p=3, ¢ =2). In the blue region
=1\ X1 condition (M) is satisfied but not (M}), while in the red region 31\ =,
condition (M}) is verified but not (M}); both conditions hold true within the
green region =1 M 1.

appearing in Section 3.2. For this reason, as a preliminary step, we can
compare (Cp) and (C)) for the first equation, with growth exponents « :=
a; < 0 < By =: fB; then the symmetry of (C;) and (Cj}) allows us to invert
the role of a and (3, as well as p and ¢, in order to study the second equation
of (3.0.2). In this framework we re-write hypotheses (C;) and (Cj), in their
parts concerning a; and (31, as follows:

(Mll) —“1l<a+p/<fr—a;<p-—1.
(M5) —1<a1<O<61<min{’%*,p—1}=:m1.
We define

=1 = {(ay1, 51) € (—p/2,0) x (0,p— 1) : (M]) holds true},

and
¥ = {(a1, 1) € (—=1,0) x (0,p — 1) : (M5) holds true}.

We highlight that =; and >; depend on N,p,q. Figure 1 shows that =; is
a rectangle whose diagonals are parallel to the axes, while ¥ is a rectangle
with sides parallel to axes; moreover we can characterize, in dependence of
N, p, q, whether the blue (resp., red) region is not empty (hereafter we make
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use of the logical connectives of conjunction ‘A" and disjunction ‘V’):

N
S\ #£0 & p—1>m1\/g>1 & q*<g\/p>2,

2
YZI\E1#£D & mp+1l>p—1 & q*>N(1——).
p

In particular, inequality m; + 1 > p — 1 stems from the fact that ¥; \ =
is not empty provided the point (o, ;1) = (—1,m;) stays above the line
[y — ay = p — 1. Solving with respect to ¢ we get

EI\X1#0 & qg<¢i(p) Vp>2,
SI\NEL#D & q>a(p),

where 11,1 are strictly increasing functions defined as

N(r—1)

Yi(r) = o — 1 Vre (1,N) (3.3.1)
and N )
ba(r) = % Vr e (1,N). (3.3.2)

Arguing similarly for the second equation, we can re-write the parts of
(Cy) and (C}) concerning s and [ as

(Mlll) —1<042+52<042—62<q—1,
(Mg) —1< [y <0< ay <min %,q—l}::mz

Hence, (C;) is equivalent to (M}) A (MY), while (C5) is equivalent to (M) A
(Mf). We also define the regions

By :={(a2, 2) € (0,¢ = 1) x (=¢/2,0) : (MY) holds true},

Yo :={(ag, 52) € (0, — 1) x (=1,0) : (M3) holds true}.

The symmetry between (M!) and (M), i = 1,2, yields

B2\ #0 & p<ti(g) Va>2

D\ #D & p>a(q)
As already pointed out, the regions =; and ¥;, for « = 1,2, depend in par-
ticular on p and g. Now we set Z = Z; X Z5 and X = X; X 5. We
are interested in characterizing, in dependence of N,p,q, the strict inclu-
sions = C X and ¥ C =; informally speaking, these inclusions correspond to
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the heuristic proposition ‘the sub-super-solution technique is better than the
shifting method’ or vice-versa, since the range of applicability of one method
properly includes the range of the other one.
Using De Morgan’s laws, we have
E\E?A@ = 51\21#@/\52\227&@
& (g<thi(p) Vp>2) AN(p<inlg) Vg>2)
& (¢ <¥ilp) Ap<ti(q) V 2<q<ti(p)
V2 <p<ii(q) V min{p,q} > 2
& (g<¥ilp) Ap<ii(q) Vp<2<qg<ip)
Vg<2<p<i(q) V min{p,q} > 2.

If 2 < N <5 then ¢ (r) < r for all r € (1, N); thus,
q<¢i(p) ANp<tilg) = q<vilp)<p<ii(qg)<g = absurd,
p<2<qg<ii(p) = p<2<qg<i(p)<p = absurd,
g<2<p<i(q) = q<2<p<i(q) <q = absurd.

Accordingly,
E\X#0 < min{p,q} >2 provided 2 < N < 5.
In the case N > 6 we have ¥ (r) > (2) = % > 2 for any r > 2; hence,

p<2<q<iilp) = p<ile) = qg<P(p) Ap<ii(g),
¢<2<p<ii(q) = q<vilp) = q<i(p) Np<i(q).
So

E\X#£0 & (¢<ii(p) Ap<ii(q))Vmin{p,q} > 2 provided N > 6.

Notice that, if (p*,¢*) = (£,%) € (1,2)% then ¢y(p*) = N > p*; this
shows that condition ‘q < ¥1(p) A p < ¥1(q)’ does not imply ‘min{p, ¢} > 2’.
Moreover, since ¢;(p) < N for all p € (1, N), the aforementioned conditions
are mutually independent. Figure 2 collects the results obtained above.

A similar argument leads to

Y\E#£0 & SI\E1#DAZ\ZE#0
& q>a(p) A p>a(q).

As shown in Figure 3, dimension 12 represents a threshold for ,: indeed,
e(p) < p for all p € (1, N) provided N < 12.

—_

Writing the dependencies = = =(p, q) and 3 = X(p, q) explicitly, we get

Z(p,q) CE(p,q) < (¢=Ui(p) V p=>i(g) A min{p,q} <2,

YX(p,q) CZ(p,q) < q<s(p) V p<1h(qg). (3.3.3)
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(a) Plot of 91 when N <5.
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(¢) Plot of 11 when N > 6.

Figure 2: Plots related to condition =\ ¥ # 0 (chosen parameters: N = 4
for (a)—(b) and N =8 for (c)—(d)).
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(c) Plot of 1o when N > 12. (d) Plot of ¥\ 2 # 0 when N > 12.

Figure 3: Plots related to condition ¥\ Z # () (chosen parameters: N = 8
for (a)—(b) and N = 16 for (c)—(d)).
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A numerical analysis of the conditions in (3.3.3) shows three different scenar-
ios: the outcome is displayed in Figure 4. We observe that the (p, q)-region
in which 3(p,q) € Z(p,q) (colored in blue) is empty in low dimension, i.e.,
N < 6; anyway, this region enlarges when the dimension NV increases. On the
other hand, the red region Z(p, q) C 3(p, q) tends to disappear as N — oc.

Remark 3.3.1. For the sake of completeness, we say that our analysis does
not pretend to give optimal results, nor to definitively answer to the question
whether the sub-super-solution technique is better than the shifting method
or not (for a given triple (NN, p,q)): indeed, most likely, the proofs furnished
in Sections 3.1-3.2 could be adapted to encompass situations more general
than the ones described by (C;) and (C5)—(C5). The comparison offered in
this section would like to give only the flavor of the differences between these
two very powerful methods, and tries to show - in a simple case - a possible
procedure to compare existence results whose applicability heavily relies on
the growth of reaction terms.
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(a) Plot of 11 and 19 when 2 < N < 6. (b) Comparison plot for 2 < N < 6.
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(c) Plot of ¥1 and 1y when 7 < N < 11. (d) Comparison plot for 7 < N < 11.
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(e) Plot of ¥1 and 1py when N > 12. (f) Comparison plot for N > 12.

Figure 4: Concerning the comparison plots (b), (d), and (f), we represented
the results in the following way: in the blue region we have ¥ C =, while
in the red region it holds = C X; the two methods are not comparable in the
yellow region (i.e., ¥ € = and = € X), while in the white region we have
= = Y. (chosen parameters: N = 4 for (a)-(b), N = 8 for (¢)-(d), and
N =16 for (e)-(f)).
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4 Existence, uniqueness, and multiplicity re-
sults

This chapter is dedicated to the analysis of problems more sophisticated
than the ones presented in Chapter 3: indeed, the former problems can
exhibit super-linear or convection terms, can be subjected to Neumann or
Robin boundary conditions, or their setting can be the whole space RY. The
results contained in the present chapter have been published in international
journals: see [26, 90, 89, 91]. Nevertheless, in paragraph 4.2.2 we present a
more general version of [91]: indeed, retaining the notation of [91], we obtain
existence of a weak solution to (4.2.13) without supposing neither p, ¢ > 2— %
nor hypothesis Hj; we also removed the assumption a; € Ly” (RY) (resp.,
ay € L;" (RY)) with s, > p'N (resp., s, > ¢'N).

We introduce the following notation: if Y is a real function space on a
set Q@ C RN and u,v € Y, then u < v means u(z) < v(x) for almost every
x € Q; moreover, Y, :={u €Y : u>0}.

4.1 Equations
4.1.1 Parametric singular p-Laplacian problems

In this paragraph we study the existence of at least two weak solutions for
the following Dirichlet problem:

—Ayu = Af(z,u) in €,
u >0 in €, (P)\’f)
u=>0 on 0,
where N > 2,1 < p < N, Ayu := div(|Vu[P"2Vu) denotes the p-Laplacian

operator, A > 0 is a parameter, and f : Q x (0,400) — [0,+00) is a
Carathéodory function satisfying the following assumptions:

H(f); : lim f(x,s) = +oo, uniformly w.r.t. € Q.

s—0t
H(f)y : There exist sg,b1 > 0, by > 0, v € (0,1), ¢ € (1,p*), and a € LY (Q),
such that:

(i) f(z,s)s” <by foraa. e andforall se(0,s);
(ii) f(z,s) <a(x)+bys?! fora.a. xe€Q and for all s € [sg,+00).

Moreover, in order to obtain a second solution in the super-linear case, that is,
p < q < p*, we also require that the function f fulfills a unilateral version of
the Ambrosetti-Rabinowitz condition (cf. [134, pag. 154] and also [140, 141]):
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(AR™) : There exist u > p, R > sg, and s; € [sg, R) such that

R s
0< inf/ flz,t)dt, 0< ,u/ flz,t)dt < f(x,s)s,
0 S1

e

for a.a. € Q and for all s > R, being sy as in H(f)s.

In this paragraph we denote with || - || the standard equivalent norm in
Wy P(Q), that is |jul| == ||Vul, for all u € Wy (Q).

We denote with A, and ¢, the first eigenvalue and the corresponding (LP-
normalized) positive eigenfunction associated to the negative p—Laplacian in
W, ?(Q); in other words, ¢, solves problem (P, j,p-2,). Theorem 2.1.8 and
Remark 2.1.9 ensure that

0, €CHQ), 0<a<l, and ld(z) < g,(r) < Ld(z) (4.1.1)

for all € Q, being [ and L two positive constants, and d as in paragraph
2.1.3.

In order to fix an auxiliary variational setting, the first step is showing
that problem (P, ;) admits a sub-solution: the proof is essentially the same
of the one given at the beginning of paragraph 2.3.3.

Lemma 4.1.1. Let H(f), hold true and sy be as in H(f)s(i). Then, for every
A > 0, there exist 0 < § < s, [ = 1(\) > 0, and u € CH*(Q), being « as in
(4.1.1), such that u is a sub-solution to problem (P ), that is,

/ |VuP?VuVudr < )\/ f(x,wyvdr Yo € WyP(Q)4 (4.1.2)
0 0

and

ld(x) <u(z) <d VreQ. (4.1.3)

Take any u as in Lemma 4.1.1 and the following Carathéodory function
QxR — R, defined as

f(x,s), if s > u,
fra.s) =9 flz.u), ifls|<u (4.1.4)
f(x,—s), if s < —u.

Exploiting (4.1.3), besides H(f)2, we get

biu™ < byd™, if ls| < so,

a(z) + bols1, if |s| > so, (4.1.5)

[r(z,s) < {
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where by = byl™7. Hence, using (2.1.7), the Holder inequality, and (2.1.4),
one gets

/f*(a:,u)vdx §/f*(a:,u)|v|da:
Q Q
< [ pldt@) o b [ elde+ [ @l a1

< ex ([loll + llully llvlly + lally lloll,)
< e (T4 ull™" + llally) lloll < +oo,

for every u,v € VVO1 ?(Q). Therefore, problem (P, s«) admits the equivalent
weak formulation

/Q |VulP2VuVudr = /\/Qf*($,u)vdx Yo € W, P(Q). (4.1.7)

Reasoning as in the final part of the proof of Theorem 2.3.10, it is possible
to prove what follows.

Lemma 4.1.2. For any A > 0, any solution to (Py ) is a solution of (P ).

Set
F: QxR =R, F(m,s):/ f*(x, t)dt, (4.1.8)
0
and
T WyP(Q) — R, \Il(u):/F(x,u)dx. (4.1.9)
Q

Clearly, F' is a Carathéodory function. Bearing in mind (4.1.5), one has

[ (@,5) < ay(x) + bels|* Y, (4.1.10)

for all z € Q, being a; = c;d™” +a € LY(Q) and ¢; a suitable constant. The
function a; does not satisfy the standard summability condition a; € L7 (£2),
which ensures the Nemyskii operator Nru := F(x,u) associated to F' to be
of class C! in L9(€); thus we collect in the following lemma some properties
of the integral functional ¥, and for the sake of completeness we also give a
sketch of their proofs.

Lemma 4.1.3. Under hypotheses H(f); and H(f)s, the functional ¥, intro-
duced in (4.1.9), is well defined, of class C*, and weakly sequentially contin-
uous, with

(U (u),v) :/Qf*(a:,u)vdx

for all u,v € WyP(Q). Moreover, the operator W' : W, (Q) — W19 (Q) is
strongly continuous.
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Proof. Inequality (4.1.5), besides (2.3.10) and Young’s inequality, leads to

||
|F(x,s)| < [ f(x,t)dt
0

S0 b
< bl/ max{t, u(x)} e + 2|7 + a(z)|s|
0 q

u(z) S0 b
= (/ u(z)dt + / t%it) + 2|s|7 4 a(z)]s]
0 u(x) q

1 ;o by +1
_|_—

1 -
< (14— )bl + =a(x)

for all z € Q and s € R. The last member of (4.1.11) for s = u™(x) is a
L'(Q) function; thus, ¥ is well defined.

In order to prove the regularity of ¥, let us compute its Gateaux deriva-
tive. Take any v € W, ().

lim U(u+tv) — U(u) — im F(z,(u+tv)) — F(z,u)

t—0+ t t—0+ Jq t

(4.1.11)

|s]%,

dr.  (4.1.12)

Fix any ¢t > 0. According to Torricelli’s theorem, one has

F(z, (u+tv)) — Flz,u) = tv (/01 (diF(x, u+ stv)) ds>

s
= tv (/1 fr(x,u+ stv)ds) .
0

On the other hand, (4.1.10) furnishes
Py +2) € @) +a() + b2 (g + ), (4114)

for every z € Q and y,z € R. Plugging (4.1.13) into (4.1.12), besides ex-
ploiting Fubini’s theorem, inequality (2.1.7), estimate (4.1.14), Lebesgue’s
dominated convergence theorem (argue as in (4.1.6)), we have

(U'(u),v) = lim Wluttv) = W(w)

t—0t t

1
= lim (/ vf*(x,u+ stv)ds> dx
t—0t Jo 0

1
= lim (/ vf*(x,u+ stv)dx) ds (4.1.15)
0o \Jao

t—0t

_ /1 (/ v lim (f*(x,u+stv))dx) ds,
q t—0t

o
:/f*(:c,u)vdzc,
0

(4.1.13)
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for all u,v € Wy (Q).

Observe that, for any u € Wy () and {u,} € Wy”(Q) such that u, — u
in Wy*(Q), the compactness of the embedding W,"(Q) — L(Q) for ¢ €
[1,p*) implies that there exists w € L9(f2) such that

u, —u in LYQ), wu, —>u ae in Q, and |u,| <w (4.1.16)

for every n € N (see [23, Theorem 4.9]). Now we prove that U : W, 7(Q) —
W=17(Q) is a continuous operator. To this aim, let u, — u in Wy ().
According to (4.1.10) we have

(v, u,) < crd(2)™7 + a(x) + bylw]?™! (4.1.17)

for all z € 2 and n € N. Therefore, as above, Lebesgue’s dominated conver-
gence theorem and continuity of f*(z,-) for a.a. z €  ensure that

lim(ﬁ/’(un),w:/ lim f*(z,u, Ud:L‘—/f z,u)vdr = (V'(u),v).
n—oo QTLHOO

We conclude that ¥ is of class C*.
In order to prove that W' is strongly continuous, let u, — w in I/VO1 Q).
Observe that

lim [(¥'(u,) — ¥ (u),v)] < lim / | (2, upn) — fH(x,u)||v]de (4.1.18)

n—oo n—oo

for any v € Wy*(€). Owing to (4.1.16)-(4.1.17), Lebesgue’s dominated con-
vergence theorem applies; thus, (4.1.18) gives V' (u,,) — V'(u), as desired.

The weak sequential continuity of W is a direct consequence of [164, Corollary
41.9]. O

Remark 4.1.4. We point out that estimate (4.1.11) implies that for any
R >0 and u € W,?(Q) there exists a positive constant II(R) such that

/ |F(z,u(z))|dx < II(R), (4.1.19)
(lu|<R)
being Qju] < R) = {r €Q: —R <wu(r) <R}. Analogously, estimates

(4.1.5) and (4.1.3) ensure that for any R > 0 and u € WyP(Q) there ex-
ists a positive constant II'(R) such that

/Q( n fH(z,u(x))|u(z)|de < IT'(R). (4.1.20)
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The following three positive constants A, B, and r} play a crucial role in
our existence result:

1 1— 1 /
A= (14—3) 6180 ’y’Q’—FEHCLHg/, (4.1.21)

by +1 q
B= ( 2q )Sgpp, (4.1.22)
with S, arising from (2.1.4), and

>r:)\Br%—r+)\A:O, ifl<qg<np,

AA : _
r{ T TaB if ¢ =p, (4.1.23)
— (A p 1 i *
_(Bq_p> , if p<q<p*

Our first main result is the following

Theorem 4.1.5. Suppose that H(f); and H(f)y hold. Set

~+00, ifl<q<p,
A=< B if ¢ = p, (4.1.24)

p

L) (5)s, ifp<g<yp,

where A, B, and r} are defined in (4.1.21)-(4.1.22)-(4.1.23). Then for any
A € (0,\*) there exists a weak solution u* = u*(\) to (Py ) with ||u*]] <

1
(pr3)?.
Proof. Taking into account Lemma 4.1.2, our goal is to apply Theorem 2.4.13

(through Remark 2.4.14) to the energy functional J, = ® — AW associated
with problem (P, s+), being

1
O WP(Q) - R, O(u) = ];HUHP,

and
U WyP(Q) = R, U(u) = / F(z,u)dx,
Q
where f* and F are defined in (4.1.4) and (4.1.8), respectively. Bearing in
mind Lemma 4.1.3, the functionals ® and ¥ satisfy all the assumptions of
Theorem 2.4.13, as well as that the critical points of J) are weak solutions
of problem (P s+).
Fix r > 0. Owing to (4.1.11), (4.1.21), and (4.1.22), one has
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RS

1 5—1 ].

— Y < Brr " = ——. 4.1.25

S sup (u) < —+ Br hr) ( )
lull<(pr)P

Notice that

lim A(r) =0 (4.1.26)

r—0+
for any ¢ € (1,p7),
+oo, if 1 <q<p,
lim A(r) = %, if g =p, (4.1.27)
r—-+o0o .
0, ifp<g<p’,

and h is strictly increasing whenever ¢ € (1, p|.
If p < ¢ < p*, a direct computation of the (unique) critical point of A shows

that e
B A p L fqg—p\ < /p\a
iggh(r)_h«Bq—p) >_Q< A ) (B) '

Thus we have .
P

SIS

sup h(r) = A*
>0 SUPg-1([0,r1]) v

IN

9

being 7 as in (4.1.23). Finally, fix A € (0, \*); our conclusion follows from
Theorem 2.4.13 and Remark 2.4.14, once we take r = r3. []

Remark 4.1.6. It is worth noticing that the constants A and B are related
to both the estimate (4.1.11) and the geometry of problem (P ) (see also
(2.1.4)). On the other hand, 7} gives the smallest radius of the ball in W, ()
where a local minimum for the energy functional J,, associated with problem
(P, f+), is located. Finally, we point out that in the case ¢ < p the functional
Jy turns out to be coercive.

Remark 4.1.7. The condition
(j) limsup, o+ f(x,s)s” < by, uniformly w.r.t. z € Q,

clearly means that there exists p > 0 such that f(z,s)s” < by for every
0 < s < p. If, in addition, we have that

(jj) the function

M,:Q —1[0,00), M,(x)= sup f(z,s),

s€[p,s0]

belongs to L7 (),
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then it follows that H(f)a(ii) continue to hold whenever the function a is
replaced with the function M, +a € L7 (Q).

Of course, (jj) is guaranteed in the autonomous case, i.e., when f does
not depend on z.

Example 4.1.8. Let h € L>*(Q), essinfh > 0, v € (0,1), g1 : QxR —
[0, +00) a Carathéodory function such that

g1(z,s) < e+ cosd7L,

for all x € Q and s > 0, with ¢;,¢co > 0 and ¢ > 1. Let go : R — [0, +00) be
a continuous function such that

s
lim sup g2(5) = 400, limsupgs(s) < by, limsup
s—ot 57 s—0+ s—+00

92(5)

gq4—1+~

< 400,

for some b; > 0 and ¢ € (1,p*).
Nonlinearities that satisfy hypotheses H(f);—H(f), are, e.g.,

flas) ="y gy as),

and

o, 5) = 2

s

Now we expose our main result concerning the existence of two weak
solutions for problem (P f).

Lemma 4.1.9. Suppose that H(f),, H(f)2, and (AR™) hold. Then the func-
tional Jy satisfies (PS) and is unbounded from below.

Proof. This proof is patterned after [61, Theorems 15 and 16]. Let us consider
a sequence {u,} C W,”(Q) such that {Jy(u,)} is bounded and {J}(u,)}
converges to zero. In other words, for any n € N,

1
—|lun|lP — )\/ F(z,ul)dr < ¢ (4.1.28)
p Q

and

/ |V, [P~2Vu, Vodr — )\/ FH(z,up)vde| < ||| Vo € WP(R) (4.1.29)
0 0

hold true for an opportune c¢; > 0, independent of n. We will prove that
{u,} is bounded by showing the property for {u_} and {u;}.
Exploiting (4.1.29) with v = —u,, leads to
o < 1743 [ 7o) <
Q
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and hence [ju, || <1 for all n € N.
Let Q, :={z € Q: uy(x) > R} and Q] :=Q\ Q, for any n € N. According
to (4.1.19), one has

/ F(z,u})dz <TI(R), (4.1.30)

n

while (AR™) gives

/Qn F(x,u:[)dx—/n<

Flz, 1) + / " f(x,t)dt) dz
_l’_

Q
1
<H(s) +— [ fla,u))u,de
H S,
1 1
<II(R) + —/ [z, up)u) doe — —/ (2, up)ut d.
Ko B Jar,
(4.1.31)
On the other hand, from (4.1.20) we get
[ (2, up)utde| < TU(R). (4.1.32)
@
Then (4.1.31) becomes
1 1
/ F(x,u)de <TI(R) + — / (@, up)ut doe + =11 (R). (4.1.33)
" B Jo H
From (4.1.28) we infer
Loy 1 + +
g 7 < =flunl[” < e+ A F(a,u,)de + | F(z,u,)d
p p Qn Q;
1 1
<+ A <2H(R) + —/ I (w, up)u) doe + —H/(R)) (4.1.34)
HJo H
A . n
= — [ f(x,up)u, dx + co,
HJa
while (4.1.29), tested with v = u;}, yields
1 1 A
P = < S [ P uidn (4139)
7 7 o

Adding term by term (4.1.34) and (4.1.35), we conclude

1 1 1
(— _ —) het 1 = L) < e
P u M
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hence {ut} is bounded in WP (€).
Up to subsequences, we have u, — u in WO1 P(Q)). Since W' is strongly
continuous (see Lemma 4.1.9), (4.1.29) leads to

lim (D' (uy,), uy — u) = lim (Jy(up), uy — uw) + A lim (¥ (uy,), u, —u) = 0.
n—00 n—00 n—00

Property (S,) of the p-Laplacian operator forces u, — u in Wy?(Q). In
conclusion, J, satisfies (PS).

Now we prove that J, is unbounded from below.

For all M > 1, set Qy = {z € Q : My,(x) > R} and Q) = Q\ Q.
Fix M > 0 such that |57 > 0 (this choice is possible because Q,; 1 € for
M — +o0). Obviously, Q37 € Q) for all M > M, and hence |Qy,] > 0.
From (AR') we have, for any o > R,

fwo) 3 (s 0
< = _ .
f fla, t)ydt [ f(x,t)dt
Let s > R. Integrating (4.1.36) in o on [R, s] we get

" [ fla,t)dt
o () < s i)

(4.1.36)

qm

Hence,
s R
/ flz, t)dt > (R_”/ f(.r,t)dt) st =:G(z)s" Vs> R, (4.1.37)
S1 S1
with G(x) = R™# fjf(m,t)dt > 0 for all x € Q, by virtue of (AR"). More-

over, H(f)(ii) ensures that G € L'(f2).
We claim that limp/_, ;o0 JA(Mp,) = —oo. To this end, we observe that we

have
/QM F(z, My,)dx = /QM (F(x,sl) + /SIM% f(x,t)dt) dx

> —Il(sy) + M* G(x)phdx (4.1.38)
Qum

> M (%)“ / G(x)dz — TI(R)

for M > M. Notice that fQ z)dx > 0, because G > 0 in Q and Q37| > 0.
On the other hand, (4.1. 19) gives

< TI(R). (4.1.39)

/ F(x, My,)dx

M
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Plugging (4.1.38)-(4.1.39) together, we find

A Mpp)

1
= —|Mp,||” — A F(x, Mp,)d F(x, Mp,)d
LI, (/ (@ Mg,)da+ | Pl M, ) a0

M Q M

n
<My <£> M“/ G(x)dz + 2MI(R) — —o0
D M Q

T
for M — +o00. The claim is proved. O]

Theorem 4.1.10. Suppose that H(f); and H(f)y hold. Let f be satisfying
(AR*). Then for any X € (0,\*) problem (Pyf) admits at least two weak
solutions u*(\) and u(\), where \* is defined in (4.1.24).

3=

Proof. Fix A € (0, \*) and consider 7} defined in (4.1.23). Set r' := (pr})
and

Y

B0,7) == {u e WyP(Q) : |lul <r'}.

Existence of a solution u* € B(0,7') is guaranteed by Theorem 4.1.5, and u*
is a minimizer of the restriction to B(0,7’) of the functional J,. Without loss
of generality, we can suppose u* to be a proper minimizer, i.e.,

I(u*) < Jy(u) Yu € B(0,7)\ {u*}. (4.1.41)

According to Lemma 4.1.9, the functional J satisfies (PS) and is unbounded
from below. Then, for any M > 0 sufficiently large, (4.1.40)-(4.1.41) imply

)< . 1.
JA(MQDP) < J)\(u ) < 8Bl(r(l),fr’) I (4 1 42)

Taking a larger M if necessary, we can also suppose
| My, —u*|| > . (4.1.43)

Owing to (4.1.42)-(4.1.43), Theorem 2.4.11 ensures the existence of @ €
Wy (Q) such that Jy(i) > Jy(u*) (and consequently @ # u*) and J (@) = 0
(so @ is a solution to (P f)). O

Remark 4.1.11. It is worth pointing out that all the above results remain
true even if ¢ = 1 (cf. H(f)2); in this case, function a is assumed to be
essentially bounded.
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4.1.2 Singular convective Robin problems

Let Q@ CRY (N > 3) be a bounded domain with a C?-boundary 99 and let
fiOxRxRY = [0,+00), g: Qx(0,4+00) — [0, 4+00) be two Carathéodory
functions. In this paragraph, we study existence and uniqueness of solutions
to the following Robin problem:

—diva(Vu) = f(z,u,Vu) + g(x,u) in Q,
u>0 in Q, (4.1.44)
Ou = —BlulP~?u on 02,

being a : RN — R as in Section 2.4, 8 > 0, and 1 < p < +o0. The symbol
0, denotes the co-normal derivative associated with a.

We assume the following hypotheses on the reaction terms.
H(f) f: Qx Rx RY — [0,+00) is a Carathéodory function. Moreover, to
every M > 0 there correspond cys, dy; > 0 such that

fz,5,6) < ey +dylsP™t V(z,s,6) € QxR xRY with |¢] < M.

H(g) g : © x (0,4+00) — [0,+00) is a Carathéodory function having the
properties:

(g1) g(z,-) turns out non-increasing on (0, 1] whatever z € ), and g(-,1) #
0.

(g2) There exist ¢,d > 0 such that
g(x,s) < c+dsP™' V(z,s) € Qx(1,400).
(g3) With appropriate § € int(C*(Q),) and g9 > 0, the map z + g(x, £6(x))
belongs to LP' () for any € € (0, &).

The paper [113] contains meaningful examples of functions g that satisfy

H(g).
In this paragraph we will make use of the norms

1 1

lullip = (el + 1Vulp)? 5 lullo, = (Bllulloq + 1Vull})” -
Remark 4.1.12. If 3 > 0, then || - |51, 1 a norm on W'?(Q) equivalent to
| - l1p- In particular, there exists ¢; = ¢;(p, 5,€2) € (0,1) such that

cllulliy < lullsip < —llulli, YueWH(Q). (4.1.45)

1
6]
For the proof we refer to [136].
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Fix w € C'(Q)). We first focus on the singular problem (without convec-
tion terms)

—diva(Vu) = f(z,u, Vw) + g(z,u) in Q,
u>0 in €, (Py)
Oyu = —fBlulP*u on 0.

The set of sub-solutions to (P,,) will be denoted by U,,, while U,, is the
super-solution set. The solution set of (P,,) will be denoted by U,,; obviously,
Up=U,NU,.

Lemma 4.1.13. Let H(f) and H(g) be satisfied. Then there exists a sub-
solution u € int(C1(Q)y) to (P,) independent of w and such that ||u)|s < 1.

Proof. Given any ¢ > 0, consider the problem

(4.1.46)

—diva(Vu) = g(z,u) in Q,
Ou = —BlulP>u on 09,

where §(z, s) := min{g(z, s),d}, (x,s) € Q x (0, +00). Weierstrass-Tonelli’s
theorem, the weak maximum principle, regularity up to the boundary, and
the strong maximum principle (see Theorems 2.4.3, 2.3.5, 2.3.7, and Remark
2.2.9) furnish u € int(C*(Q),) solution to (4.1.46). If us € C1*(Q), is the
solution to (3.1.2) with ¢ := ¢, we have that |[us]jcc < 1 whenever § > 0 is

sufficiently small (cf. (3.1.3)). Hence, using the comparison principle (vide
Theorem 2.3.6), one has
[ufls <1 (4.1.47)

once ¢ is small enough. Let 6 and & be as in (g3). Since u, 0 € int(C1(Q)),
there exists € € (0,&0) such that u — e € int(C*(Q),). Via (g1), (4.1.47),
and (gs), we thus infer

0<g(-u) < g(-e0) € L7 (). (4.1.48)
The conclusion is achieved by verifying that u € U,, for any w € C'(€Q). Pick

such a w, test (4.1.46) with v € W'P(Q),, and recall the definition of g, to
arrive at

/ a(Vu) - Vodr + 8 | v’ tvdo = / g(-, u)vdx
Q a9 Q
Q Q
as desired. n
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Remark 4.1.14. This proof shows that the sub-solution u constructed in
Lemma 4.1.13 enjoys the further property:

/ a(Vu) - Vodz + lu[P?uvdo
. o0 (4.1.49)
S/g(-,g)vdx VoeWh(Q),.
Q

Given w € C1(Q), consider the truncated problem

—diva(Vu) = f(z,u) + §(z,u) in Q,

u>0 in Q, (4.1.50)
Oyu = —fBlulP*u on 0,
e Flru(x), Vu(x) i s < u(2)
2 w(x it s <u(z),
f(z,s):= { (:p,s,Vw(x otherwise, (4.1.51)

)
g(x,s) = { E Q)(x» it s < g(x), (4.1.52)

otherwise.

The energy functional corresponding to (4.1.50) is

Ew(u) ::%/QG(Vu)dx—l—g 69\u|pda—/QF(~,u)dx—/QCA¥(~,u)dx

for all uw € WHP(Q), with

Fla,s) = /0 Cfendt, G s) = /0 (@ bt

Hypotheses H(f)-H(g) ensure that &, is of class C' and weakly sequentially
lower semi-continuous; see Remark 2.4.4. Under the additional condition

dy +d < ey Y M >0, (4.1.53)

it turns out also coercive, as the next lemma shows.

Lemma 4.1.15. Let % be a nonempty bounded set in C*(Q). If H(f), H(g),
and (4.1.53) hold true then there exist ay € (0,1), ag > 0 such that

«
Euw(u) = ﬁI\UH’f,p —ax(1+lullip) ¥ (u,w) € WH(Q) x 2.
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Proof. Put M := sup ||w]| o1 g By (4.1.51)~(4.1.52) and (2.4.17) we get
wER
B

C
Eul) 2 ZVul + Cull e - / (o, Vo) + g, w)|udz

- /Q(u>u) (/uu Flot Vw)dt) - /ﬂ(u>u> <Lu 6 t)dt> o

Hypothesis H(f) along with Holder’s inequality imply

/Q(u>u) (/uu f(-,t,Vw)dt) dr < /Q(u>u) (/Ou f(t, Vw)dt) dx

1 dy
< ey QP ull, + ?MHUHﬁ

1 dr
< ey QP ullp + ?MHUH’f,p-

Exploiting (4.1.47), (g2), and Holder’s inequality again, we have

(
/Q(u>u) ( uug<"t)dt) &
< /Q(Du) (/ulg(-,t)dt) dx+/ﬂ(u>1) (/1ug(-,t)dt) dz
< /Q(u>u)g(-,g)dx + /Q(M) (/lu(ch dtp_l)dt) dx
d

1 d
9(-s w)dz + QU |ull1, + ZSIIUIIIf,p-

Hence, through (4.1.45) we easily arrive at

CQ d Y +d i’
Eulw) 2 Zlulls, = =Nl = (e + I llull, — K
CpCQ —dy —d %
> AEZLE ) — (e + I ful — K
CpCQ —dy —d o
> =l , — max{(eyy + )l K+ ulhy),

where

K= / G V)] + g, w)lude + / o w)da
< / (e + dyg)dz + 2 / g(.e0)dx < (e, + dyy)| + 2lg (- 20)], |2
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due to H(f) and (4.1.47)—(4.1.48). Now, the conclusion follows from (4.1.53).
[

Moser’s iteration (Theorem 2.2.2) and regularity up to the boundary (Re-
mark 2.2.9) ensure that any solution to (4.1.50) is actually Hélder-continuous
up to the boundary. Arguing as in the final part of the proof of Theorem
2.3.10, the following lemma can be demonstrated.

Lemma 4.1.16. Let H(f), H(g), and (4.1.53) be satisfied. Then
0 # Crit(&,) C Uy N{u e CH Q) : u> u}.
For every w € C'(Q) we define
F(w) = {u € C'Q):u€ Uy, u>u, Eu) < 1},

Reasoning as in paragraph 2.5.2, it is possible to prove that, for any w €
CH(9Q), the set .#(w) admits minimum (cf. Theorem 2.5.7). Hence, it is
possible to define ' : C*(Q2) — C*(Q) given by

['(w) := min.%(w) Yw e C'(Q).
Moreover, under the condition
i
p

which is more restrictive than 4.1.53, it can be shown that . is a compact,
lower semi-continuous multi-valued operator (Theorems 2.5.8 and 2.5.10), so
I" is a completely continuous operator (Corollaries 2.5.9 and 2.5.11).

To establish our main result, the stronger version below of H(f) will be
employed.

H'(f) f: QxR xRY — [0, +00) is a Carathéodory function such that

dy +d < VM >0, (4.1.54)

f(xv Saf) < ezt C4|8‘p71 + 05|£‘p71 V(ZL', 875) € QxR X RNa

with appropriate cs3, ¢4, c5 > 0.
Condition (4.1.53) is substituted by

cat+(2p—1)es +d < des. (4.1.55)

) clearly implies H(f), with ¢y := ¢35 +
1.55) forces (4.1.53) while (4.1.54) reads

&
et d< 22 (4.1.56)
p

Remark 4.1.17. Assumption H'(f
csMP~1 and dy; := cy. Likewise, (4.
as
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Remark 4.1.18. Conditions (4.1.53)—(4.1.56) can be omitted if ¢ < p — 1.

Theorem 4.1.19. Let H'(f), H(g), and (4.1.55)—(4.1.56) be satisfied. Then
problem (4.1.44) possesses a solution u € int(C'(Q)1). The set of solutions
to (4.1.44) is compact in C1(2).

Proof. Define
A) :={u e C'(Q) : u= 7T (u) for some 7 € (0,1)}.

Claim: A(T') is bounded in W'?(Q).
To see this, pick any u € A(T'). Since % =T'(u) € .(u), one has &, (%) < 1.

T

Assumption H'(f), combined with Young’s and Hélder’s inequalities, pro-

duces
/ / F(,t, Va)dt | da
o(250) \Ju
< / (/T(Cg +egt? 4 c5]Vu|p_1)dt) dz
o \Jo

p
<cy ‘E +%HE +C5/|Vu|p_1 E‘d;c
TI11 P T llp Q T
u||P
1 p b Vul?
< &l ’g cajlur . | Hp+ I /||p
Tlp P NTlp p p
1w 4+ C5 ||U]||P Cs
< a2 2+ 2l
TH1p p Tip P

Analogously, on account of (4.1.47),

/ f(u, Vu)ude < / (csu+ catl? + ¢5|VulP~) uda
Q Q

C C
< <c3 + e+ —5) 19| + = || Vull?
P P
Cs Cr
g(@+q+?)m+;mmp

Reasoning as in Lemma 4.1.15 and recalling that 7 € (0, 1), we thus achieve

1> &, (9)

n
- c’fcg—c4—(2p—1)c5—dHu

p

p

— (s + )7

u
TH1p

TI11p
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where

c 1
K= (et 2) o)+ 2l o)l 10
Thanks to (4.1.55), the above inequalities force

Uu
lully < | 2| < &7,

1,p

with K* > 0 independent of u and 7. Thus, the claim is proved.

By regularity (see Remark 2.2.9), the set A(I') turns out bounded in
C1(Q). Hence, due to the complete continuity of I', Theorem 2.5.2 applies,
which entails Fix(T") # (). Let u € Fix(T"). From u = I'(u) € . (u) we deduce
both v > u and u € U,. Accordingly,

f(,U) :f<',U,VU), f](,U) :g('au)a

namely the function u solves problem (4.1.44). Further, v € int(C*(Q)4)
because of the strong maximum principle.

Finally, arguing as in Lemma 3.2.2 ensures that each solution to (4.1.44)
lies in C1*(Q). Since C1*(Q) — C*(Q) compactly and the solution set of
(4.1.44) is closed in C'(£2), the conclusion follows. O

Remark 4.1.20. The same techniques can be applied for finding solutions
to the Neumann problem

—diva(Vu) + [ufP"*u = f(z,u, Vu) + g(x,u) in Q,
u >0 in €,
d,u=20 on 0f).

Indeed, it is enough to replace the norm ||-||5,1, with the standard one ||-||; .

Now we investigate uniqueness of solutions to (4.1.44) in the particular
case p = 2. Retaining H(f)-H(g), the following further conditions will be
posited:

(ay) There exists ¢g € (0,1] such that
(a(€) —a(n) - (E—n) > cel¢ —n* VEneRY.
H”(f) With appropriate ¢, cg > 0 one has
[f(2,5,6) = fla,t,)](s —t) < erls — 1] (4.1.57)
|f(2,t,8) — f(z,t,n)] < csl€ —n (4.1.58)

in ) xR xRN,
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H'(g) There is ¢y > 0 such that

[9(z,5) — g(z,)](s —t) < cols —t|* Vo €9, s,t € [1,4+00). (4.1.59)

Moreover,
g(x,s) < g(x,1) in Q x (1,4+00). (4.1.60)

Example 4.1.21. The parametric (2, ¢)-Laplacian A 4+ uA,, where 1 < ¢ <
2, u > 0, satisfies H(a) and (a4); cf. [139, Lemma A.0.5].

Theorem 4.1.22. Under the above assumptions, problem (4.1.44) admits a
unique solution provided

cr 4 cics + ¢ < cicg. (4.1.61)

Proof. Suppose u, v solve (4.1.44), test with u — v, and subtract to arrive at

/Q(a(Vu) —a(Vv))-V(u—v)dz+ ., lu — v|*do

_ /Q[f(.,u, Vu) — (-, v, Vo)) (u — v)dz (4.1.62)
+ [ fot0) = g0l = o)

The left-hand side of (4.1.62) can easily be estimated from below via (a,) as
follows:

/(a(Vu)—a(Vv))'V(u—v)dx—l—ﬁ/ lu—v[*do > collu—v||3,,. (4.1.63)
Q o9
Using (4.1.57)—(4.1.58) and Hoélder’s inequality we get
/Q[f(-,u, Vu) — f(-,v,Vo)|(u — v)dz
= [0 V0 = feo, Fulla = oo

+/Q[f(.,y,vu) = [0, Vo)l(u — v)da (4.1.64)

§C7/ ]u—v|2dx—|—08/ |Vu — Vol|lu — v|de
Q Q
< crllu = vl|3 + csl|V(u = v)|2][u — v

C7

Cs
< Lllu — v|)? =l — |3,
> C%HU U||5,1,2+ CIHU UHﬁ,1,2
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Observe now that

-

g ) = g(0)](u —v)de

/ 1) — g, 0))(u — v)da
Q(max{u,v}<1)

(- u) =g, 0))(u —v)dz (4.1.65)

+ S—
55

Q(min{u, v}>1

+ / —g(-,v)](u —v)da

Q( u<1<’u)
/ —g(-,v)](u — v)dx.
v<1<u)
By hypothesis (g;) in H(g) one has
/ [9(-,u) — g(-,v)](u — v)dz < 0. (4.1.66)
(max{u,v}<1)

Inequality (4.1.59) entails

[ gt = gl v
Q(min{u,v}>1)

. (4.1.67)
9
< collu—vll; < Sllu—v3,,.
&
Thanks to (g;) again and (4.1.60) we obtain
/‘ [0+ u) — g 0)](u — v)dz
b (4.1.68)
/‘ — g 0))(u — v)dz < 0.
u<1<v)
Likewise,
[ lgtew =gt vy <o, (4.1.69)
Qv<i<u)

Plugging (4.1.66)—(4.1.69) into (4.1.65) and (4.1.63)—(4.1.65) into (4.1.62)
yields

Cy
collw = ol < (G + 24 %) lu= ol
cf 1

On account of (4.1.61), this directly leads to u = v, as desired. ]

Remark 4.1.23. The conditions that guarantee existence or uniqueness,
namely (4.1.55), (4.1.56), and (4.1.61), represent a balance between data
(growth or variation of reaction terms) and structure (principal operator and
domain) of the problem.
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4.2 Systems
4.2.1 Singular convective Neumann systems

In this paragraph we investigate the following homogeneous Neumann prob-
lem:

—Ayu = f(z,u,v,Vu,Vuv) in Q,

—Av = g(x,u,v,Vu, Vo) in Q,

u,v >0 in €,
o,u=0,v=0 on 0f),
where Q C RV, N > 2, is a bounded domain with C%-boundary 02 having
outer normal v, 1 < p,q < 400, and f,g : 2 x (0,+00)? x R?N — R are

Carathéodory functions.
If Z is a real function space on €2 and v, w € Z, then

(4.2.1)

vt i=max{0,v}, [wl:={z€eZ:v<z<w}, Z :={2€Z:0< 2z}
Let Z? := Z x Z and let (v1, v2), (wy,wq) € Z2. By definition, one has
(v1,09) < (wy,wy) <= v < w; and vy < wy.

If | - ||z is a norm on Z, then we put Bz(p) :={2€ Z : ||z]|z < p}, p > 0,
as well as
(21, 22)l| 22 = llzallz + ll22llz - V (21, 22) € 22
We set W, () := W (Q) N L>(Q).
Pick any w = (wy,wy) € C'(Q)? and consider problem (4.2.1) with
‘frozen’ gradients, i.e.,
—Ayu = hy(z,u,v) in Q,
—Ayv = ho(z,u,v) in

Py
u,v >0 in €, (Pv)
ou=0,v=0 on 0f),
where
hi(z,s,t) := f(x,s,t, Vwy (), Vws(x)), (12.2)

hao(z, s,t) == g(x, s, t, Vw(z), Vws(x)).
The assumption below will be posited.
(H) There exist € > 0, (u,v), (7,v) € WP(Q) x W,"(Q) such that
< (u, 7).

Moreover, if K := C*(Q)? N ([u,u] X [v,]), then:

(e,€) < (u,v)
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(i) For appropriate pq, pa, C' > 0 one has
|f<',’U/,U,V'LU)‘ < P1, |g(~,u,v,Vw)| < P2
whenever (u,v,w) € [u,u] X [v,7] x D, where

(ii) For every fixed w € D the pair (u,v), (@, ) is a sub-super-solution to
problem (Py,), namely

Jo IVulP?VuVedz < [, hi(-u,v)ede,

Jo IVu|12VoVy de < [, hol-,u,v)¢ d,
(4.2.4)
fo IVulP*vVaVedz > [, hi(-, 1, v)pdz,

[ IVO|92VoVy de > [ he(- u, ) de
whenever (u,v) € [u, 7] x [v,7], (¢,%) € W, P(Q); x W, 4(Q).
Now, given (u,v) € WHP(Q2) x Wh(Q), we define

if u(r) <wu(r),

)
Tp(u)(z) := ¢ ulz) if u(r) < u
) if w(z) > u(x),

&
IA
gl

S
8
m
o

v(z) if v(z) < v(z),
T,(w)(z) = ¢ v(z) if v(z) <v(x)<o(z), =z€.

o(z) if v(z) > v(x).
Lemma 2.89 of [31] ensures that the operators T, : W'?(Q) — Wr(Q) and
T, : Wh(Q) — WH4(Q) are continuous.
Truncating reactions allows to neglect the singular behavior in zero as
well as possible super-critical growths at infinity. Hence, we add a potential
term in both sides, which makes the differential operator strictly monotone,
and truncate the reaction terms, thus coming to the problem

—Ayu+ [ufP"?u = ki (z,u,v) in Q,
—A + [v]7 %0 = ko(z,u,v) in Q, (Py)
o,u=0,v=0 on 0f),
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where

ki u,0) o= I ( Tp(w), Ty(v) + 1T () [P T (w),

kQ(-,u,’U) = hZ('yTp(U),Tq(U)) 4 |Tq(v)‘q_2Tq(?}). (425)

Solutions of (Py) will be sought by freezing reactions again. Accordingly,
bear in mind (4.2.3), and, for every fixed (u,v,w) € W'P(Q) x Wh4(Q) x D,
consider the variational problem

—Ayi+ |aP* 0 = ky (2, u(z),v(z)) in Q,
— A0+ 9|90 = ky(w,u(x),v(x)) in Q, (ls(uyv,w))
o,1=0,0=0 on 0f2.

Remark 4.2.1. Hypothesis (H)(i) evidently forces
ki(s, u,v), ko(,u,v) € L2(Q).

So, through Moser’s iteration technique (Corollary 2.2.3), we see that any

solution (u, ) of (P(yv,w)) turns out essentially bounded. Lieberman’s reg-
ularity theory up to the boundary (Corollary 2.2.8), yields a € (0,1) and
R > 0 (depending only on p, q,€, p1, p2) such that

(ﬁ, f)) € BC1,a(§)2(R) C B01(§)2(R)

By Minty-Browder’s theorem (vide Corollary 2.3.4) we achieve the fol-
lowing result.

Lemma 4.2.2. Let (H)(i) be satisfied and let (u,v,w) € WHP(Q) x W14(Q) x

D. Then problem (P(uyw)) possesses a unique solution (i, 0) € Bena gy (R).
Next, pick w € D. For every (u,v) € Beig):(R) we set
O (u,v) = (u, ), (4.2.6)
where (@, 0) is as in Lemma 4.2.2. Since
Biia@y(R) < Boygy(R), (4.2.7)

the operator ® : Boig)2 (1) — Bei:(R) defined by (4.2.6) is compact. It
will play a basic role to prove the following

Lemma 4.2.3. If (H) holds and w € D, then (Py) admits solutions in K.
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Proof. We claim that ® is continuous. Indeed, let {(un,vs)}n C Beygy(R)
satisfy (un,v,) — (u,v) in CY(Q)? and let (dy,,0,) = ®(un,v,), n € N,
The compactness of ® forces (i,,?,) — (4,0) in C*(Q)?, where a sub-
sequence is considered when necessary. On the other hand, each (i, 0,)
solves (P, va.w)); Whence (4, 0) turns out a solution to (P,y.)), as we eas-
ily see once n — 00 in (P(u,v,.w)). By uniqueness one has (i, ) = ®(u,v),
thus showing the continuity of ®.

Now, Schauder’s fixed point theorem (see Theorem 2.5.1) gives (u,v) €
Bei@)2(R) such that (u,v) = ®(u,v), namely (u,v) solves (Py). Reasoning
as in the final part of the proof of Theorem 2.3.10 leads the conclusion. [

Define, for every w € D,
S(w) :={(u,v) € K : (u,v) is a solution to (Py)}.

Reasoning as in paragraph 2.5.2, it can be proved that, for any w € C*(Q),
the set S(w) admits minimum (cf. Theorem 2.5.7). Hence, it is possible to
define I' : D — K given by

['(w) :==minS(w) Vwe D. (4.2.8)

Moreover, it can be shown that S is a compact, lower semi-continuous multi-
valued operator (Theorems 2.5.8 and 2.5.10), so I is a completely continuous
operator (Corollaries 2.5.9 and 2.5.11).

By Theorem 2.2.16 and Holder’s inequality, any solution (u,v) € K to
(Py) satisfies the gradient estimates

1

IVull o) < mllf (w0, V)72 ),
@ L=(@) (4.2.9)

HVUHme) < 772”9('7 u,v, Vw)”ﬁ(ﬁ)a

where 77,72 > 0 denote suitable constants. Evidently, there is no loss of
generality in assuming 7,7y > 1.

Our main result requires a further condition on the reaction terms, which
however complies with various meaningful cases; see Theorems 4.2.6-4.2.7
below. Hereafter, we suppose that

c\" c\"
pr < (—) , ;< (—) , (4.2.10)
n T2

where p1, p2, C' come from (H), while 7,7, are as in (4.2.9).

Theorem 4.2.4. If (H) and (4.2.10) hold, then problem (4.2.1) possesses a
solution belonging to CY*(Q)* N K.
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Proof. Let T' be given by (4.2.8). Condition (4.2.10) and (4.2.9) guarantee
that I'(D) C D. Thus, recalling that I" is a completely continuous operator,
Schauder’s fixed point theorem can be applied, which entails (u,v) = I'(u, v)
for some (u,v) € D. Through (4.2.2) and Remark 4.2.1 we easily verify that
(u,v) satisfies the conclusion. O

As a byproduct of Theorem 4.2.4, we prove a result about existence of
infinitely many solutions to (4.2.1), in two different contexts: sub-linear case
and super-linear case.

In the sub-linear setting we make the hypotheses below.

(F%}) There exist oy < 0 < 1, 11,01 € [0,p—1), and ay, by, ¢; € L=(£2) such
that

|f(17,8,t,§1,€2>| S al(x)saltﬁl + b1<x)(|€1|71 + |£2|61) + Cl(x)
for all (z,s,t,£1,&) € Q x (0, +00)% x R2V,

(G) There exist £ < 0 < ag, Y2,02 € [0, — 1), and ag, by, co € L>®(Q) such
that

|g($, Sat7€1752)| S aQ(m)Sa2t62 + bg(l’)(|§1|72 + |€2|62) + CQ(‘T)
for all (z,s,t,£1,&) € Q x (0, +00)% x R2V,

(S1) There exist {hn}bn, {n bns {kn s {kin}n, {C}n € (0,+00), with C;, —
~+o00, satisfying h,, < k, < hyy1, hy < kp < hpyq, and

f(xa kn7t7€17€2) S 0 S f(xahnat7€17€2)7
g<x787i€n7€17§2> S 0 S g(x757iln7€17§2>

for all (z, 5,1, €1, &) € QX [y, kn| X [, kin] X Bga (Cy)%, n € N. Further,

(5)

) o1 1B -
l|a1]] Loo (@) lim sup Cn'?’—q <7,

n—00 n (S//)

: wehy
l|azl| Lo () lim sup 1 <y Y

n—oo n

where 71,72 > 1 stem from estimates (4.2.9).

Remark 4.2.5. One can take 71, d; € [0, p — 1] provided

a1 1.6
||CL1||Loo(Q) lim sup gpfll + 2||b1||Loo(Q) < ni_P’
n—00 n

which implies the first inequality in (S”). A similar comment applies to 7z, da.
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Theorem 4.2.6. Let (F), (G}), and (S1) be satisfied. Then problem (P)
admits a sequence of solutions {(tun,vn)}n S CHQ)? such that (u,,v,) <

(Uns1,Uns1) for all n € N. Moreover, lim u, = lim v, = +oo uniformly in
n—oo n—o0

Q once hy,, ﬁn — +o00.

Proof. Define B o
K, = CH Q>N ([hn, k] X [Py En)),

as well as
D, ={w e K, : ||[Vw| pe@2 < Cp}.

If (u,v,w) € [hn, kn] X [hn, kn] X D,,, then through (F}) and (S”) we obtain
|f('auvv7vw)|
< [laallzoo@ bk + b1z (@ (G + C3) + ller [l o)

L (4.2.11)
<)
m
for any n € N large enough. Likewise, (G}) and (S”) yield
l9(-u, v, Vw)|
< Jlazll=(@kn? hp? + b2l zoeo) (C72 + C32) + lleall =0 (4.2.12)

C O\t
S (_n) '
M2

Hence, from (4.2.9), with K := K,,, it follows I'(D,,) C D,,, where I' is given
by (4.2.8). Observe that, thanks to (S'),

f(':kTuvavw) S 0 S f<'7hnavvvw)7
g<',’U,, ]%na VU)) < 0 < g<',’U,, }Alrwvw)u

which easily force (4.2.4). So, hypothesis (H) of Theorem 4.2.4 is fulfilled.
Thus, for every n € N, problem (P) possesses a solution (u,,v,) € K,. Since
kn < hpyr and ky, < by, we evidently have (Un, vy) < (un+_1 ,Unt1). Finally,

if hy,, h, — 400 then lim u, = lim v, = +oo uniformly in 2. O
n—oo n—oo

Now we investigate the super-linear setting, assuming the following con-
ditions.

(F%) There exist a3 < 0 < 1, 11,01 € (p—1,+00), and ay,b; € L>() such
that
|f(x757t7£17€2)’ < al('];)saltﬁl + bl(];)qglpl + ‘52‘61)

for all (x,s,t,&1,&) € Q x (0,+00)2 x RV,
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(GY) There exist £y < 0 < ag, 72,92 € (¢ —1,+00), and ag, by € L>®(Q2) such
that
l9(,5,t,&1,&)| < ag(w)s°2t™ + by(2) (|61 + 16]™)

for all (z,s,t,£1,&) € Q x (0, +00)? x RV,

(S3) There exist {hn }n, {hn}n, {Entn, {l;:n}nA, {Chn}n C (0,+00), with C,, —
0, satisfying kny1 < hy < kn, kny1 < hy <k, and such that (S")—(8")
are true for all (z,s,t,&1,&) € QX [, kn| X [hn, kn] X Bra (Cy)?, n € N.

Remark 4.2.5 can be adapted to (F)—(G)).

Theorem 4.2.7. Under assumptions (F3), (G3), and (Sz), problem (P) has a
sequence of solutions {(un,vn)}n C CHQ)? such that (Upy1, Vni1) < (Un,Vp)

for every n € N. Moreover, limu, = limwv, = 0 uniformly in 0 once
n—oo n—oo

~

kn,k, — 0.

Proof. The argument is analogous to Theorem 4.2.6, because (4.2.11)—(4.2.12),
written for ¢; = ¢ = 0, hold whenever n € N is sufficiently large. O

Remark 4.2.8. Conditions (F!) and (G!), ¢ = 1,2, above have been formu-
lated on the whole 2 x (0, +00)? x R?V just to avoid cumbersome statements.
Indeed, consider, e.g., Theorem 4.2.7. Since C), is arbitrary small for n large
while, through (S”), the term h®'k?" can be controlled by C?~1, it suffices to
require (Fy) in Q x (0,8]* x Brn(8)? with 6 > 0 appropriate, and the same
arguments work. So, we can actually treat reactions f, g having arbitrary
behavior far from the origin. A ‘dual’ comment holds for Theorem 4.2.6.

Example 4.2.9. Define, provided (x,s,t,&1,&) € Q x (0, +00)? x R

1 1
flz,s,t,&1,&) =sins + icost, g(x,8,t,6,8) = Esins + cost.

In this case, a; = b; = 0,7 = 1,2, so (S”) holds true. Choosing h,, = § +2mn,
k, = %7‘( + 271, hy, = 270, ky, = © + 27n, and C, = n, also (S') is fulfilled.
Hence, f and g comply with (S;).

Finally, an example of nonlinearities, with both singular and convective
terms, that satisfy (Ss) is the following.

Example 4.2.10. Set, for every (z,s,t,£1,&) € Q x (0, +00)? x R2V,
1,
f(xasataglaéé) :Sln; (S ltﬁl - ’51'71 - ’52’51)7
1
g(l',S,t,é.th) = COs ; (SOQ-L-B2 - |$1|’Y2 - |§2’52) )

129



where

min{’yl,él} >+ 51 >p— 1, min{’yg,dg} > Qg + BQ >q— 1.

To check (S,), simply pick h, = (3 +27m)_1, kn = (-3 —i—27m)_1, h, =
(27 4 27n)~Y, k, = (7 4 27n)!, and C,, = i
Finally, we would like to mention a corollary of Theorem 4.2.6.

Corollary 4.2.11. Let h : R — R be a continuous, periodic function, and
a: ) — R such that

i%fh < a(z) <suph fora.a. z €.
R

Then the problem

—Ayu = h(u) —a(x) in Q,
u >0 in §,
o,u=0 on 012,

admits infinitely many solutions.

4.2.2 Singular convective systems in R
In this paragraph we deal with the problem
~Ayu = f(z,u,v,Vu, Vv) in RN,
~Ap = g(z,u,v, Vu, Vo) in RY, (4.2.13)

u,v >0 in RY,

where N > 3 and 1 < p,q < N, while f, g : RY x (0, +00)2 x R2Y — (0, +-00)
are Carathéodory functions satisfying the following assumptions:

Hl(f) There exist oy € (—1,0], ﬁlaél € [O,q— 1), v € [O,p— 1), ml,ml > 0,
and a; € LYRY) N L& (RY), with ¢; > N, such that

m1a1(x>3?13§1 < f(z, s1, S2, t1,t2) < mya;(x) (3(111351 + |t + |t2|§1)

in RY x (0, +00)? x R*N. Moreover, essBinf a; > 0 for all p > 0.

P
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Hl(g) There exist ﬁZ € <_170]7 Q2,72 € [07]7_ 1)7 52 € [07q - 1)7 m27m2 > 07
and ay € L*(RY) N L2 (RY), with ¢, > N, such that

m2a2($)3?23§2 < g(z, s1, S2,t1,ta) < Mgas(z) (3?2352 + [t + |t2|62>

in RY x (0, +00)? x R*N. Moreover, essBinf ay > 0 for all p > 0.

P

H;(a) The numbers (3, (; occurring in hypotheses H; (f)—H;(g) fulfill

1 1
—<1—£*—91, —<1—%—92,
G p G2 q
with
) 1)
lezmax{é,ﬂ,—l}<1—£*7 82::max{a_fuﬁa_2}<]‘_%‘
¢ p q PP q q

Hy If ny := max{f, 61} and 7, := max{as, ¥} then
mne < (p—1=m)(g—1-20).

Example 4.2.12. H;(a) is fulfilled once ay,a; € LY(RY) N L= (RY) and

) « )

max{&,ﬂ,—l}<l—£, max{—f,ﬁ,—Q}<1—g.
T p q p* PP q

Indeed, it suffices to choose (; := (5 := 400.

Remark 4.2.13. By interpolation (see, e.g., [114, Proposition 2.1]), condi-
tion Hy(a) entails a; € L7 (RY), i = 1,2, where:

(i) o1, = 2, j =1,2,3,4, with

.
o +1 1 1 1 9
= 1* +5—i, t2=—*+ﬁ—i, t3:—*+ﬁ, t4=—*+—1;
p q p q p p p q

(ii) oq; = ﬁ j=1,2,3,4, with

+1 « 1« 1 1 9
_Patl o Lo, Ly, 1 0

tl * * * * 7 * * '
q p q p q p q q
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Let Z := Z(£2) be a real-valued function space on a nonempty measurable
set  C RY. Unlike the rest of the chapter, here we put

Z.={z2€Z:2>0}.
To avoid cumbersome expressions, define
X = DEP(RY) x DYRY),  [l(u, 0)l| = llullip + olliy ¥ (u,0) € X,
Cl:=X . NCLMRY)? Ci* =X, NnCLRY)%.

loc

C} and C}r’a will be endowed with the topology induced by that of X.
Our aim is to prove the following

Theorem 4.2.14. Under hypotheses Hi—Hsy, problem (4.2.13) admits a weak
solution (u,v) € X.

Fix w := (w1, ws) € C1, € > 0 and define
fw,s = f('7w1 + E,UJQ,V'UJ), Gue ‘= g<'7w17w2 + 87vw)7

where Vw := (Vwy, Vwsy). We first focus on the auxiliary problem

{—Apu = fuwe(x) in RY, (P2

~Av = gye(r) in RY.

Exploiting Minty-Browder’s theorem and regularity theory (see Corollar-
ies 2.3.4 and 2.2.8) one can prove what follows.

Lemma 4.2.15. IfH, holds then (P%) admits a unique solution (u,v) € Cy°,
for a suitable o € (0, 1).

Hereafter, (u,v) will denote the solution to (PZ)) given by Lemma 4.2.15.
Lemma 4.2.16. Let Hy be satisfied. Then there exists L. > 0 such that

IVullp™ < Le(1 + [V} + [ Vaa|l7),
IVolli™ < L (1 + [Van |2 + [[Vaslg?),

where 1y := max{ Sy, 01} and ny ;= max{asg, Vo }.
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Proof. Test the first equation in (P2)) with u and exploit Hy(f), H;(a), besides
Theorem (2.1.5), to achieve

[ Vul[b :/ f( wy + &, wa, Vwy, Vwsg)udx
RN

IA

ml/ ar[(wy + 6)“%051 + |V | + |Vw2]51]udx
RN

VAN

ml/ a; max{l,eo“}(wgl + [Vw ™ + |Vw2|‘51)udx (4.2.14)
RN

< cellullpe (lwallgt + [IVwnl3t + [ Ve[
< e[Vl ([Vwz |7 + [V [l + [[ Vel
< Le||Vullp (1 + [[Vwr [ + [[VawellgH),
because
[Vws || + [[Vws |2 < 2(1 + [|[Vawo|[1). (4.2.15)
This shows the first inequality. The other is verified similarly. O

Moser’s technique (Corollary 2.2.3) and Corollary 2.2.14 allow to prove
the following two lemmas.

Lemma 4.2.17. Under Hy, there exists M. := M.(||Vw:||p, ||Vwsll,) > 0
such that
max{||ullse, [[v]lc} < Mc([[Vwrlp, [|Vwslq)-

Lemma 4.2.18. If H; holds and max{||w;||sc, || Vwi|le} < +o0, i = 1,2,
then

Va5t < Ne(IVwnlp, [[Vwslg, llwzlleo) (1 + [Vaor[|32 + [[Vaa|22),
IVoll&5t < Ne([ Ve [lp, [[Vawsllg, llwfloo) (1 + [V |22 + [[Vaoa]|22)
with suitable constants N.(||Vwr|lp, [[Vwsllq, ||willso) >0, ¢ = 1,2.
Let H; be satisfied. Given £ > 0, define
Re = {(wi,wy) € CL : ||V, < Ay, ||[Vawg|ly < Ao,
with A;, B;, C; > 0, ¢ = 1,2, such that
AT > L1+ AP + A,
ALY > L1+ AP+ AP),
B, By > M.(A1, As), (4.2.16)

Cf_l Z NE(A17A27BQ)(1+C,1YI +C§1)’
CI™ > Na(Ar, Ao, By)(1+ O + CB),
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and L., M.(-,-), Nc(+,-,-) stemming from Lemmas 4.2.16-4.2.18. Apropos,
system (4.2.16) admits solutions. Indeed, by H;, we can pick

<o zble=l) (4.2.17)

M2

If A = K% and Ay == K1 then the first two inequalities of (4.2.16)
become

p—1 i any a8
Kmn >L(1+Km+K+1), K°>L(l+ K+ Ka1),
which, due to (4.2.17), are true for any sufficiently large K > 0. Next, choose
By = By := M.(K™, Ki7).

With A;, B; as above, set C; := H 7 and Cy := H a1, The last two inequal-
ities in (4.2.16) rewrite as

ody

H > N.(A1, As, Bo)(1 + Hw + Hib),
H® > N.(A1, Ay, B))(1 + H + Hi%).

Thanks to (4.2.17) again, they hold for every H > 0 big enough.
On the trapping region R. we will consider the topology induced by that
of X. Let us now investigate the regularized problem

~Apu = f(z,u+¢ev,Vu,Vv) in RY,
~Aw = g(z,u,v+¢,Vu, Vv) in RY, (P%)
u,v >0 in RY,

where € > 0. Evidently, (P¢) reduces to (4.2.13) once € = 0.

Lemma 4.2.19. Under Hy, for every e > 0 problem (P¢) possesses a solution
(ue,ve) € CL°.

Proof. Fix ¢ > 0 and define, provided w € R,
T.(w) := (u,v), with (u,v) being the unique solution to (P%,);

cf. Lemma 4.2.15. From Lemmas 4.2.16-4.2.18, besides (4.2.16), it follows
T.(R.) C R..
Claim 1. T.(R.) is relatively compact in X.
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To see this, pick {w,} C R., put
Wy, 1= (wl,na w2,n)7 (un7vn) = TE(wn)a ne Na

and understand any convergence up to subsequences. Since {T.(w,)} C R.
while X is reflexive, {(u,, v,)} weakly converges to a point (u,v) € X. Taking
any p > 0, if Y, := LP(B,) x L%(B,), then one has

X < W' (B,) x WH(B,) = Y,. (4.2.18)

Actually, the first embedding in (4.2.18) is continuous by Theorem 2.1.5 and
the continuity of the restriction map L"(RY) — L"(B,), while the other one
is compact due to Rellich-Kondrachov’s theorem. Thus, X < Y, compactly,
which yields (u,,v,) — (u,v) in Y,. Let us next verify that

(tn (1), v (7)) — (u(z),v(z)) for almost every z € RY. (4.2.19)

Indeed, (un,v,) — (u,v) in Y] yields a sub-sequence {(ug), 117(11))} of {(un,vn)}
such that
(ulM (), vV () = (u(z),v(x)) for almost all = € By .

n

Since (u%l),w(tl)) — (u,v) in Ya, we can extract a sub-sequence {(ug), v,(f))}

from {(ug) ol )} fulfilling
(u(2)(x),v(2) () = (u(z),v(x)) for almost every x € By.

1(1’6) (k) )}

By induction, to each k > 2 there corresponds a sub-sequence {(ur ', vn

of {(u,(lk_l), vﬁf‘”)} such that
(uy (x)

n

v®) () = (u(z),v(x)) for almost all = € By,.

Now, Cantor’s diagonal procedure leads to (uin),v,(z”)) — (u,v) a.e. in RY,
because | J;-, By, = RY, and (4.2.19) follows.

Through H;(f), besides the inclusion {w,} C R., we get
/ |V, P2V, V (u, — u)dz
RN

= fl wipn + €, wap, Vwy,) (U, — u)dx
RN (4.2.20)

< fl win + €, wa p, Vwy,)|u, — u|dx
RN

§c€/ ai|u, —ulde VnéeN,
RN
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with ¢, 1= 1y (e BS' + C)* 4+ C9'). Using T.(R.) € R. and (4.2.19) one has
ay|u, —u| < 2Bja; € L'RY), neN.

So, by (4.2.19)—(4.2.20), Lebesgue’s Theorem entails

lim sup/ (V| 2Vu,V (u, — u)dr < c. lim ai|u, —u|dz = 0.
RN

n—00 n—oo JpN

Now, recall (cf., e.g., [114, Proposition 2.2]) that the operator (—A,, Dy (RY))
is of type (S,) to achieve u, — u in DP(RN). A similar reasoning applies
to {vn}.

Clatm 2. T, : R. — R. is continuous.

Let {w,} C R. and w € R. satisfy w,, — w in X. Thanks to Theorem 2.1.5,
Theorem 4.9 of [23] provides

w,(r) = w(r) and Vw,(z) — Vw(x) for almost every z € RY. (4.2.21)

Morever, if (u,,v,) := T.(w,), n € N, then there exists a point (u,v) € X
such that (u,,v,) = (u,v) in X; see the proof of Claim 1. Arguing as before,
we obtain

U, (z) = u(r) and Vu,(r) — Vu(z) for almost every z € RY. (4.2.22)

Since ||Vu,|, < A; whatever n, the sequence {|Vu,|[?~2Vu,} C L¥(RY)
turns out bounded. Due to (4.2.22) and [23, Exercise 4.16], this yields

lim |V, P *Vu,Vedr = / \VulP2VuVedz, ¢ € Dy?(RY).
N RN

n—oo R
(4.2.23)
On the other hand,

lim fl wipn + e, wap, Vw,)pdr = fl wy + e, wa, Vw)pde
RN

n—o0 RN
(4.2.24)
by Lebesgue’s Theorem jointly with (4.2.21) and the inequality

f( Wi + €, wap, Vw,)|p| < ccarlpl € LI(RN> Vn eN,

which easily arises from H;(f) besides the choice of R.. Finally,

/ Vu, [P 2Vu, Vedr = fl win + €, wap, Vw,)edz, neN,
RN RN
(4.2.25)
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because (un,vy,) solves (P5, ). Gathering (4.2.23)-(4.2.25) together we have
/ |VulP*VuVpdr = f(wy + &,wa, Vw)pda Vo € DyP(RY).
RN RN

The same is evidently true for v. So, (u,v) turns out a solution to (Py).
Uniqueness forces (u,v) = T.(w), whence T.(w,) — T.(w).

Now Schauder’s theorem (see Theorem 2.5.1) can be applied, and 7. admits a
fixed point (u.,v.) € R.. By definition of 7., the pair (u.,v.) solves problem
(P?), while Lemma 4.2.15 gives (u,v.) € C1*. O

Lemma 4.2.20. If Hi-Hy hold then there exists a constant L > 0, inde-
pendent of € > 0, such that ||(u,v)|| < L for every solution (u,v) € X, to
(P9).

Proof. Pick € > 0 and suppose (u,v) € X, solves (P¢). Via H; and Theorem
2.1.5 one has

IVul = [ fCout 20, Vu, Vojuds
RN
< rhl/ ar[(u + ) 0™ + | Vu[" + | Vo[ Judz
RN
< 1y / ar (w1 + | Vu["u + [Vl u)de (4.2.26)
RN

<c(Ju 2+ Il allye + 190l )

< c([[Vullg Vol + [Vl + ([ Vol 3H [ Vul|,)
< cmax{1, HVqulﬂ}maX{l, [Voll?}.

asi

Likewise,
[Voll? < emax{1, Vo[22 } max{1, | Vul|}. (4.2.27)

It should be noted that the constant ¢ does not depend on (u,v) and e. If
either ||[Vull, < 1 or ||Vul|, < 1 then (4.2.26)—(4.2.27) directly lead to the
conclusion, because 71 +1 < p and d; + 1 < ¢; see H;. Hence, we may
assume min{||Vull,, [[Vv|,} > 1. Dividing (4.2.26)-(4.2.27) by ||[Vu|)+!
and [|[Vo||2F1, respectively, yields

IVullp™ = < cllVollg,  IVollg™" < el Vullp.

This clearly entails

5T _mmg
[Vullp = < e Vaullg™= ", [[Volli2 7 < el Vollg
The conclusion now follows from Hs. -

137



Another application of Moser’s technique (Theorem 2.2.2) leads to the
following result.

Lemma 4.2.21. Let H;-Hy be satisfied. Then there exists M > 0, indepen-
dent of ¢ > 0, such that

max{|[ulloo, [[0]loc} < M
for every solution (u,v) € X, to (P°).

Reasoning as in paragraph 3.2.2 we obtain an estimate from below for
solutions to (P?).

Lemma 4.2.22. Assume Hy-Hs. Then to every p > 0 there corresponds
o, > 0 such that

min {essBinf u, essBinfv} >0, (4.2.28)

P P

for all (u,v) € X, distributional solution of (P¢), with 0 <e < 1.

Lemma 4.2.23. Under H;-Hs, problem (4.2.13) possesses a distributional
solution (u,v) € X..

Proof. Let g, := %, n € N. Lemma 4.2.19 furnishes a sequence {(u,,v,)} C
C} such that (uy,v,) solves (P") for all n € N. Since X is reflexive, by
Lemma 4.2.20 one has (u,,v,) — (u,v) in X, where a sub-sequence is con-
sidered when necessary. As before (cf. the proof of Lemma 4.2.19), this
forces

(Up,vn) = (u,v) in L"(B,) forall re (1,p") and p >0, (4.2.29)

by (4.2.18), as well as (4.2.19). Moreover, (u,v) € X, because, thanks to
Lemma 4.2.22, to each p > 0 there corresponds o, > 0 satisfying

min {igf Up, igf Un} >0, VneN. (4.2.30)

P P

Claim. For every p > 0, and along a sub-sequence if necessary, one has
(Un, vn) = (u,v) in W'P(B,) x WH(B,). (4.2.31)
Likewise the proof of (4.2.21), this will force

(Vin, Vu,) = (Vu, Vo) ae. in RY. (4.2.32)
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Let p > 0. Observe that the linear operator
2 € DyP(RY) v Vz|p,€ LP(B,)
turns out well defined and continuous in the strong topologies. Therefore,
Vu, = Vu in LP(B,); (4.2.33)

cf. [23, Theorem 3.10]. Hypothesis Hy, (4.2.30), and Lemma 4.2.21 yield, for
some 7 € (1,p*),

; Un + 1/”7 Un, Vun, V’Un)
1a1 [(u, + 1/n) 0l + | Vu, "™ + Vo, | ] in By,  (4.2.34)

S
<
<y (U;;Mﬁl + |V, " + | Vu,|") a1 € L" (By,)

whatever n. So, Theorem 2.2.19 and (4.2.33), jointly with (4.2.29) and
(4.2.34), ensure that Vu, — Vu in LP(B,), extracting a subsequence if
necessary. Thus,

Vi, P2V, — |VulP~2Vu in L¥(B,). (4.2.35)

Gathering (4.2.33) and (4.2.35) together gives

lim / |V, |P2Vu,V (u, — u)dr = 0.
By

n—o0

Since (—A,, W'P(B,)) enjoys the (S;)-property, we easily achieve u,, — u
in Wh?(B,). A similar conclusion holds for {v,}, which shows (4.2.31).

Now, to verify that (u,v) is a distributional solution of (4.2.13), pick any
(¢1,02) € C(RN)? and choose p > 0 fulfilling

supp 1 Usupp g2 C B),.
By (4.2.31), [23, Theorem 4.9] furnishes (h, k) € LP(B,) x L(B,) such that
|\Vu,| <h, |Vu,] <k ae. in B, and for all n € N,
whence
Ftn + 1/, 00, Vg, V) |e1] < c,(1+ B + k™ay || € LHRY), n €N,

through (4.2.34). So, thanks to (4.2.19) and (4.2.32), Lebesgue’s Theorem
entails

lim f( up + 1/n,v,, Vuy,, Vo, )prde = f(, u,v, Vu, Vo)pide.
RN

n—oo RN
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On account of (4.2.35) and (4.2.32), we then get

n—o0

lim (VP 2Vu, Ve dr = / IVulP2VuVdz.
RN RN
Recalling that each (uy,,v,) weakly solves (P") produces
/ VulP~2VuVe dr = f( u, v, Vu, Vo)erde.
RN RN
Likewise,

/|Vv|p_2VvVg02dx:/ g(+, u,v, Vu, Vou)padz,
RN RN

and the assertion follows. O

Lemma 4.2.24. Let H;—Hs be satisfied and let (u,v) € X, be a distributional
solution to problem (4.2.13). Then (u,v) weakly solves (4.2.13).

Proof. We evidently have, for any ¢ € Dé’p (RM),
o=@ —p . (4.2.36)

Due to the nature of o, a localization-regularization procedure will be nec-
essary. With this aim, fix § € C*°([0,400)) such that

1 ifo<t<l, . o
O(t) = { 0 when t> 2. 0 is decreasing in (1, 2) (4.2.37)

and a sequence {p;} C C5°(RY) of standard mollifiers [23, p. 108]. Define,
for every n,k € N,

0u(-) = 0(] -1/n) € CERY),  pu = 0b,0" € D" (RY),

¢k,n = PRk pp € C(C;O(RN)
Using (4.2.37) we easily get ¢, 1 ¢. Moreover, klim Vkn = ©n in DyP(RN),
—00

which entails

k—o0

lim IVulP 2 VuViy ,do = / |VulP?VuVe,dz, ncN. (4.2.38)
RN RN
If, to shorten notation, f := f(-,u, v, Vu, Vo) then the linear functional

Y € DyP(RY) — fde

Bap+2
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turns out continuous. Indeed, Lemmas 4.2.21-4.2.22, Holder’s inequality
combined with H;(a), and Theorem 2.1.5 produce

[ ool < ogi, v < call V0l

Bant2

Now, the assertion follows from H;(f), because convection terms can be esti-
mated as already made in (4.2.26).

Observe next that

SUpp Yk C Supp pi + supp ¢, € By + By, € Bopya Y,k € N;

see [23, Proposition 4.18]. Hence,

lim [ fopde = lim fibpnda
k—o0 RN Ban, 12
A (4.2.39)
:/ fgond:c = fondx.
Bany2 RN

On the other hand, the fact that (u,v) € X, is a distributional solution to
(4.2.13) evidently forces

/ IVulP2VuViy, ,do = fende, k,neN.
RN RN
Letting k — +oo and exploiting (4.2.38)—(4.2.39) we thus achieve
/ IVulP2VuVp,dz = fendz VneN. (4.2.40)
RN RN

Claim. @, — ¢ in DyP(RN).
Indeed, for every n € N one has

. Ve, — Vo' Pde = /R N "V, + 6,V —Vet|Pdr
)PVt P + /

( B2n\Bn
c/ 2P| Vot Pde

RN
=4 >
(/ » —pdx) (/ (g0+)p*d$>
Bgn\Bn BZn\Bn

c/ Vet Pdz + | V6,2 (/ (w)p*dx)
RN B2n\Bn

|ven|p<w+>pdx)

P
p*

(4.2.41)
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Recall that ¢ € Dy?(RY). By (4.2.37), Lebesgue’s Theorem yields

lim (1—0,)°|VetPde =0 (4.2.42)

n—oo RN

while, on account of Theorem 2.1.5,

lim (TP dz = 0. (4.2.43)

n—oo B2n\B’n

Since, due to (4.2.37) again,

1 ]
N _ !
/RN‘W"| dx_nN/]RN ’ <n)

gathering (4.2.41)—(4.2.43) together shows the claim.
Consequently,

N
dz = / 0/ (|z])|Vdz < 400 Vn €N,
RN

lim |Vu|p_2VuV<pndx:/ VulP?VuVetde. (4.2.44)
RN

n—oo RN

From ¢, T ¢ and f > 0 it then follows
lim fopdz = fotde (4.2.45)

by Beppo Levi’s Theorem. Through (4.2.40), (4.2.44)—(4.2.45) we thus arrive
at

/ |VulP2VuVetds = fetde.
RN

RN
Likewise, one has

/ |VulP2VuVe dr = fodu,
RN RN
whence (cf. (4.2.36))
/ |VulP?VuVpdr = fou, v, Vu, Vo)pdz Y € DyP(RY).
RN RN

An analogous argument applies to the second equation in (4.2.13). ]
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4.3 Further perspectives and open problems

At the end of this thesis, we would like to present a brief list of singular
problems that could be investigated.

e Strongly singular equations in RY, driven by a non-homogeneous op-
erator and exhibiting convection terms as
—diva(Vu) = f(z,u) + gz, Vu) in RY,
u,v >0 in RV,
with f: RYx (0, 400) — (0, +00) and g : R*Y — (0, +00) Carathéodory
functions satisfying the growth conditions
flz,s) < h(x)s™™, with v >1,

4.3.
g(,€) < k(z)|€]", with r € [0,p— 1), (4.3.1)

and h, k : RN — (0, +-00) satisfying suitable summability conditions. In
order to construct a sub-solution, it seems to be natural requiring also
(Hy) of Chapter 3. In the spirit of [34], solutions u could be searched
within the class of WL?(RY) function satisfying the condition

for any compact K C RY there exists wx > 0 such that

essinf u > wg.
K

e Singular parabolic equations in the form

w — Apu = f(z,u)+g(x,Vu) in Qx(0,7),

u>0 in Qx(0,7),
u=20 on 02 x (0,7),
u(z,0) = up(x) in Q,

with f: Q% (0, 4+00) — (0,4+00), g : 2 x RY — (0, +00) Carathéodory
functions satisfying growth conditions similar to (4.3.1), with v € (0, 1).
Following [78], a solution could be constructed via discretization in
time, provided f(x,-) is non-increasing, which guarantees estimates
uniform in time. If ug lies in Wy P(£2), then solutions could be found in

W= {u € LP(0,T; Wy () : wy € LV (0, T Wfl’p/(Q»} '

Notice that W <& LP(0,T; LY(R2)) for all ¢ € [1,p*); moreover, if p >
25, then the W — C°([0,T]; L*(€2)) (see [31, Theorems 2.141 and
2.144], as well as the interesting [120]).
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e Singular equations driven by a non-local operator, as the fractional
p-Laplacian: for instance,

(—A,)°u = f(r,u) in Q,
u >0 in €,
u=0 in RV \ Q,

being s € (0,1) and f : 2 x (0, +00) satistying the growth condition
flz,s) <e1s T4 s ey, v €(—1,0), ¢€(1,p).

One can look for solutions in the classical fractional Sobolev space
Wy P (RN).

e Singular problems whose reaction terms have critical growth, e.g.,

—Ayu = f(x,u) in Q,
u >0 in €,
u=20 on 0f),

with f: Q x (0,+00) — (0,+00) obeying the growth condition

fz,8) <c1s 4 cas? ey, v € (—1,0).

Until now, several open problems about solutions to singular systems in RV
could be raised: among the others, we mention the following ones. The
example we have in mind is problem (4.2.13), possibly without convection
terms.

e Uniqueness.
e Multiplicity.

e Decay.

144



Acknowledgments

At the end of my doctoral program, I would like to express my deepest grat-
itude to my advisor, Professor Salvatore Angelo Marano. I deem it is not so
obvious finding a good tutor during the PhD, but I think it is very rare find-
ing a true Master: his fine cleverness, vigilant accuracy, and great humanity
permanently marked the way I see mathematics and mathematicians.

I am very indebted to my co-advisor, teacher, and collaborator Professor
Sunra J.N. Mosconi: discussing with him allowed me to learn a lot of good
mathematics, as well as to look at new problems with a positive, open-minded
approach.

I wish to thank the Head of the doctoral school, Professor Maria Carmela
Lombardo, for her great availability, clarity, and punctuality, which con-
tribute to confer a high quality level to the doctoral program of “Mathematics
and Computational Sciences” in Palermo.

Research is the primary duty of a PhD student, but doing research is a

community fact: so I sincerely thank Professors Nikolaos Papageorgiou, Du-
mitru Motreanu, Kanishka Perera, Pasquale Candito, and Abdelkrim Mous-
saoui for their collaboration and friendship. Moreover, it is an honor for
me to be part of the research group in which Professors Gabriele Bonanno,
Roberto Livrea, Antonio Iannizzotto, and many other valuable mathemati-
cians contribute with their own work.
On the other hand, learning advanced mathematics is fundamental in this
step towards ‘mathematical maturity’: warm thanks to Professors Enrico
Valdinoci and Serena Dipierro (University of Western Australia), as well as
to Giuseppe Di Fazio and Salvatore Leonardi (University of Catania). Here,
I would like to thank also Professors Gennaro Infante and Salvatore D’Asero
for giving me very nice mathematical opportunities.

A special thank goes to my colleague Emanuele Macca, for having spent
with me several days plenty of work, mathematical discussions, and healthy
laughs. Thanks also to my colleagues Simone Ciani, Giovanni Nastasi, Clarissa
Astuto, and Alessandro Midolo.

[ am very grateful to my high school teacher Nello Foti: I started enjoying

mathematics thanks to his very gentle manner of offering the subject, as well
as to his unshakable faith in the potentialities of each student.
These years have been full of novelties, anxieties, bad and good days: I thank
my parents, from deep within my heart, for sharing with me each of these
moments. [ would like to thank also all of my friends, who formed, along the
years, a solid net in which I can blindly trust: Renata, Chiara, Sara, Michele
and Martina, Tindaro, Simone, Serena, Luigi and Martina, Anna Maria, and
all of the ones that fill my days with truly friendship and joy.

145



References

1]

2]

3]

[4]

C.0. Alves, J.V. Gongalves, and L.A. Maia, Singular nonlinear elliptic equa-
tions in RY Abstr. Appl. Anal. 3 (1998), 411-423.

C.0. Alves and A. Moussaoui, Fzistence of solutions for a class of singular
elliptic systems with convection term, Asymptot. Anal. 90 (2014), 237-248.

A. Ambrosetti and A. Malchiodi, Nonlinear analysis and semilinear ellip-
tic problems, Cambridge Studies in Advanced Mathematics 104, Cambridge
University Press, Cambridge, 2007.

L. Ambrosio, A. Carlotto, and A. Massaccesi, Lectures on elliptic partial dif-
ferential equations, Lecture Notes. Scuola Normale Superiore di Pisa (New
Series) 18, Edizioni della Normale, Pisa, 2018.

D. Arcoya, J. Carmona, T. Leonori, P.J. Martinez-Aparicio, L. Orsina, and F.
Petitta, Eristence and nonexistence of solutions for singular quadratic quasi-
linear equations, J. Differential Equations 246 (2009), 4006-4042.

D. Arcoya and D. Ruiz, The Ambrosetti-Prodi problem for the p-Laplacian
operator, Comm. Partial Differential Equations 31 (2006), 849-865.

D. Averna and G. Bonanno, A three critical points theorem and its applications
to the ordinary Dirichlet problem, Topol. Methods Nonlinear Anal. 22 (2003),
93-103.

S. Biagi, A. Calamai, and G. Infante, Nonzero positive solutions of elliptic
systems with gradient dependence and functional BCs, Adv. Nonlinear Stud.
20 (2020), 911-931.

L. Boccardo, Dirichlet problems with singular and gradient quadratic lower
order terms, ESAIM Control Optim. Calc. Var. 14 (2008), 411-426.

L. Boccardo and F. Murat, Almost everywhere convergence of the gradients
of solutions to elliptic and parabolic equations, Nonlinear Anal. 19 (1992),
581-597.

L. Boccardo and L. Orsina, Semilinear elliptic equations with singular non-
linearities, Calc. Var. Partial Differential Equations 37 (2010), 363-380.

L. Boccardo and L. Orsina, A variational semilinear singular system, Nonlin-
ear Anal. 74 (2011), 3849-3860.

G. Bonanno, Multiple critical points theorems without the Palais-Smale con-
dition, J. Math. Anal. Appl. 299 (2004), 600-614.

G. Bonanno, A critical point theorem via the Ekeland variational principle,
Nonlinear Anal. 75 (2012), 2992-3007.

146



[15]

[20]

[21]

22]

[23]

[24]

[25]

G. Bonanno and P. Candito, Three solutions to a Neumann problem for el-
liptic equations involving the p-Laplacian, Arch. Math. (Basel) 80 (2003),
424-429.

G. Bonanno and P. Candito, Non-differentiable functionals and applications to
elliptic problems with discontinuous nonlinearities, J. Differential Equations
244 (2008), 3031-3059.

G. Bonanno and P. Candito, Infinitely many solutions for a class of discrete
non-linear boundary value problems, Appl. Anal. 88 (2009), 605-616.

G. Bonanno and B. Di Bella, Infinitely many solutions for a fourth-order elas-
tic beam equation, NoDEA Nonlinear Differential Equations Appl. 18 (2011),
357-368.

G. Bonanno and G. Molica Bisci, Infinitely many solutions for a boundary
value problem with discontinuous nonlinearities, Bound. Value Probl. 2009,
Paper no. 670675, 20 pp.

G. Bonanno and G. Molica Bisci, Infinitely many solutions for a Dirichlet
problem involving the p-Laplacian, Proc. Roy. Soc. Edinburgh Sect. A 140
(2010), 737-752.

D. Breit, A. Cianchi, L. Diening, T. Kuusi, and S. Schwarzacher, Point-
wise Calderon-Zygmund gradient estimates for the p-Laplace system, J. Math.
Pures Appl. (9) 114 (2018), 146-190.

D. Breit, A. Cianchi, L. Diening, and S. Schwarzacher, Global Schauder esti-
mate for the p-Laplace system, ArXiV preprint no. 1903.12496.

H. Brezis, Functional analysis, Sobolev spaces and partial differential equa-
tions, Universitext, Springer, New York, 2011.

A. Callegari and A. Nachman, Some singular, nonlinear differential equations
arising in boundary layer theory, J. Math. Anal. Appl. 64 (1978), 96-105.

A. Callegari and A. Nachman, A nonlinear singular boundary value problem
in the theory of pseudoplastic fluids, SIAM J. Appl. Math. 38 (1980), 275-281.

P. Candito, U. Guarnotta, and K. Perera, Two solutions for a parametric
singular p-Laplacian problem, J. Nonlinear Var. Anal. 4 (2020), 455-468.

P. Candito, R. Livrea, and A. Moussaoui, Singular quasilinear elliptic systems
involving gradient terms, Nonlinear Anal. Real World Appl. 55 (2020), Paper
no. 103142, 15 pp.

A. Canino, B. Sciunzi, and A. Trombetta, Fxistence and uniqueness for p-
Laplace equations involving singular nonlinearities, NoDEA Nonlinear Differ-
ential Equations Appl. 23 (2016), Paper no. 8, 18 pp.

147



[29]

[34]

[35]

[40]

[41]

[42]

[43]

S. Carl and S. Heikkila, Fized point theory in ordered sets and applications.
From differential and integral equations to game theory, Springer, New York,
2011.

S. Carl and J.W. Jerome, Trapping region for discontinuous quasilinear elliptic
systems of mized monotone type, Nonlinear Anal. 51 (2002), 843-863.

S. Carl, V. K. Le, and D. Motreanu, Nonsmooth Variational Problems and
Their Inequalities, Springer Monogr. Math., Springer, New York, 2007.

S. Carl and D. Motreanu, Multiple solutions for elliptic systems via trapping
regions and related nonsmooth potentials, Appl. Anal. 94 (2015), 1594-1613.

S. Carl and D. Motreanu, Fxtremal solutions for nonvariational quasilinear
elliptic systems via expanding trapping regions, Monatsh. Math. 182 (2017),
801-821.

S. Carl and K. Perera, Generalized solutions of singular p-Laplacian problems
in RN, Nonlinear Stud. 18 (2011), 113-124.

T. Carleman, Problémes mathématiques dans la théorie cinétique des gaz,
Publ. Sci. Inst. Mittag-Leffler 2, Almqvist & Wiksells Boktryckeri Ab, Upp-
sala, 1957 (in French).

E. Casas and L.A. Fernandez, A Green’s formula for quasilinear elliptic op-
erators, J. Math. Anal. Appl. 142 (1989), 62-73.

J. Chabrowski, FEristence results for singular elliptic equations, Hokkaido
Math. J. 20 (1991), 465-475.

J. Chabrowski and M. Konig, On entire solutions of elliptic equations with a
singular nonlinearity, Comment. Math. Univ. Carolin. 31 (1990), 643-654.

M. Chhetri, P. Drabek, and R. Shivaji, Analysis of positive solutions for
classes of quasilinear singular problems on exterior domains, Adv. Nonlinear
Anal. 6 (2017), 447-459.

Y.S. Choi, A.C. Lazer, and P.J. McKenna, Some remarks on a singular elliptic
boundary value problem, Nonlinear Anal. 32 (1998), 305-314.

Y.S. Choi and P.J. McKenna, A singular Gierer-Meinhardt system of elliptic
equations, Ann. Inst. H. Poincaré Anal. Non Linéaire 17 (2000), 503-522.

Y.S. Choi and P.J. McKenna, A singular Gierer-Meinhardt system of elliptic
equations: the classical case, Nonlinear Anal. 55 (2003), 521-541.

A. Cianchi and V.G. Maz’ya, Global gradient estimates in elliptic problems
under minimal data and domain regularity, Commun. Pure Appl. Anal. 14
(2015), 285-311.

148



[44]

[45]

[46]

[47]

[48]

[57]

A. Cianchi and V.G. Maz’ya, Quasilinear elliptic problems with general growth
and merely integrable, or measure, data, Nonlinear Anal. 164 (2017), 189-215.

A. Cianchi and V.G. Maz’ya, Second-order two-sided estimates in nonlinear
elliptic problems, Arch. Ration. Mech. Anal. 229 (2018), 569-599.

F.C.S. Cirstea and V.D. Radulescu, Fzxistence and uniqueness of positive solu-
tions to a semilinear elliptic problem in RN, J. Math. Anal. Appl. 229 (1999),
417-425.

M.M. Coclite and G. Palmieri, On a singular nonlinear Dirichlet problem,
Comm. Partial Differential Equations 14 (1989), 1315-1327.

H.B. Cohen and D.S. Keller, Some positone problems suggested by nonlinear
heat generation, J. Math. Mech. 16 (1967), 1361-1376.

D.G. Costa, An invitation to variational methods in differential equations,
Birkh&auser Boston, Inc., Boston, MA, 2007.

D.P. Covei, Existence and asymptotic behavior of positive solution to a quasi-
linear elliptic problem in RY, Nonlinear Anal. 69 (2008), 2615-2622.

M.G. Crandall, P.H. Rabinowitz, and L. Tartar, On a Dirichlet problem
with a singular nonlinearity, Comm. Partial Differential Equations 2 (1977),
193-222.

M. Cuesta and P. Takac, A strong comparison principle for positive solutions
of degenerate elliptic equations, Differential Integral Equations 13 (2000),
721-746.

R. Dalmasso, Solutions d’équations elliptiques semi-linéaires singuliéres, Ann.
Mat. Pura Appl. (4) 153 (1988), 191-201 (in French).

L. D’Ambrosio and E. Mitidieri, Entire solutions of quasilinear elliptic systems
on Carnot groups, Reprint of Tr. Mat. Inst. Steklova 283 (2013), 9-24, Proc.
Steklov Inst. Math. 283 (2013), 3-19.

F. de Thélin, Local regularity properties for the solutions of a nonlinear partial
differential equation, Nonlinear Anal. 6 (1982), 839-844.

D.G. de Figueiredo, Lectures on the Ekeland variational principle with ap-
plications and detours, Tata Institute of Fundamental Research Lectures on
Mathematics and Physics 81. Published for the Tata Institute of Fundamental
Research, Bombay, by Springer-Verlag, Berlin, 1989.

M.A. del Pino, A global estimate for the gradient in a singular elliptic bound-
ary value problem, Proc. Roy. Soc. Edinburgh Sect. A 122 (1992), 341-352.

149



[58]

[59]

[60]

[61]

[62]

[63]

[64]

[65]

[66]

[67]

[68]

[69]

[70]

[71]

[72]

[73]

J.I. Diaz, J.M. Morel, and L. Oswald, An elliptic equation with singular non-
linearity, Comm. Partial Differential Equations 12 (1987), 1333-1344.

E. DiBenedetto, C'** local reqularity of weak solutions of degenerate elliptic
equations, Nonlinear Anal. 7 (1983), 827-850.

H. Didi and A. Moussaoui, Multiple positive solutions for a class of quasilinear
singular elliptic systems, Rend. Circ. Mat. Palermo (2) 69 (2020), 977-994.

G. Dinca, P. Jebelean, and J. Mawhin, Variational and topological methods for
Dirichlet problems with p-Laplacian, Port. Math. (N.S.) 58 (2001), 339-378.

P. Drabek and L. Sankar, Singular quasilinear elliptic problems on unbounded
domains, Nonlinear Anal. 109 (2014), 148-155.

F. Duzaar and G. Mingione, Local Lipschitz reqularity for degenerate elliptic
systems, Ann. Inst. H. Poincaré Anal. Non Linéaire 27 (2010), 1361-1396.

A.L. Edelson, Entire solutions of singular elliptic equations, J. Math. Anal.
Appl. 139 (1989), 523-532.

L.C. Evans, A new proof of local CY* regularity for solutions of certain de-
generate elliptic p.d.e., J. Differential Equations 45 (1982), 356-373.

L.C. Evans, Partial differential equations, Graduate Studies in Mathematics
19, American Mathematical Society, Providence, RI, 1998.

L.C. Evans and R.F. Gariepy, Measure theory and fine properties of functions.
Revised edition, Textbooks in Mathematics, CRC Press, Boca Raton, 2015.

F. Faraci and D. Puglisi, A singular semilinear problem with dependence on
the gradient, J. Differential Equations 260 (2016), 3327-3349.

J. Francu, Monotone operators. A survey directed to applications to differen-
tial equations, Apl. Mat. 35 (1990), 257-301.

W. Fulks and J.S. Maybee, A singular non-linear equation, Osaka Math. J.
12 (1960), 1-19.

G.P. Galdi, An introduction to the mathematical theory of the Navier-Stokes
equations. Steady-state problems, 2nd ed., Springer Monographs in Mathe-
matics, Springer, New York, 2011.

L. Gasinski and N.S. Papageorgiou, Nonlinear analysis, Series in Mathemat-
ical Analysis and Applications 9, Chapman & Hall/CRC, Boca Raton, FL,
2006.

M. Ghergu and V.D. Radulescu, Bifurcation for a class of singular elliptic
problems with quadratic convection term, C. R. Math. Acad. Sci. Paris 338
(2004), 831-836.

150



[74]

[75]

[76]

[77]

78]

M. Ghergu and V.D. Radulescu, Multi-parameter bifurcation and asymptotics
for the singular Lane-Emden-Fowler equation with a convection term, Proc.
Roy. Soc. Edinburgh Sect. A 135 (2005), 61-83.

M. Ghergu and V.D. Radulescu, On a class of singular Gierer-Meinhardt
systems arising in morphogenesis, C. R. Math. Acad. Sci. Paris 344 (2007),
163-168.

M. Ghergu and V.D. Radulescu, Ground state solutions for the singular Lane-
Emden-Fowler equation with sublinear convection term, J. Math. Anal. Appl.
333 (2007), 265-273.

M. Ghergu and V.D. Radulescu, Singular elliptic problems: bifurcation and
asymptotic analysis, Oxford Lecture Series in Mathematics and its Applica-
tions 37, The Clarendon Press, Oxford University Press, Oxford, 2008.

J. Giacomoni, D. Kumar, and K. Sreenadh, A qualitative study of (p,q) sin-
gular parabolic equations: local existence, Sobolev reqularity and asymptotic
behavior, Adv. Nonlinear Stud. 21 (2021), 199-227.

J. Giacomoni, I. Schindler, and P. Takac¢, Sobolev versus Hélder local mini-
mizers and existence of multiple solutions for a singular quasilinear equation,
Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 6 (2007), 117-158.

A.Gierer and H. Meinhardt, A theory of biological pattern formation, Kyber-
netik 12 (1972), 30-39.

D. Gilbarg and N.S. Trudinger, Elliptic partial differential equations of second
order. Reprint of the 1998 edition, Classics in Mathematics, Springer-Verlag,
Berlin, 2001.

E. Giusti, Direct methods in the calculus of variations, World Scientific Pub-
lishing Co. Inc., River Edge, NJ, 2003.

S.M. Gomes, On a singular nonlinear elliptic problem, STAM J. Math. Anal.
17 (1986), 1359-1369.

J.V. Gongalves, A.L. Melo, and C.A. Santos, On existence of L*°-ground
states for singular elliptic equations in the presence of a strongly nmonlinear
term. Adv. Nonlinear Stud. 7 (2007), 475-490.

J.V. Gongalves and C.A. Santos, Positive solutions for a class of quasilinear
singular equations, Electron. J. Differential Equations 2004, Paper no. 56, 15

pp-

J.V. Gongalves and C.A. Santos, Fxistence and asymptotic behavior of non-
radially symmetric ground states of semilinear singular elliptic equations,
Nonlinear Anal. 65 (2006), 719-727.

151



[87]

[88]

[89]

[90]

[91]

[92]

[93]

J.V. Gongalves and F.K. Silva, Fxistence and nonexistence of ground state
solutions for elliptic equations with a convection term, Nonlinear Anal. 72
(2010), 904-915.

A. Granas and J. Dugundgji, Fized point theory, Springer Monographs in
Mathematics, Springer-Verlag, New York, 2003.

U. Guarnotta and S.A. Marano, Infinitely many solutions to singular con-
vective Neumann systems with arbitrarily growing reactions, J. Differential
Equations 271 (2021), 849-863.

U. Guarnotta, S.A. Marano, and D. Motreanu, On a singular Robin problem
with convection terms, Adv. Nonlinear Stud. 20 (2020), 895-909.

U. Guarnotta, S.A. Marano, and A. Moussaoui, Singular quasilinear convec-
tive elliptic systems in RY, Adv. Nonlinear Anal., to appear (ArXiV preprint
no. 2102.09947).

U. Guarnotta and S. Mosconi, A general notion of uniform ellipticity and the
reqularity of the stress field for elliptic equations in divergence form, ArXiV
preprint no. 2105.12546.

U. Guarnotta, S.A. Marano, and N.S. Papageorgiou, Multiple nodal solutions
to a Robin problem with sign-changing potential and locally defined reaction,
Atti Accad. Naz. Lincei Rend. Lincei Mat. Appl. 30 (2019), 269-294.

M. Guedda and L. Véron, Quasilinear elliptic equations involving critical
Sobolev exponents, Nonlinear Anal. 13 (1989), 879-902.

D.D. Hai, On a class of singular p-Laplacian boundary wvalue problems, J.
Math. Anal. Appl. 383 (2011), 619-626.

Q. Han and F. Lin, Elliptic partial differential equations. Second edition,
Courant Lecture Notes in Mathematics 1, Courant Institute of Mathemat-
ical Sciences, New York; American Mathematical Society, Providence, RI,
2011.

J. Hernandez, F.J. Mancebo, and J.M. Vega, Positive solutions for singular
semilinear elliptic systems, Adv. Differential Equations 13 (2008), 857-880.

G. Infante, M. Maciejewski, and R. Precup, A topological approach to the
existence and multiplicity of positive solutions of (p,q)-Laplacian systems,
Dyn. Partial Differ. Equ. 12 (2015), 193-215.

S. Kakutani, A proof of Schauder’s theorem, J. Math. Soc. Japan 3 (1951),
228-231.

152



[100] S.T. Kyritsi and N.S. Papageorgiou, Pairs of positive solutions for singular p-
Laplacian equations with a p-superlinear potential, Nonlinear Anal. 73 (2010),
1136-1142.

[101] A. Kufner, O. John, and S. Fucik, Function spaces, Publishing House of the
Czechoslovak Academy of Sciences, Prague, 1977.

[102] T. Kusano and C.A. Swanson, Entire positive solutions of singular semilinear
elliptic equations, Japan. J. Math. (N.S.) 11 (1985), 145-155.

[103] O.A. Ladyzhenskaya and N.N. Ural’tseva, Linear and quasilinear elliptic
equations, Izdat. “Nauka”, Moscow, 1964 (in Russian); English translation:
Academic Press, New York-London, 1968.

[104] A.V. Lair and A.W. Shaker, Entire solution of a singular semilinear elliptic
problem, J. Math. Anal. Appl. 200 (1996), 498-505.

[105] A.V. Lair and A.W. Shaker, Classical and weak solutions of a singular semi-
linear elliptic problem, J. Math. Anal. Appl. 211 (1997), 371-385.

[106] A.C. Lazer and P.J. McKenna, On a singular nonlinear elliptic boundary-
value problem, Proc. Amer. Math. Soc. 111 (1991), 721-730.

[107] J.L. Lewis, Regularity of the derivatives of solutions to certain degenerate
elliptic equations, Indiana Univ. Math. J. 32 (1983), 849-858.

[108] E.H. Lieb and M. Loss, Analysis, Graduate Studies in Mathematics, vol. 14,
2nd ed., American Mathematical Society, Providence, 2001.

[109] G.M. Lieberman, Boundary regularity for solutions of degenerate elliptic
equations, Nonlinear Anal. 12 (1988), 1203-1219.

[110] G.M. Lieberman, The natural generalization of the natural conditions of La-
dyzhenskaya and Ural’tseva for elliptic equations, Comm. Partial Differential
Equations 16 (1991), 311-361.

[111] P. Lindqvist, Notes on the p-Laplace equation, Report, University of
Jyvaskyld Department of Mathematics and Statistics 102, University of
Jyvaskyla, Jyvaskyla, 2006.

[112] J.L. Lions, Probléemes auz limites dans les équations auz dérivées partielles,
Deuxieme édition Séminaire de Mathématiques Supérieures 1 (Eté, 1962), Les
Presses de 1'Université de Montréal, Montreal, 1965 (in French).

[113] Z. Liu, D. Motreanu, and S. Zeng, Positive solutions for nonlinear singular
elliptic equations of p-Laplacian type with dependence on the gradient, Calc.
Var. Partial Differential Equations 58 (2019), Paper no. 28, 22 pp.

153



[114] S.A. Marano, G. Marino, and A. Moussaoui, Singular quasilinear elliptic
systems in RV, Ann. Mat. Pura Appl. 198 (2019), 1581-1594.

[115] S.A. Marano and D. Motreanu, Infinitely many critical points of non-
differentiable functions and applications to a Neumann-type problem involving
the p-Laplacian, J. Differential Equations 182 (2002), 108—120.

[116] G. Marino and P. Winkert, Moser iteration applied to elliptic equations with
critical growth on the boundary, Nonlinear Anal. 180 (2019), 154-169.

[117] G. Marino and P. Winkert, Global a priori bounds for weak solutions of
quasilinear elliptic systems with nonlinear boundary condition, J. Math. Anal.
Appl. 482 (2020), Paper no. 123555, 19 pp.

[118] G. Marino and P. Winkert, L>°-bounds for general singular elliptic equations
with convection term, Appl. Math. Lett. 107 (2020), Paper no. 106410, 6 pp.

[119] C. Mercuri, G. Riey, and B. Sciunzi, A regularity result for the p-Laplacian
near uniform ellipticity, STAM J. Math. Anal. 48 (2016), 2059-2075.

[120] S. Migérski, A counterexample to a compact embedding theorem for functions
with values in a Hilbert space, Proc. Amer. Math. Soc. 123 (1995), 2447-2449.

[121] G. Mingione, The Calderdn-Zygmund theory for elliptic problems with mea-
sure data, Ann. Sc. Norm. Super. Pisa Cl. Sci. (5) 6 (2007), 195-261.

[122] G. Mingione, Gradient estimates below the duality exponent, Math. Ann. 346
(2010), 571-627.

[123] D. Motreanu, V.V. Motreanu, and N.S. Papageorgiou, Topological and
variational methods with applications to nonlinear boundary value problems,
Springer, New York, 2014.

[124] D. Motreanu and A. Moussaoui, Ezistence and boundedness of solutions for
a singular cooperative quasilinear elliptic system, Complex Var. Elliptic Equ.
59 (2014), 285-296.

[125] D. Motreanu and A. Moussaoui, An existence result for a class of quasilinear
singular competitive elliptic systems, Appl. Math. Lett. 38 (2014), 33-37.

[126] D. Motreanu and A. Moussaoui, A quasilinear singular elliptic system with-
out cooperative structure, Acta Math. Sci. Ser. B (Engl. Ed.) 34 (2014),
905-916.

[127] D. Motreanu, A. Moussaoui, and Z. Zhang, Positive solutions for singular
elliptic systems with convection term, J. Fixed Point Theory Appl. 19 (2017),
2165-2175.

154



[128] A. Moussaoui, B. Khodja, and S. Tas, A singular Gierer-Meinhardt system
of elliptic equations in RY, Nonlinear Anal. 71 (2009), 708-716.

[129] D. Mugnai, Addendum to: Multiplicity of critical points in presence of a link-
ing: application to a superlinear boundary value problem, NoDEA, Nonlinear
Differential Equations Appl. 11 (2004), no. 3, 379-391, and a comment on
the generalized Ambrosetti-Rabinowitz condition, NoODEA Nonlinear Differen-
tial Equations Appl. 19 (2012), 299-301.

[130] P. Nowosad, On the integral equation kf = 1/f arising in a problem in
communication, J. Math. Anal. Appl. 14 (1966), 484-492.

[131] F. Oliva and F. Petitta, On singular elliptic equations with measure sources,
ESAIM Control Optim. Calc. Var. 22 (2016), 289-308.

[132] F. Oliva and F. Petitta, Finite and infinite energy solutions of singular ellip-
tic problems: existence and uniqueness, J. Differential Equations 264 (2018),
311-340.

[133] B. Opic and A. Kufner, Hardy-type inequalities, Pitman Research Notes in
Mathematics Series 219, Longman Scientific & Technical, Harlow, 1990.

[134] N.S. Papageorgiou and G. Smyrlis, A bifurcation-type theorem for singular
nonlinear elliptic equations, Methods Appl. Anal. 22 (2015), 147-170.

[135] N.S. Papageorgiou and P. Winkert, Nonlinear nonhomogeneous Dirichlet
equations involving a superlinear nonlinearity, Results Math. 70 (2016),
31-79.

[136] N.S. Papageorgiou and P. Winkert, Solutions with sign information for non-
linear nonhomogeneous problems, Math. Z. 292 (2019), 871-891.

[137] N.S. Papageorgiou and P. Winkert, Singular Dirichlet (p,q)-equations,
Mediterr. J. Math. 18 (2021), Paper no. 141, 20 pp.

[138] N.S. Papageorgiou and Y. Zhang, Nonlinear nonhomogeneous Dirichlet prob-
lems with singular and convection terms, Bound. Value Probl. 2020, Paper no.
153, 21 pp.

[139] 1. Peral, Multiplicity of Solutions for the p-Laplacian, ICTP Lecture Notes
of the Second School of Nonlinear Functional Analysis and Applications to
Differential Equations, Trieste, 1997.

[140] K. Perera and E.A.B. Silva, Existence and multiplicity of positive solutions
for singular quasilinear problems, J. Math. Anal. Appl. 323 (2006), 1238-1252.

[141] K. Perera and Z. Zhang, Multiple positive solutions of singular p— Laplacian
problems by variational methods, Bound. Value Probl. 2005, 377-382.

155



[142] W.L. Perry, A monotone iterative technique for solution of p-th order (p <
0) reaction-diffusion problems in permeable catalysis, J. Comput. Chem. 5
(1984), 353-357.

[143] P. Pucci and J. Serrin, The maximum principle, Prog. Nonlinear Differential
Equations Appl. 73, Birkhauser Verlag, Basel, 2007.

[144] M.C. Rezende and C.A. Santos, Positive solutions for a quasilinear elliptic
problem involving sublinear and superlinear terms, Tokyo J. Math. 38 (2015),
381-407.

[145] B. Ricceri, A general variational principle and some of its applications, J.
Comput. Appl. Math. 113 (2000), 401-410.

[146] C.A. Santos, Non-ezistence and ezistence of entire solutions for a quasi-
linear problem with singular and super-linear terms, Nonlinear Anal. 72
(2010), 3813-3819.

[147] C.A. Santos, R. Lima Alves, M. Reis, and J. Zhou, Mazimal domains of the
(A, )-parameters to existence of entire positive solutions for singular quasi-
linear elliptic systems, J. Fixed Point Theory Appl. 22 (2020), Paper no. 54,
30 pp.

[148] B. Sciunzi, Regularity and comparison principles for p-Laplace equations
with vanishing source term, Commun. Contemp. Math. 16 (2014), Paper no.
1450013, 20 pp.

[149] A.W. Shaker, On singular semilinear elliptic equations, J. Math. Anal. Appl.
173 (1993), 222-228.

[150] R.E. Showalter, Monotone operators in Banach space and nonlinear partial
differential equations, Mathematical Surveys and Monographs 49, American
Mathematical Society, Providence, RI, 1997.

[151] C.G. Simader and H. Sohr, The Dirichlet problem for the Laplacian in
bounded and unbounded domains. A new approach to weak, strong and (2+k)-
solutions in Sobolev-type spaces, Pitman Research Notes in Mathematics Se-
ries 360, Longman, Harlow, 1996.

[152] J. Simon, Régularité de la solution d’une équation non linéaire dans RV,
Journées d’Analyse Non Linéaire (Proc. Conf., Besancon, 1977), 205-227,
Lecture Notes in Math. 665, Springer, Berlin, 1978 (in French).

[153] M. Struwe, Variational methods. Applications to nonlinear partial differential
equations and Hamiltonian systems, Springer-Verlag, Berlin, 1990.

[154] C.A. Stuart, Ezistence and approzimation of solutions of non-linear elliptic
equations, Math. Z. 147 (1976), 53-63.

156



[155] S. Taliaferro, On the positive solutions of y" + ¢(t)y~* = 0. Nonlinear Anal.
2 (1978), 437-446.

[156] S. Taliaferro, A nonlinear singular boundary value problem, Nonlinear Anal.

3 (1979), 897-904.

[157] P. Tolksdorf, Regularity for a more general class of quasilinear elliptic equa-
tions, J. Differential Equations 51 (1984), 126-150.

[158] P. Tolksdorf, On the Dirichlet problem for quasilinear equations in domains
with conical boundary points, Comm. Partial Differential Equations 8 (1983),
773-817.

[159] A.M. Turing, The chemical basis of morphogenesis, Philos. Trans. Roy. Soc.
London Ser. B 237 (1952), 37-72.

[160] K. Uhlenbeck, Regularity for a class of non-linear elliptic systems, Acta
Math. 138 (1977), 219-240.

[161] J.L. Vazquez, Nonezistence of solutions for nonlinear heat equations of fast-
diffusion type, J. Math. Pures Appl. (9) 71 (1992), 503—-526.

[162] Z. Zhang, A remark on the existence of entire solutions of a singular semi-
linear elliptic problem, J. Math. Anal. Appl. 215 (1997), 579-582.

[163] E. Zeidler, Nonlinear functional analysis and its applications. II/B. Nonlin-
ear monotone operators, Springer-Verlag, New York, 1990.

[164] E. Zeidler, Nonlinear functional analysis and its applications III: Variational
methods and optimization, Springer-Verlag, New York, 1985.

157



