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1. Introduction
Modern methods of recog-

nizing objects in video or images 
have a wide range of uses ranging 
from the protection of private 
areas to the creation of special 
effects in films. Every day, large 
companies and small teams of 
enthusiasts create new approach-
es and algorithms for human 
resources processing to develop 
computer vision technologies.

At present, ready-made recog-
nition solutions have already been 
developed, but they have certain 
shortcomings. With the help of 
DeepFace technology from Face-
book, 97.25 % of people can be 
recognized. However, this tech-
nology is used only within Face-
book, and only documentation is 
publicly available. The technology 
has impressive results, but it is not 
possible to test it.

Therefore, the development of 
a computer system that would au-
tomatically recognize employees of 
a company to provide access to the 
premises is an urgent scientific and 
technical task, and the search for 
more alternative methods of hu-
man face recognition and search 
for modifications of such methods 
was the aim of this study.

So, the aim of an article is to 
introduce a computer system that 
would automatically recognize 
the employees of the company to 
provide access to the premises.

2. Literature Review
Due to the significant de-

velopment of machine learning, 
the computing environment, 
and recognition systems, a lot of 
investigators have closely work 
with recognition algorithms 
and identification using differ-
ent building modeling strategies. 
Here are some of the most com-
mon recent works on FR systems.

In [1] propose a new way to 
transform learning into automatic emotion recognition (AER) 
in different ways. An estimation of the model showed that the 
new model could fit in more quickly to a new place when it was 
necessary to keep attention on parts of the input that were mature 
pertinent [2] automated method of face recognition using a con-
volutional neural network (CNN) by learning transfer approach. 

[3] proposed to use an additive angular height loss (ArcFace) 
to confirm the face. The proposed ArcFace has an apparent 
geometric understanding as a result of the specific correspon-
dence of the geodetic division on the hypersphere. The vali-
dation efficiency of open source FR models on LFW, CALFW 

and CPLFW data sets reached 
99.82 %, 95.45 % and 92.08 %, re-
spectively [3].

[4] proposed a large cosine 
loss margin (LMCL), reformu-
lating SoftMax losses as cosine 
losses on L2, putting in ordering 
the couple principal moments and 
weight vectors to eliminate gener-
al variations, and using the term 
cosine edge to precisely expand 
the space selection boundary. 
They named their prepared model 
LMCL CosFace. They based their 
experiment on Labeled Face in 
the Wild (LFW), YouTube Faces 
(YTF) and MegaFace Challenge. 
They confirmed the effective-
ness of their approach, achieving 
an accuracy of 99.33 %, 96.1 %, 
77.11 % and 89.88 % for the data 
sets LFW, YTF, MF1 Rank1 and 
MF1 Veri, respectively [4].

[5] presented a matching be-
tween deep learning and tradition-
al artificial intelligence strategies 
(e.g., artificial neural networks, 
extreme learning machines, SVM, 
optimal path forest, CNN) and 
deep learning. For biometric 
identity verification, they focused 
on CNN. They used three data-
sets: AR Face, YALE and SDUM-
LA-HMT [6]. Further research on 
FR can be found in [7–10].

3. Methods
To solve the problem of facial 

recognition, an algorithm based 
on the application of the Vio-
la-Jones method, wavelet trans-
form and the principal compo-
nents method is proposed. The 
proposed algorithm consists of 
two processes: saving the fea-
tures of famous faces in the data-
base and face recognition.

The process of preserving the 
features of famous faces is as 
follows:

1. Converting a video frame 
image to a half-toned image.

2. Searching the facial area.
3. Reducing the size of the face area to 64×64 pixels.
4. Removing facial features (wavelet coefficients).
5. Extracting features with features in the database.
Therefore, in this case, the recognition of the image to iden-

tify a person in the video at the entrance to the office of the IT 
company was considered to identify its identity and make an 
immediate decision to grant access to the premises. To solve 
the problem of facial recognition, an algorithm based on the 
application of the Viola-Jones method, wavelet transform and 
the principal components method is proposed.
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COMPUTER SCIENCE

4. Results
To test the developed approach, the series of numerous 

computational computer experiments were carried out. A series 
of photographs taken from different angles were used to form 
the standard. At the same time, the face was not covered by 
other objects in the frame, either partially or completely. Also, 
the maximum deflection of the face relative to the camera lens 
was no more than 60 degrees. The removal was realizable in 
dynamics in the video stream.

After a series of photos was taken, the formation of a 
descriptor based on these images was started. The output is 
128 unique characteristics, which were formed by the hypertro-
phic neural network, Fig. 1.

The experiment is carried out for 30 seconds, that is, ap-
proximately 90 results of this program were obtained. Thus, the 
results of the experiment in all four recognition conditions are 
shown in Table 1.

Table 1
Estimation matrix

Recogni-
tion con-
ditions

Number of 
experimental 

results

Number of 
successful 

identifications

Percentage of suc-
cessful identifica-

tions, %
Up close 
in good 

light
93 93 100

Up close 
in low 
light

91 61 67

From afar 
in good 

light
94 81 86

From afar 
in low 
light

90 54 60

Thus, the results of the first experiment, in which there 
were no obstacles in the form of glasses or hats, the recognition 
deteriorates by an average of 10.5 percent when shooting from 
a distance, and when the lighting deteriorates, then the results 
fall by an average of 32.5 percent. Looking at the results of the 
experiment, it is possible to conclude that, in good light, the 
program gets high results of identification success both near 
and far, but if the video is made in poor lighting, the success rate 
deteriorates. Thus, the program is able to successfully identify a 
person by recognizing the face at different distances, and when 
the identification is conducted in poor lighting, then some prob-
lems may arise, but they are not critical.

The second experiment will be the same as the previous one, 
with the same recognition conditions, except for one - sunglass-
es will be worn on the person’s face, which should prevent the 
identification of the person. The results of the experiment in 
four recognition conditions are shown in Table 2.

Table 2
Estimation matrix

Recogni-
tion con-
ditions

Number of 
experimental 

results

Number of 
successful 

identifications

Percentage of suc-
cessful identifica-

tions, %
Up close 
in good 

light
89 85 96

Up close 
in low 
light

92 60 65

From afar 
in good 

light
91 74 81

From afar 
in low 
light

94 50 53

5. Discussion
If to compare the results of the second experiment with 

the first, it is possible to see that the percentage of successful 
identifications of people under all conditions of recognition 
decreased by 3–7 percent, so on average, in the presence of 
glasses at recognition, the results deteriorate by about 5 per-
cent. So, when there is an obstacle in the form of glasses, the 
program returns a good percentage of success, and it does not 
greatly affect the presence of a person on the camera lens. 
That is, from this experiment it is possible to conclude that 
the program copes with identification, both in the presence of 
obstacles and without them.

6. Conclusions
The developed software is not time consuming, has good 

indicators of recognition quality through the use of efficient 
algorithms. Also, the software does not require expensive 
equipment, which is quite a big advantage, because small IT 
companies can easily afford it, providing secure access to their 
employees.

Thanks to the above numerical experiments, it is possible 
to say that the program has good personal identification and is 
able to recognize faces at different distances, lighting, as well as 
in the presence of some obstacles.

Fig. 1. 128 unique characteristics
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