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ABSTRACT: Zinc metalloproteins are ubiquitous, with protein zinc centers of structural and functional importance, involved 
in interactions with ligands and substrates and often of pharmacological interest. Biomolecular simulations are increasingly 
prominent in investigations of protein structure, dynamics, ligand interactions and catalysis, but zinc poses a particular chal-
lenge, in part because of its versatile, flexible coordination. A computational workflow generating reliable models of ligand 
complexes of biological zinc centers would find broad application. Here we evaluate the ability of alternative treatments, using 
(non-bonded) molecular mechanics (MM) and quantum mechanics/ molecular mechanics (QM/MM) at semiempirical 
(DFTB3) and density functional theory (DFT) levels of theory, to describe the zinc centers of ligand complexes of six metal-
loenzyme systems differing in coordination geometries, zinc stoichiometries (mono- and di-nuclear), and the nature of inter-
acting groups (specifically the presence of zinc - sulfur interactions). MM molecular dynamics (MD) simulations can overfavor 
octahedral geometries, introducing additional water molecules to the zinc coordination shell, but this can be rectified by sub-
sequent semiempirical (DFTB3) QM/MM MD simulations. B3LYP/MM geometry optimization further improved the accuracy 
of description of coordination distances, with the overall effectiveness of the approach depending upon factors including the 
presence of zinc – sulfur interactions that are less well described by semiempirical methods. We describe a workflow, com-
prising QM/MM MD using DFTB3 followed by QM/MM geometry optimization using DFT (e.g., B3LYP), that well describes 
our set of zinc metalloenzyme complexes and is likely to be suitable for creating accurate models of zinc protein complexes 
when structural information is more limited
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Introduction 

Zinc has an essential role in biology, with zinc sites con-
tributing to the structural integrity, stability and catalytic 
activity of a wide range of proteins with highly diverse func-
tions in both pro- and eukaryotic cells.1 Many such proteins 
are actual or potential targets for pharmaceutical interven-
tion, including by small molecule therapeutics used to treat 
conditions such as hypertension, cancer, infectious disease 
etc. Interaction of small molecule ligands with their protein 
targets frequently involves participation of bound zinc; in 
some cases, interactions involving zinc ions are essential to 
ligand binding and removal of zinc abolishes this.2 

Molecular simulation methods play an increasingly prom-
inent role in ligand and drug discovery, driven in part by 
hardware and software innovations and by the growing 
availability of high-resolution crystal structures for many 
biologically and/or pharmacologically important protein 
targets.3,4 Their application to zinc metalloproteins is desir-
able, given the abundance of zinc-containing systems in the 
proteomes of many species, including humans. Unfortu-
nately, many of the properties that enable zinc to play a di-
verse range of roles in biological systems make modelling 
protein zinc centers and their complexes challenging. These 
include the ability of zinc to coordinate different types of lig-
ands, including N, O and S; flexibility of coordination geom-
etry (zinc is 6-coordinated (octahedral) in aqueous solution 
but may be tetrahedral, 5- or, in some catalytic sites, 6-co-
ordinated in proteins5–8);9,10 the ability of coordinating wa-
ter molecules to exchange with substrates or inhibitors dur-
ing complex formation;7,11 and the existence of single and 
multi-nuclear sites. As we have recently demonstrated,12 
treatment of zinc centers as point charges (as in for example 
many ligand docking methods) often leads to unrealistic co-
ordination geometries. 

A variety of treatments has been applied to zinc (and 
other metal) centers in proteins in molecular dynamics 
(MD) simulations. In the widely used AMBER MD package 
(https://ambermd.org/)13–16 bonded,17 non-bonded18 and 
cationic dummy atom19 approaches have all been imple-
mented as molecular mechanics (MM) treatments for metal 
ions and their complexes.  Bonded models do not allow for 
ligand exchange and/or changes in zinc coordination geom-
etry, while cationic dummy atom approaches require a pre-
defined zinc coordination geometry, limiting exploration of 
alternative ligation patterns, and are more challenging to 
set up. In contrast, nonbonded models, as typified by the 
Lennard-Jones (LJ) 12-6 model, are widely used owing to 
their simplicity and transferability.20 The LJ12-6 model 
does, however, require user selection of the most appropri-
ate parameter set: the IOD set, specifically designed to re-
produce ion-oxygen distances, the HFE set specifically de-
signed to reproduce hydration free energies, or the CM set 
designed as a compromise set for more general applica-
tion.18 More recently, the LJ12-6-4 non-bonded model, pro-
posed and parameterized for divalent metal ions by Li and 
Merz,21 includes an additional C4 term to represent the im-
pact of ion-induced dipole interaction, and is claimed to 
simultaneously reproduce the hydration free energy (HFE), 

ion-oxygen distance (IOD) and coordination number, 
whereas the LJ12-6 model reproduced only one or two 
these experimental values in a given simulation.21–23 Since 
the LJ12-6-4 model fulfils many of the performance require-
ments for MD simulations using a single parameter set, its 
ease of use in practice has led to its wide application in sim-
ulations of divalent metal cations (e.g., Zn2+, Mg2+ and Mn2+, 
etc.) involved in biological systems.24–28 

Although the MM MD approach is advantageous in terms 
of computational efficiency, its accuracy is highly dependent 
on the predefined MM force fields.  However, most current 
MM force fields do not accurately describe interactions of 
protein zinc centers, and force field parameter optimization 
may be required for a particular biological system.29 The 
lack of any accurate description of polarization effects and 
the ability to simulate charge transfer, as well as the flexible 
coordination geometry of zinc, makes correct simulation of 
zinc ions in proteins using MM methods difficult. Quantum 
mechanics (QM) provides another approach to modelling 
interactions of zinc ions in proteins. QM methods can pro-
vide more accurate description of interactions involving 
zinc ions than MM methods, but at a computational cost that 
increases rapidly with increasing system size.30 Accord-
ingly, quantum mechanics/molecular mechanics (QM/MM) 
approaches provide a balance between calculation accuracy 
and efficiency. QM/MM approaches have been used in ef-
forts to obtain more accurate descriptions of protein zinc 
centers in simulations. 31–33 Results can be dependent upon 
the appropriate partitioning of the system under investiga-
tion between the QM and MM regions.34 

The computational requirements, and potential accuracy, 
can also be dependent upon the level of QM theory applied 
in QM/MM calculations. QM/MM calculations can be per-
formed using semiempirical QM methods, ab initio QM or 
density functional theory (DFT) treatment. One of the most 
popular semiempirical QM methods is density functional 
tight binding (DFTB) approaches are derived in the frame-
work of DFT. 35 DFTB methods have previously been used 
to simulate a variety of metalloprotein systems.36–42 Higher 
levels of accuracy are in principle possible with ab initio QM 
techniques, but the computational costs of wave function 
optimization make ab initio QM/MM calculations impracti-
cal for routine application. DFT calculations, e.g. with hybrid 
functionals such as B3LYP provide a good balance between 
accuracy and computational cost in describing the struc-
tures of transition metal complexes43–45 and have been 
widely used for zinc protein studies.46–48 The choice of QM 
method then represents a compromise between accuracy 
and computational cost. 

We have previously49 developed a computational work-
flow, involving docking, MM and QM/MM simulations at 
two levels of QM theory, with which we have successfully 
reproduced crystal structures of complexes of the zinc-de-
pendent (metallo-) beta-lactamase (MBL) IMP-1 
(imipenemase-1) with thiol-based mercaptomethyl thiazol-
idine (MMTZ) inhibitors.50 In this work we develop and ex-
pand this work to test the ability of multiscale modelling to 

https://ambermd.org/
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replicate crystal structures of a wider range of zinc metal-
loenzyme complexes varying in their zinc stoichiometry 
(mono- and dinuclear zinc sites), zinc coordination number 
(CN) or coordination geometry, and the identity of zinc li-
gating atoms from both protein and small molecule ligands. 
(Specifically, these include protein Asp, His and Cys ligands, 
representing Zn - N, Zn - O and Zn - S interactions, respec-
tively; and thiolate, carboxylate and hydroxamate small 
molecule ligands). Our initial model system, the MBL Sfh-I 
in complex with an MMTZ inhibitor, features a typical tetra-
hedral zinc geometry with His, Asp, Cys and inhibitor thio-
late ligands.51 Subsequently we extend our investigations to 
a further five systems (Figure 1): Angiotensin-Converting 
Enzyme (ACE) complexed with the thiol inhibitor L-capto-
pril (PDB: 2X8Z),52 ACE-2 (the ACE isoform involved in viral 
spike protein processing during infection by SARS-CoV-2) 
complexed with the carboxylate inhibitor MLN-4760 (PDB: 
1R4L),53 histone deacetylase (HDAC) 2 complexed with the 
hydroxamate inhibitor SAHA (PDB: 4LXZ),54 and the 

dinuclear IMP-1(PDB: 6JED)55 and L1 MBLs (PDB: 7A63)56 
complexed with thioglycolic acid (TGA) and the hydrolyzed 
form of the penem antibiotic, faropenem, respectively. Col-
lectively, these represent single-zinc systems with 4- and 5- 
coordination geometries and dinuclear systems with 4, 5 
and 4, 6 coordination with and without sulfur ligands. 

The results show that, while MM MD approaches can in 
some circumstances provide reasonable descriptions of 
zinc coordination distances, these usually introduce 
changes to zinc geometry that require rectification by semi-
empirical QM/MM MD. The accuracy with which semi-em-
pirical methods can describe protein zinc centers varies, 
with those involving Zn – S interactions among the most 
challenging. Our data suggest that a multiscale approach in-
volving increasing levels of theory is necessary to obtain ac-
curate models of zinc enzymes and their complexes, and 
identify a workflow that may be broadly applicable in such 
cases. 

 

 

Figure 1. Zinc site geometries of the 6 protein-ligand systems included in this study. (A) Sfh-I MBL with MMTZ inhibitor L-anti-
1a, coordination number (CN) = 4, PDB code: 7BJ9;51 (B) ACE with the thiol inhibitor L-captopril, CN=4, PDB code: 2X8Z;52 (C) ACE2 
with the carboxylate inhibitor MLN-4760, CN=4, PDB code:1R4L;53 (D) HDAC2 with the hydroxamate inhibitor SAHA, CN=5, PDB 
code : 4LXZ;54 (E) IMP-1 MBL with thioglycolic acid (TGA), CN = 4,5, PDB code: 6JED;55 (F) L1 MBL with hydrolyzed faropenem, 
CN=4,6, PDB code:7A63.56 Carbon atoms are in green, nitrogen atoms are in blue, oxygen atoms are in red and sulfur atoms are in 
yellow, with zinc ions represented as gray balls. 
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Results

Our long-term goal is to develop a robust computational 
workflow able to generate realistic models of complexes of 
zinc metalloproteins. In this work we investigate the ability 
of different computational approaches to successfully main-
tain zinc centers in architectures consistent with starting 
crystal structure(s) for a range of representative complexes. 
As our aim is to develop a methodology that can be applied 
to suboptimal starting structures, derived from either 
poorer quality experimental data or models from e.g. dock-
ing experiments, and for which MM MD optimization might 
be necessary, we tested the inclusion of MM MD steps prior 
to any QM optimization. 

 

Initial testing: complex of the MBL Sfh-I with the MMTZ 
inhibitor L-anti-1a. 

Initial investigations were carried using the complex of 
the mono-zinc MBL Sfh-I (a carbapenem hydrolyzing beta-
lactamase from the environmental bacterium and occa-
sional pathogen Serratia fonticola57) with the MMTZ inhibi-
tor L-anti-1a (PDB code: 7BJ9)51 as a model system. This 
structure contains a single zinc ion in tetrahedral geometry 
coordinated by Asp, His and Cys residues and the inhibitor 
thiolate. Three different modelling methods were tested 
with the Sfh- I: L-anti-1a complex: MM MD (using a non-
bonded model), QM/MM MD with a semi-empirical QM 
method (DFTB3) and QM/MM geometry optimization/ en-
ergy minimization with a DFT QM method (B3LYP). 

Four different nonbonded models were applied to model 
the zinc center of the Sfh- I: L-anti-1a complex and tested in 
triplicate 100 ns MM MD simulations: the unrestrained 
LJ12-6 model (LJ12-6), the restrained LJ12-6 model (LJ12-
6-R), the unrestrained LJ12-6-4 model (LJ12-6-4) and the 
restrained LJ12-6-4 model (LJ12-6-4-R). Atomic distance 
restraints when used were placed between the zinc ion and 
coordinating protein residue atoms during MD production 
runs in order to maintain crystallographically observed zinc 
coordination geometry and leave the fourth coordination 
site open for small molecule ligand binding. The RMSD plots 
(compared to the crystal structure) and representative zinc 
center geometries of individual models are presented in 
Figures 2 and 3, respectively. 

 

Figure 2 shows the RMSD values of the Zn2+ binding site 
in the unrestrained LJ12-6-4 model to be consistently lower 
than those using the LJ12-6 model, whereas the LJ12-6 and 
LJ12-6-4 models have similar RMSD values when restraints 
are applied. Although the mean RMSD value for the MMTZ 
ligand is about 0.5 Å higher using the restrained LJ12-6-4 
models than the restrained LJ12-6 models, the pose of the 
ligand in the former simulation is more stable. Taken to-
gether, the RMSD plots for the ligand and binding sites indi-
cate that protein-ligand interactions are more stable over 
the duration of the simulation when the LJ12-6-4 model, ra-
ther than the LJ12-6 model, is used. 
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Figure 2. Time-dependence of RMSD values (compared to the crystal structure) for MM MD simulations of Sfh-I:L-anti-1a 
complex using non-bonded models. Three replicate simulations were performed for each model and each replicate is 100 ns. The 
‘Zn site’ refers to zinc ions and zinc coordinating residues and ‘Inhibitor’ refers to the zinc bound compound. 
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Figure 3. Zinc site geometries of Sfh-I:L-anti-1a complexes. (A-D) The representative zinc site geometry of the four non-bonded 
models after 100ns MM MD simulation. (E) The representative zinc geometry after 100 ps DFTB3/MM MD simulation. The extra 
coordination by an additional water molecule was removed. (F) The representative zinc geometry after B3LYP-D3BJ based QM/MM 
geometry optimization 

 

A comparison of zinc coordination distances obtained 
from simulations using the four MM models is shown in Ta-
ble S1. The performance of the two simulations using the 
LJ12-6-4 model is significantly better than that of those us-
ing the LJ12-6 model when considering the distances be-
tween the zinc ion and coordinating atoms. It is worth not-
ing that during 100ns MD production runs using the unre-
strained LJ12-6 model zinc coordination by the residue 
His263 was lost. Overall, the coordination distances pre-
dicted by the LJ12-6-4 models more closely approach the 
crystallographically determined values (the coordinate er-
ror of the crystal structure is 0.10 Å) and the similarity can 
be slightly improved with the use of distance restraints. In 
the majority of simulations using the restrained LJ12-6-4 
model the distance restraint penalties were not triggered, 
demonstrating the improved ability of the LJ12-6-4 model, 
compared to the LJ12-6 model, to describe bond lengths. 
Our results suggest that the LJ12-6-4 models not only pro-
vide positional predictions for binding site residues closer 
to the crystal structure, but also can better reproduce coor-
dination bond length values than the LJ12-6 model. How-
ever, when coordination geometry is considered, all four 
models showed a strong tendency to increase the coordina-
tion number of the Zn2+ ion to five or six, through the addi-
tion of an extra Zn-coordinating water molecule in the case 

of the LJ12-6 model, and with both a water molecule and the 
inhibitor thiazolidine sulfur atom forming additional bonds 
to Zn2+ in the LJ12-6-4 model. For the LJ12-6 model, appli-
cation of distance restraints partially corrected this, result-
ing in improved performance yielding zinc coordination 
numbers (CN) closer to the experimental value. 

 

Semi-empirical QM/MM MD. The data presented above 
demonstrate that, although the bond lengths between zinc 
and crystal coordinating ligands were largely consistent (~ 
0.10 Å difference on average) with experimental values, the 
geometries were not. Accordingly, in an effort to improve 
the outcome, 100 ps DFTB3/MM MD was performed. As the 
MD trajectory and zinc site coordination were stable, the 
last frame of the production run of a LJ12-6-4 model was 
chosen as a typical snapshot after MD simulation for the fol-
lowing DFTB3/MM MD. The Zn2+ binding site (i.e., the zinc 
ion, the side chains of zinc coordinating residues and zinc 
coordinating water molecules added by MM MD) and the in-
hibitor were simulated at the semi-empirical level of QM 
theory using DFTB3 with the 3OB-3-1 parameter set,58 
while the rest of system was simulated using the Amber 
ff14SB forcefield.59 The two additional coordination inter-
actions introduced by the MM MD were not retained after 
the DFTB3 QM/MM dynamics simulation, reducing the Zn2+ 
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coordination number to four, which restored the structure 
to the crystal geometry (Figure 2(C)). The Zn2+-ligand co-
ordination distance was also optimized, getting closer to the 
value of the crystal structure (Table S2). Inspection of the 
plot of Zn2+-ligand coordination distance against simulation 
time (Figure S1) demonstrated that that the major shift in 
zinc geometry (specifically removal of ‘inappropriate’ coor-
dinating atoms) happened at the beginning of the QM/MM 
MD simulation, with the distance between Zn2+ and the ad-
ditional water molecule immediately rising to above 5 Å, in-
dicating loss of coordination, and that the system was rela-
tively stable after 100 ps. Therefore, a simulation time scale 
of 100 ps appears sufficient to obtain a stable zinc coordi-
nation geometry with DFTB3/MM MD. 

 

B3LYP/MM optimization. Although DFTB3/MM MD 
treatment substantially improved the quality of the model 
for the Sfh-I:L-anti-1a complex, discrepancies remained 
with respect to the experimental crystal structure, specifi-
cally regarding the coordination distances for Zn-S interac-
tions involving both the Cys221 ligand and the inhibitor thi-
olate. Hence a QM/MM energy minimization using higher 
level DFT theory was performed to further optimize the ge-
ometry of the zinc site. The hybrid functional B3LYP, widely 
used in QM/MM studies of enzymes including zinc-contain-
ing proteins43,47,48,60,61, and the 6-31G(d) basis set were se-
lected for the DFT calculations. Two parameters were 
tested in the DFT QM/MM geometry optimization: the dif-
fuse function and the empirical dispersion correction. The 
B3LYP/MM optimization was carried out with and without 
diffuse functions for heavy atoms, and with and without the 
D3BJ (D3 version of Grimme’s dispersion with Becke-John-
son damping) empirical dispersion correction,62,63 to test 
their effects. The results of these comparisons are shown in 
Table S2.  

Use of diffuse functions improved the accuracy of Zn2+ - 
ligand coordination distance predictions, particularly for 
electron-rich sulfur atoms. The absence of empirical disper-
sion corrections leads to longer Zn2+ - ligand bond lengths, 
reducing the accuracy with which the experimental geome-
try is reproduced. Accordingly, the results presented here 
are those obtained using B3LYP/MM optimization with dif-
fuse functions for heavy atoms and GD3BJ empirical disper-
sion. Compared to the DFTB3-optimized starting structure, 

we found that this resulted in further improvement in pre-
diction of Zn2+-ligand coordination distances, especially 
those between the zinc ion and ligating sulfur atoms. Ulti-
mately the values for DFT-refined Zn2+ coordination dis-
tances were almost identical to those observed in the crys-
tal structure (the total absolute deviation of all zinc ligating 
distances was 0.05 Å). The geometry of the zinc center in the 
DFT - based QM/MM optimized structure is shown in Fig-
ure 3. We found that the atomic distance between the zinc 
ion and its ligands only changes slightly in the zinc site dur-
ing the B3LYP geometry optimization (Figure S2). We also 
found no significant difference in accuracy between a fully 
converged B3LYP-D3BJ/MM geometry optimization, and 
one progressed over 250 steps. As B3LYP/MM geometry 
minimization normally takes around 500-750 steps to con-
verge, use of the 250th step as the end point for geometry 
refinement is thereby much more computationally efficient. 
A comparison of the Zn2+ site geometry predicted from this 
simulation and the crystal structure is shown in Figure 4 
(A). In additional experiments, we also attempted applica-
tion of the B3LYP/MM geometry optimization process di-
rectly after the 100ns MM MD simulation, instead of starting 
from the DFTB3-optimized structure. The results showed 
that the QM/MM optimization process cannot remove the 
additional coordinating water molecules to the zinc site in-
troduced by the MM treatment. Instead, B3LYP/MM optimi-
zation led to the stable incorporation of additional water 
molecules into the Sfh-I zinc site, increasing the discrepancy 
between the modelled zinc site and that observed in the 
crystal structure. 

The results of simulations of the Sfh-I:L-anti-1a complex 
suggested the workflow shown in Scheme 1 as an approach 
capable of accurately describing this tetrahedrally coordi-
nated zinc center. Non-bonded LJ12-6-4 MM MD simulation 
was first used to examine the general motion of the complex 
(e.g., examine solvation, conformational behavior and pro-
tonation states) and establish the stability of the system 
over a relatively long timescale. DFTB3 QM/MM MD is then 
applied to better describe the zinc site, and to rectify 
changes in coordination introduced by MM treatment. Sub-
sequent B3LYP-D3BJ /MM optimization can be used to fur-
ther refine the geometry of the zinc site (e.g., atomic dis-
tances, particularly for Zn – S interactions).

 

Scheme 1. Schematic of the workflow for modelling zinc-containing protein-ligand complexes.  

 

Initial structure 
(docked structure 

or crystal 
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examine solvation, 
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Workflow validation: Inhibitor complexes of ACE and 
ACE2 

To assess the broader applicability of this approach, the 
pipeline described above was then tested with two addi-
tional tetrahedral zinc systems (complexes of angiotensin 
converting enzyme (ACE) and its ACE2 isoform with the in-
hibitors L-captopril and MLN-4760). Compared to Sfh-I, 
above, the protein zinc sites lack a Cys ligand, and the inhib-
itors are coordinated via thiolate and carboxylate groups 
respectively, so representing a wider range of enzyme zinc 
centers. In the L-captopril complex52 the ACE zinc ion is co-
ordinated by three protein ligands (His367, His371 and 
Glu399) and the captopril thiolate (Figure 1(B)). In the 
ACE2:MLN-4760 complex53 (a structure determined at 
lower resolution (3.00 Å) enabling assessment of the per-
formance of the modelling workflow with a lower-quality 
starting structure) the zinc ion is coordinated by the equiv-
alent protein ligands (His374, His378, Glu402) and the in-
hibitor carboxylate (Figure 1(C)). Based upon results ob-
tained for the Sfh-I:D-anti-1a complex (above) the LJ12-6 
models were discarded for the MM MD simulations and the 
LJ12-6-4 and LJ12-6-4-R models only were used. RMSD 
plots (compared to the crystal structures) and representa-
tive geometries for the ACE and ACE2 zinc centers at differ-
ent stages of the modelling workflow are presented in Fig-
ures S3 - S6. 

For both the ACE and ACE2 models, the RMSD values of 
residues within the zinc binding site were consistently 
lower than 1 Å, suggesting that stable geometry is main-
tained across the 100 ns of the simulation. (Notably, alt-
hough the simulations overall remained stable the inhibitor 
RMSD value of the bound ACE-2 inhibitor in one replicate 
using the LJ12-6-4 model increased suddenly from ~ 1 Å to 
2.5 Å at around 35ns of the simulation and remained at ~ 2 
Å for a further 30 ns before reverting to baseline). This res-
toration of inhibitor binding geometry, and the disappear-
ance of other occasional RMSD peaks, suggested that the MD 
treatment using LJ12-6-4 models was able to handle incor-
rect ligand poses and form a reasonable binding geometry. 
Subsequent DFTB3/MM MD simulations were carried out 
starting from the last frame of the 100ns MM MD simulation, 
and were followed by a 250 step DFT-based QM/MM geom-
etry optimization using the B3LYP functional with GD3BJ 
dispersion correction (B3LYP-D3BJ) and the 6-31+G(d) ba-
sis set. In the case of ACE, the DFTB3 MM MD step was 
trialed starting from the last frame of the unrestrained MM 
MD simulations using the LJ12-6-4 model, with negligible 
differences between the starting or end points. For ACE2 
DFTB3 QM/MM MD began from the last frame of both the 
restrained and unrestrained MM MD simulation. Zn2+ coor-
dination geometries from the various treatments are re-
ported in Table S3. (Note that both oxygen atoms of the 
ACE2:MLN-4760 carboxylate were included to monitor the 
performance of the model on Zn2+-carboxylate interac-
tions). 

In general, the QM/MM optimized structures were close 
to the crystal structures and, although the coordination dis-
tances were not perfectly predicted, the Zn2+ binding 

geometry in the crystal structure was successfully restored. 
Alignment of the ACE and ACE2 Zn2+ sites to the respective 
crystal structures is shown in Figure 4(B) and (C). The re-
sults showed that the workflow developed using Sfh-I 
worked well for these additional systems with tetrahedral 
zinc binding centers that do not contain Cys, with both thi-
olate (ACE) and non-thiolate (ACE2) small-molecule lig-
ands. 

For the ACE2:MLN-4760 complex, Table S3 also includes 
the interaction between the zinc ion and the inhibitor O3 
atom, even though the crystallographically observed dis-
tance (2.62 Å) is beyond the 2.5 Å boundary considered to 
be the limit for a coordination bond. This is due to our wish 
to investigate whether the MM and QM/MM models can cor-
rectly handle this weaker interaction. The results showed 
that, during MM simulations using the LJ12-6-4 series mod-
els, the Zn2+ – O3 distance reduced to form an additional co-
ordination bond not present in the crystal structure, while 
the QM/MM simulation correctly handles this interaction. 
The modelled ACE2 structure after QM/MM refinement 
showed an unexpectedly large (0.3 Å) deviation from the ex-
perimentally observed distance for the interaction between 
Zn and His378-NE2. As this is a low-resolution (3 Å) struc-
ture, the ACE2 zinc center was inspected using the 
CheckMyMetal server64,65. The results indicate that the ex-
perimentally determined value (2.31 Å) for this Zn2+ - N dis-
tance is likely to be an outlier, given that Zn2+ - N distances 
in protein zinc sites are mainly distributed in the range: 
~1.9 - 2.2 Å, and that the gRMSD value (defined as the RMSD 
of the observed ligand-metal-ligand angles compared to 
their idealized values) (23.3°), is also an outlier. These find-
ings, when considered together with the low resolution of 
this structure, may explain why the QM/MM optimized val-
ues in Table S1 lie relatively far from the experimental fig-
ures. 

 

Extension to a 5-coordinate system: HDAC2 complex with 
SAHA 

After testing the ability of this approach to model 4-coor-
dinated Zn2+ centers, we then tested it on a Zn2+ center with 
5-coordination. We selected the crystal structure of HDAC2 
in complex with the hydroxamate inhibitor suberanilohy-
droxamic acid (SAHA, also known as Vorinostat and used 
clinically for treatment of cutaneous T cell lymphoma) 
solved at a resolution of 1.85 Å (PDB code: 4LXZ)54 as a 
model system. In this structure the HDAC2 zinc ion is coor-
dinated by three amino acids (Asp181, His183 and Asp269) 
and by two oxygen atoms of the SAHA hydroxamate head 
group (Figure 1(D)). 

 

MM MD. The performance of MM MD simulations using 
nonbonded models was investigated first. Four models 
were tested: the LJ12-6 and LJ12-6-4 models, each with and 
without restraints. Three replicate simulations (100ns/rep-
licate) were performed in each case, RMSD values, com-
pared to the starting crystal structure, for the active site and 
bound SAHA are shown in Figure S7. Although RMSD val-
ues of the zinc binding site were consistent (~0.4 Å) across 
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the LJ12-6 models and the LJ12-6-4 restrained model in 
general. the unrestrained LJ12-6-4 model yielded higher 
RMSD values than the other models. However, compared to 
the relative stability of the zinc-coordinating residues, the 
RMSD values of the SAHA ligand show much greater fluctu-
ation, with bound SAHA adopting a similar pose at the end 
of each simulation that is distinct from that observed in the 
crystal structure. Comparison of zinc coordination dis-
tances shown in Table S4 indicates that the overall perfor-
mance of the four models with respect to the zinc site is sim-
ilar, although the accuracy with which coordination dis-
tances are predicted varies. In general, the LJ12-6-4 models 
yield Zn-O coordination distances that are more realistic, 
and more consistent with the crystallographically deter-
mined values, than those obtained from the LJ12-6 models. 
In contrast to the outcome from our earlier calculations 
with Sfh-I (above) application of distance restraints did not 
further improve the performance of either model, possibly 
indicating that the non-bonded MM models handle zinc 
binding sites that include only Zn-O and Zn-N interactions 
more easily than those that also include a Zn-S interaction. 
However, in all cases the zinc coordination number at the 
end of the simulation had increased to 6 as a result of a 
move to bi-, rather than monodentate coordination by Asp 
181. 

 

DFTB3/MM MD. 100ps of DFTB3/MM MD was then per-
formed starting from the last frame of the 100 ns MM MD 
production run with the restrained LJ12-6-4 model, with 
the HDAC2 zinc site and SAHA ligand included in the QM re-
gion. After DFTB3 QM/MM MD simulation, zinc coordina-
tion by Asp 181 shifted from bi- to mono-dentate, returning 
the Zn coordination number to five, as observed in the crys-
tal structure. However, we also found occasionally that zinc 
was in a tetrahedral geometry after DFTB3 QM/MM simula-
tion, with the detachment of the SAHA O2 atom. 

 

B3LYP/MM optimization. We then ran a B3LYP-D3BJ 
/MM geometry optimization after the DFTB3 treatment to 
further optimize the zinc-ligand coordination distance. The 
6-31G(d) basis set was first applied, and the diffuse function 
subsequently added. The results of this further round of 
QM/MM optimization are shown in Table S5. In this case, 
incorporation of the diffuse function had no effect on the ac-
curacy with which Zn2+ coordination distances were pre-
dicted. The results clearly show that in this case B3LYP-
D3BJ/MM yielded a better result for Zn2+ coordination dis-
tance and the overall geometry closely resembles the crys-
tal structure (Figure 4(D)). Moreover, as detailed for simu-
lations of Sfh-I (above) we observed only slight improve-
ment in prediction accuracy for structures that had under-
gone 542 steps (converged) of B3LYP-D3BJ/MM geometry 
optimization, compared to those that had only undergone 
250 steps. This increases our confidence that 250 steps of 
B3LYP QM/MM geometry optimization should be sufficient 
to build accurate models of complexes of zinc metallopro-
teins. 

 

Application to di-zinc systems: complexes of the IMP-1 
and L1 metallo-beta-lactamases. 

In addition to the wide range of zinc metalloproteins with 
mono-zinc centers, several enzyme classes of mechanistic 
and pharmacological and/or biotechnological interest pos-
sess dinuclear zinc centres.66,67 Accordingly, we also inves-
tigated the application of the combined MM and QM/MM 
MD approach to model complexes of di-zinc metalloen-
zymes, specifically metallo-beta-lactamases (MBLs), en-
zymes that confer resistance to a broad range of beta-lactam 
antibiotics upon producer bacteria.68,69 Two MBL model 
complexes were selected: the complex of IMP-1 with the 
small thiol thioglycolic acid (TGA, resolution 1.57 Å, PDB 
code: 6JED) 55 and the complex of the L1 MBL from Steno-
trophomonas maltophilia with the hydrolyzed form of the 
penem antibiotic faropenem (resolution 1.57 Å, PDB code: 
7A63). 56 Both complex structures contain two zinc ions that 
are close together in space (3.55 Å and 3.57 Å respectively 
for the IMP-1 and L1 complexes). In the IMP1:TGA complex 
one zinc ion (Zn1) is tetrahedrally coordinated by three his-
tidine residues (His77, His79, His139) and the thiolate of 
TGA (Figure 1(E)), while the second (Zn2) is 5-coordinated 
by three amino acids (Asp81, Cys158 and His197) and the 
thiolate and carboxylate oxygen atom of TGA. In the L1:faro-
penem complex the equivalent zinc ions are respectively 
tetrahedrally coordinated by three histidine residues 
(His83, His85 and His159) and a water molecule (which 
bridges the two zinc ions); and octahedrally coordinated by 
three amino acids (Asp87, His 88, His224), the carboxylate 
oxygen and ring nitrogen of hydrolyzed faropenem, and the 
zinc-bridging water. The two systems thus resemble one an-
other in some aspects (sharing a tetrahedrally coordinated 
zinc ion in a tri-histidine center and with a bridging, non-
protein ligand); but differ in others (with the second zinc 
ion in IMP-1 5-, as opposed to 6-coordinated and with IMP-
1 containing a Cys ligand). 

 

Workflow validation for the di-zinc system using the IMP-
1 complex 

MM MD. MM MD simulations on the IMP-1:TGA complex 
were carried out as above, using both the LJ12-6 and LJ12-
6-4 models with and without restraints. Of note, the GAFF2 
(Ver 2.11) forcefield was used to parameterize the inhibitor. 
Three replicate simulations were run for each model; RMSD 
values for the zinc centers and bound inhibitor, compared 
to the crystal structure, are presented in Figure S9. 

Inspection of Figure S9 shows that in all cases bound TGA 
remains close to the crystallographically observed binding 
pose throughout the duration of the simulation, with RMSD 
values remaining stable and below 0.5 Å throughout the 
simulation. However, when the unrestrained LJ12-6 model 
was used RMSD values for the binding site residues in-
creased dramatically, although these remained consistently 
low (~0.7 Å) when restraints were applied or the LJ12-6-4 
model was used. Visual inspection of the simulation trajec-
tory identified that in the case of the unrestrained LJ12-6 
model zinc coordination was disrupted by replacement of 
coordinating histidine residues with water molecules. 
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Compared to the LJ12-6 models, the zinc coordination dis-
tances obtained from simulations using the LJ12-6-4 mod-
els were overall closer to the crystallographic values (Table 
S6). Accuracy also improved when restraints were applied, 
although the effect was far less pronounced than in the case 
of the LJ12-6 model. The distance between two zinc ions 
was however better predicted by the LJ12-6 series models, 
whereas this increased by ~0.4 Å when the LJ12-6-4 model 
was used. Overall, and consistent with our findings for the 
mono-zinc systems, we consider the LJ12-6-4 model to also 
be the first choice for this di-zinc system. However, the co-
ordination number for each zinc ion increased to 6, as a re-
sult of the introduction of additional water molecules into 
the coordination shells of both zinc ions after LJ12-6-4 MM 
MD simulations. 

 

DFTB3/MM MD. As with our previous approaches, 100 ps 
of QM/MM MD using DFTB3 was then performed starting 
from the last frame of the MM production run. The QM re-
gion included the inhibitor, the zinc ions and the side chains 
of their coordinating residues, and the zinc-bound water 
molecules. The additional water molecules were success-
fully removed by this treatment, restoring the total Zn2+ co-
ordination number to nine. However, with the exception of 
the interaction with His197, the Zn2+-ligand distances for 
Zn2 increased by 0.1 ~ 0.2 Å, and approached the coordina-
tion boundary of 2.5 Å. This was particularly the case for Zn-
S interactions involving both Cys221 and the TGA thiolate. 

 

B3LYP/MM optimization. BL3YP-D3BJ based QM/MM 
geometry optimization was carried out using the last frame 
from the 100ps DFTB3/MM MD. In the interests of compu-
tational efficiency, the 6-31G(d) basis set was applied first, 
and the diffuse function was added subsequently. The re-
sults of the DFTB3/MM MD calculation and DFT/MM opti-
mization are shown in Table S7. After DFT refinement the 
Zn2+ coordination distances were very close to their values 
in the crystal structure. However, the incorporation of the 
diffuse function did not show a large improvement on the 
accuracy of predictions for Zn2+ coordination distances. We 
also found that there was no improvement in accuracy be-
tween structures that had met the convergence criteria 
(449 steps) for DFT/MM geometry optimization and 

structures that had only undergone 250 steps. Snapshots of 
the active site of the IMP-1:TGA complex at different stages 
of the simulation workflow are shown in Figure S10 and 
alignment of Zn2+ site geometries obtained from simula-
tions and the starting crystal structure, is shown in Figure 
4(E). 

 

Workflow implementation for L1 complex with hydro-
lyzed faropenem 

After demonstrating successful treatment of the IMP-
1:TGA complex, the pipeline was tested against the complex 
of the L1 metallo-beta-lactamase with the hydrolysis prod-
uct of the penem antibiotic faropenem. As observed for IMP-
1, MM MD simulations using the LJ12-6-4 model yield simi-
lar results regardless of the inclusion of restraints: the 
RMSD plots showed that the zinc center remained stable 
across the simulations while the geometry visualization 
showed that in each case both zinc ions were both octahe-
drally coordinated after 100 ns MM MD simulation (Figures 
S11, S12). MD treatment leads to coordination of both zinc 
ions by the faropenem C6 carboxylate group, and moves co-
ordination of Zn2 by Asp87 from mono- to bidentate. In ad-
dition, the hydroxyl group connected to the faropenem C1 
carbon moved to coordinate Zn1. As the above modes of co-
ordination generated by simulations using MM non-bonded 
models are clearly unrealistic (compared to the crystal 
structure), DFTB3/MM MD was carried out from the last 
snapshot of a restrained LJ12-6-4 simulation to address this 
artificial Zn2+ coordination. The distorted zinc geometry 
was successfully restored to that observed in the crystal 
structure by this subsequent 100 ps DFTB3/MM MD step. 
The structure obtained from DFTB3 treatment was then 
further refined to optimize zinc coordination distances with 
the B3LYP-D3BJ based QM/MM minimization approach 
(Figure S12, Table S). The 6-31G(d) basis set was first ap-
plied and the diffuse function was then added. In this case, 
incorporation of the diffuse function slightly improves the 
prediction accuracy of the Zn2+ coordination distances but 
significantly increased the computational cost. The align-
ment of the Zn2+ site geometry predicted from these simu-
lations to the crystal structure is shown in Figure 4(F). 



 

11 

 

 
Figure 4. Zinc binding sites of the 6 protein-ligand systems included in the study after simulations at different levels of 
theory. Carbon atoms are in green/yellow/purple depending on the model: yellow represents the crystal structure; purple repre-
sents a typical structure after 100 ns MM simulation with LJ12-6-4 models; green represents a representative structure after 
DFTB3/MM MD and B3LYP-D3BJ based QM/MM geometry optimization. Nitro atoms are in blue, oxygen atoms are in red and sulfur 
atoms are in dark yellow, zinc ions are represented as gray balls. 

 

DFTB3 calculations directly from crystal structures. 

Comparison of the results obtained from the various sys-
tems identified that when DFTB3/MM treatment was used 
to rectify distortions (e.g. additional zinc-coordinating in-
teractions, such as by water molecules, introduced during 
MM MD simulations) this often resulted in preferential pro-
duction of 4-coordinate geometry for individual zinc ions. 
To investigate whether DFTB3 can maintain appropriate 
zinc coordination when applied to a more accurate starting 
structure, we ran 2ns DFTB3/MM MD simulations directly 
from the crystal structures of each system using the same 
QM regions as in the QM/MM calculations described above. 
The outcomes of these simulations are shown in Figure 5 
and S13. The results showed that some structures (the ACE, 
ACE2 and L1 complexes) were well described by direct ap-
plication of the DFTB3 QM/MM approach, but that this was 
not the case for the Sfh- I, HDAC2 and IMP-1 complexes. For 
the Sfh-I:L-anti-1a complex, the inhibitor showed a rela-
tively high RMSD value compared to the ligands in other 
simulations. The interaction of the inhibitor thiolate with 
Zn2+ was lost, with Zn2+ coordination substituted by a water 
molecule. This may reflect the relatively high importance of 
the interaction between the inhibitor thiolate and zinc ion 
to the affinity of this system, compared to the much less ex-
tensive interactions made with the remainder of the active 
site51, and is also consistent with the relatively poor 

performance of our previous DFTB3-based simulations in 
describing zinc-sulfur interactions. 

For the HDAC2:SAHA inhibitor system, although the 
SAHA binding pose remained similar to that observed in the 
crystal structure, the SAHA O2 atom sometimes lost its at-
tachment to the zinc ion (with the Zn2+ – O2 distance in-
creasing to > 2.5 Å) after DFTB3 QM/MM simulation, with 
the zinc ion adopting a tetrahedral geometry. This was the 
same outcome as observed on DFTB3 optimization after 
MM MD simulations of this system (see above). The situa-
tion was however improved when DFTB3 treatment was 
applied using a larger QM region, that included not only the 
zinc ion, the side chains of coordinating residues and the in-
hibitor, but also the side chains of residues that are not in 
the zinc site but may interact with the inhibitor. In the case 
of HDAC2, when Tyr297 and His135 were included in an en-
larged QM region coordination between SAHA O2 and the 
zinc ion was retained. However, analysis of the distances be-
tween SAHA and interacting residues suggested that these 
were not affected by changes to the size of the QM region. In 
the case of IMP-1, the major inaccuracy when using DFTB3 
treatment is the incorrect calculation of Zn2+-inhibitor coor-
dination distances, with both Zn2+ - S and Zn2+ - O coordina-
tion distances predicted to be greater than 2.5 Å. As in the 
case of Sfh-I, above, this may reflect the involvement of sul-
fur atoms in interactions with zinc by both the protein and 
small-molecule ligand. 
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Figure 5. Zinc binding sites of the 6 protein-ligand systems included in the study after DFTB3/MM MD starting directly from 
the crystal structure. Carbon atoms are in green and yellow depending on the model: green represents a representative zinc site 
structure after 2ns DFTB3/MM MD starting directly from the crystal structure, yellow represents the crystal structure. Nitro atoms 
are in blue, oxygen atoms are in red and sulfur atoms are in dark yellow, zinc ions are represented as gray balls. 

 

Discussion

The diversity and versatility of zinc coordinating interac-
tions in zinc metalloproteins and their complexes with 
small molecule ligands makes accurate modelling of these 
systems an undertaking that is frequently challenging. In 
this work our aim was to develop a computational approach 
able to accurately describe ligand complexes of 6 diverse 
zinc metalloprotein systems, representing a range of coor-
dination chemistries and geometries. Whilst we here focus 
on complexes of known crystal structure against which the 
accuracy of the various approaches can be assessed, in 
many cases crystal structures of zinc metalloprotein com-
plexes with known or putative small molecule ligands will 
not be available. Hence we sought to develop a pipeline that 
is sufficiently robust to deal with more approximate start-
ing structures. For this reason, our evaluation included MM 
MD methods (as might be applied to optimize structures of 
putative complexes generated from e.g. docking experi-
ments) as well as QM/MM MD at both semi-empirical 
(DFTB3) and higher (B3LYP-D3BJ based DFT) levels of the-
ory, with each approach representing increasing levels of 
accuracy in treatment of zinc and its interactions, at the ex-
pense of increasing demands upon computational re-
sources. 

For the 6 tested systems, non-bonded MM MD ap-
proaches using the unrestrained LJ12-6-4 and restrained 
(both LJ12-6-R and LJ12-6-4-R) models yielded RMSD val-
ues of whole protein backbone atoms, compared to the 
starting crystal structures, for the 6 systems that were con-
sistent across the 4 tested non-bonded models. This sug-
gests that the differences between the LJ12-6 and LJ12-6-4 
models mainly occur at the zinc center. In general, the LJ12-
6-4 nonbonded model outperformed the LJ12-6 models in 
terms of accuracy of Zn2+-ligand coordination distance 
(smaller overall deviations from crystallographic values), 
consistency of simulation (lower standard error and more 
stable RMSD plots) and lower dependence on restraints. 
However, the LJ12-6-4 models show a much greater ten-
dency than the LJ12-6 models to increase the zinc ion coor-
dination number to six, usually by means of introduction of 
additional water molecules to the zinc site, resulting in oc-
tahedral coordination geometries (e.g., Sfh-I, ACE, ACE2, 
IMP-1, etc.). This difference likely reflects differences be-
tween the Zn2+ sphere radius used in the various models. 
Specifically, the Rmin value for zinc (1.276Å) for the LJ12-6 
CM parameter set is much smaller than that for the 12-6-4 
parameter set (1.454 Å). Smaller sphere sizes (Rmin values) 
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reduce the space available for additional water molecules to 
"crowd" into the zinc site. Despite inclusion in the LJ12-6-4 
model of a C4 term to represent dipoles, its performance 
still reflects design and validation based on aqueous Zn2+ 
complexes, in which the preference for octahedral geometry 
is well established, compared to a relatively earlier stage of 
development for describing the behavior of zinc in a protein 
environment where a wider range of geometries are evi-
dent, with tetrahedral particularly common. Fortunately, 
however, our work here demonstrates that additional zinc 
interactions introduced in MM MD simulations using the 
LJ12-6-4 model are normally water molecules, and that 
these can usually be removed with subsequent QM/MM MD 
approaches. With this caveat, the LJ12-6-4 model is a good 
choice for modelling small molecule complexes of zinc con-
taining proteins, being easy to be set up, delivering repro-
ducible simulations and overall predicting reasonable val-
ues for zinc coordination distances, over a longer timescale 
than is possible with QM/MM MD approaches and at rea-
sonable computational cost. 

The use of distance restraints was essential for obtaining 
reasonable results with LJ12-6 models, as without these 
some ligand or protein side-chain interactions with the zinc 
could be lost (e.g., in the above IMP-1:TGA complex). Alt-
hough the application of distance restraints did not affect 
the LJ12-6-4 model as much as the LJ12-6 model, these did 
improve the consistency between individual simulations in 
our sets of three replicates and contributed during the ini-
tialization of the system (energy minimization and equili-
bration). Although small molecule ligands were not re-
strained during either the equilibration or production MD 
processes, these did require restraining during energy min-
imization to retain or obtain a reasonable starting pose. Se-
lection of appropriate restraints then represents an im-
portant determinant of the overall success of MM MD steps, 
as inappropriate choices may lead to artificial interactions 
resulting in unrealistic descriptions of zinc binding or de-
tachment of the small molecule from the zinc ion(s); and re-
quires input based on prior knowledge of common interac-
tion patterns between zinc and typical zinc-binding groups 
(e.g. thiolates, carboxylates, hydroxamates). 

An additional factor influencing the quality of the results 
obtained with MM MD simulations is the ligand parameters. 
GAFF and GAFF2 from the AMBER package are general 
forcefields for parameterizing small molecule ligands; in the 
work presented here GAFF generally performed well. (Dif-
ficulties with implementation in LJ12-6-4 models precluded 
more extensive use of GAFF2). Of the model systems inves-
tigated here, limitations to ligand parameterization may be 
apparent in MM MD simulations of Sfh-I, where the ligand 
pose is poorly replicated, possibly due to the presence of the 
thiazolidine ring system and the additional thiolate sulfur 
atom; and HDAC2, where the aromatic ring at the end of the 
SAHA alkyl tail is oriented oppositely to its position in the 
crystal structure. In both cases the accuracy with which the 
ligand position was modelled was improved by subsequent 
DFT/MM optimization. Nevertheless, the GAFF approach 
retains the major advantages of speed and ease of use, 

making it a good choice for fast model building or ligand 
screening tasks with acceptable levels of accuracy. 

The DFTB3 and B3LYP-D3BJ methods were the two QM 
approaches investigated here. In our simulations, the 
DFTB3 approach showed a preference for formation of a 4-
fold (tetrahedral) zinc coordination geometry, and was an 
effective tool for removing additional water molecules in-
troduced during MM MD with LJ12-6-4 models. However, 
when both sulfur atoms and water molecules added during 
MM MD simulations are present in the zinc binding site, 
with DFTB3 the Zn - S contact is occasionally lost and zinc 
instead interacts with water molecules. In addition, the co-
ordination distances for Zn - S interactions were often badly 
described with DFTB3 treatment (i.e., the Zn - S coordina-
tion distances were often close to 2.5 Å, substantially longer 
than the typical experimental values of 2.15 – 2.35 Å). Taken 
together, these findings suggest that the DFTB3 approach 
may be less effective in handling Zn - S interactions. Alt-
hough DFTB3/MM MD simulations were run for 100ps, ad-
ditional water molecules introduced in preceding MM MD 
simulations departed from the zinc center at the very begin-
ning (i.e., first 10ps) of the run, suggesting that shorter time-
scales of 50ps or even 20ps may be sufficient for this pur-
pose. Limiting the duration of DFTB3/MM MD simulations 
may also reduce the possible impact on other Zn2+ - ligand 
interactions, leaving final refinement of the zinc center for 
subsequent B3LYP QM/MM optimization. 

Our results demonstrate that removal of additional zinc-
coordinating water molecules requires DFTB3/MM MD 
simulations. In comparison, B3LYP/MM optimization had 
only limited capability to alter the geometry of the zinc site, 
and in most cases was unable to remove artificial zinc coor-
dinating water molecules (resulting in 6-coordinate zinc ge-
ometry) introduced during MM MD simulations. Computa-
tional expense precluded B3LYP/MM MD simulations. Our 
data show that B3LYP/MM optimization should be carried 
out from an appropriate starting geometry, and not one that 
contains significant distortions, such as those that may be 
introduced during preceding MM MD steps. 

We found the GD3BJ dispersion correction to be im-
portant for accurate description of zinc coordination dis-
tances in simulations using B3LYP, with inclusion of the dif-
fuse function important in systems containing sulfur atoms. 
In addition, only minor differences were observed when 
comparing structures obtained from a fully converged 
B3LYP-D3BJ simulation and after 250 steps of B3LYP-D3BJ 
treatment. Given the difficulty in reaching convergence 
when using DFT QM/MM optimization (which with our 
hardware infrastructure normally required around 750 
steps and approximately 10 days of calculations), we then 
consider a 250-step optimization likely to be sufficient to 
obtain model geometries of acceptable levels of accuracy. 
Furthermore, the computational efficiency of the B3LYP-
D3BJBJ/6-31+G(d) treatment was greatly improved when 
the structure was first optimized with B3LYP-D3BJ/6-31G*. 
A computationally efficient B3LYP-D3BJ-based QM/MM op-
timization approach could then be 250 steps of B3LYP-
D3BJ/6-31G(d) first, followed by a further 250 steps with 
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diffuse functions included. Of the three methods tested, the 
B3LYP-D3BJ approach then provided the most accurate de-
scriptions of the systems under test, but required previous 
geometry optimization of the starting structure by e.g. 
DFTB3 treatment. 

Although MM MD may provide a robust and computation-
ally efficient approach to obtaining a proper complex sys-
tem for simulation (e.g., protonation state, stable confor-
mation of the complex), especially when docked structures 
are used as initial structures, our results indicate that incor-
poration of an initial MM MD step is not essential when sim-
ulating ligand complexes of zinc containing proteins from 
crystal structures. In such cases reasonable descriptions of 
metal centers can be obtained by using QM/MM methods 
directly. In particular, although the semi-empirical DFTB3 
method is less effective than DFT in predicting coordination 
bond lengths, and can present particular difficulties in deal-
ing with sulfur atoms, DFTB3 consumes less computational 
resources than B3LYP-D3BJ, making possible QM/MM MD 
simulations on the nanosecond timescale. Moreover, DFTB3 
QM/MM MD simulations have some ability to restore dis-
torted zinc geometries, although caution should be taken 
when sulfur atoms are involved. 

 

Conclusions 

The extensive set of simulations described here for a 
range of zinc metalloprotein systems allows some general 
conclusions to be drawn regarding approaches that may be 
suitable to generate realistic models of zinc metalloprotein 
complexes. MM MD simulations using non-bonded models 
failed to maintain experimental zinc coordination and (as 
expected) showed strong tendencies towards octahedral 
geometries, due most likely to the treatment of zinc ions. 
DFTB3 MM/MD treatment retained experimental coordina-
tion when crystal structures were used as starting models, 
and was often able to remove water molecules added by 
prior MM MD treatment, but was less well able to describe 
zinc centers with coordinating waters exposed to bulk sol-
vent and, in particular, zinc-sulfur interactions. B3LYP-
D3BJ/MM geometry optimization well describes zinc cen-
ters and can restore distorted coordination distances close 
to experimental values, but does not result in large-scale 
changes to geometry and so requires an appropriate initial 
structure. Our data suggest that inclusion of empirical dis-
persion corrections in these simulations is beneficial, while 
use of diffuse functions in B3LYP-D3BJ/MM geometry opti-
mization may improve the quality of the final model but 
does not always do so, and imposes a dramatic increase in 
computational cost. We conclude that a computational pipe-
line involving DFTB3 QM/MM MD simulations at the semi-
empirical DFTB3 level of theory, followed by B3LYP-
D3BJ/MM geometry optimization, should be sufficient to 
generate models of protein zinc centers, with preceding 
classical MM MD not essential unless there are require-
ments for significant optimization of the starting model, ob-
servation of the motions of the system over longer time 
scales, or examination of protonation states. In such cases 
LJ12-6-4 models provide a more accurate description of 

zinc than LJ12-6 models in terms of coordination distance, 
and the unrestrained LJ12-6 model is not recommended. 
While unrestrained simulations could be used to examine 
the potential movement of zinc binding residues, restrained 
simulations are more appropriate to simulate the dynamics 
of the zinc site while as far as possible retaining crystallo-
graphically observed geometry. Overall, the pipeline of MM 
MD, DFTB3/MM MD and B3LYP-D3BJ/MM geometry opti-
mization provided good results in our tests. We suggest that 
this constitutes a robust and versatile approach suitable for 
modelling diverse zinc metalloproteins and their com-
plexes. 

 

Methods & Materials 

Molecular Mechanics (MM) dynamics simulations. 
The PDB file for the Sfh-I inhibitor complex (PDB code: 
7BJ9)51 was obtained from Dr Philip Hinchliffe prior to re-
lease. Crystal structures of other protein-ligand complexes 
were obtained from the PDB database 
(https://www.rcsb.org/).70,71 Crystallographic water mole-
cules within 10 Å of the ZN ion were retained, other in the 
PDB files were removed. PDB headers and all lines other 
than ‘ATOM’, ‘HEATM’, ‘TER’ and ’END’, were deleted. The 
protonation state of the protein was determined by 
PROPKA 3.072,73 through the PDB2PQR74 server. Packages 
including tLEaP, Antechamber and ParmEd of Amber-
Tools2015 were used to parameterize the protein-ligand 
system. Hydrogens were added to the protein using tLEaP. 
Antechamber was used to generate parameterization files 
for the ligands: inhibitors were described by the general 
AMBER force field (GAFF)75 and AM1-BCC charge method 
unless otherwise specified. The complex was solvated in a 
12 Å water box using tLEaP. The Amber ff14SB forcefield 
and SPC/E water model were used to parameterize the sys-
tem of protein and water molecules. After balancing the 
charge of the system using Na+ and Cl- counter ions, the to-
pology and the coordinate files of a typical nonbonded LJ12-
6 model of the system were generated (the LJ12-6 CM pa-
rameter set). The topology file editor ParmEd was then 
called to add C4 terms to the LJ12-6 topology file and coor-
dinate file generating corresponding files for the LJ 12-6-4 
model. After system preparation, the simulation used the 
pmemd engine of Amber18.13 

The system first went through minimization of the hydro-
gen atoms followed by minimization of the water molecules, 
then minimization of side chains and finally of the whole 
protein-ligand complex. After the minimization, the system 
was slowly heated to 298K over 200 ps. After that, a 2-na-
nosecond equilibration process was carried out to optimize 
the system configuration. Distance restraints were imple-
mented in the above steps to keep the zinc binding site sta-
ble. Positional restraints were applied to the protein back-
bone atoms and the zinc ion. The strength of positional re-
straints gradually decreased (starting from 25 kcal/mol) as 
the equilibrium progressed and these were totally removed 
in the last equilibration step (1 ns). Distance restraints were 
applied to help maintain the zinc coordination geometry. 
The values of the lower (r2) and upper (r3) bounds were 
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respectively set to be ~0.15 Å from the crystallographically 
observed values. The constants rk2 and rk3 were set to be 
50.0 kcal/mol. MD simulations (production runs) with or 
without (depending on model type) restraints were 
launched when the equilibration was completed. The non-
bond cut off distance was set to 10 Å and the system tem-
perature was set to 298K and regulated by Langevin dy-
namics with a collision frequency of 2. The Berendsen bar-
ostat was applied to control the system pressure at 1 atm. 
The SHAKE algorithm was applied to allow a larger time 
step. The simulation ran for 100 ns with a time step of 2 
femtoseconds under the constant pressure periodic condi-
tion. MD trajectories were analyzed and RMSD values calcu-
lated by Cpptraj, a trajectory processing package included 
in AmberTools20. Records of the system status during MD 
simulations were analyzed by the Python script ‘mdout_an-
alyzer’ of AmberTools19.16 MD trajectories were visualized 
by VMD (Version 1.9.4)76 and snapshot analysis (e.g., dis-
tance measurement between atoms) carried out using 
PyMoL (https://pymol.org/)77. 2.5 Å was set as the bound-
ary distance for zinc coordination analysis. 

 

QM/MM dynamics and geometry optimization. 
QM/MM calculations were carried out at two levels of QM 
theory: DFTB3 and DFT (B3LYP). In both DFTB3 and B3LYP 
QM/MM calculations, the QM region was defined as the in-
hibitor, zinc ions, any water molecule coordinated to the 
zinc ions, and the side chains of the zinc coordinating resi-
dues; while the rest of system was defined as the MM region. 
Link hydrogen atoms were automatically added to the sys-
tem by Amber’s QM/MM engine Sander. QM/MM MD was 
carried out from the last snapshot of preceding MM MD sim-
ulations to restore the coordination geometry of Zn++, or di-
rectly from crystal structures. Calculations were performed 
using AMBER 18 which has built-in DFTB3 code and can 
handle both the QM and MM portions of the calculation. The 
QM region was modelled by DFTB3 theory, and the MM part 
was modelled using Amber forcefield ff14SB (the same pro-
file as the MM production run). For the QM region, the non-
bond cutoff distance was set to 8 Å and the SHAKE algorithm 
was used. QM/MM geometry optimization using DFT theory 
for the QM region was performed based on the result of 
DFTB3/MM MD or the last frame of MM MD simulation (de-
pending on the system). The B3LYP/MM optimization was 
performed with AMBER 18 via its external QM program in-
terface: Gaussian 1678 was called to initiate single point cal-
culations for the QM region and the MM portion was han-
dled by AMBER 18 using the Amber ff14SB forcefield59. In 
the DFT optimization a QM cut-off distance of 8 Å was set. 
For the QM portion, we used B3LYP hybrid functionals with 
the 6-31G(d) or 6-31+G(d) basis sets. The D3 version of 
Grimme’s dispersion correction with Becke-Johnson damp-
ing62,63 was also applied, which is important for predicting 
accurate protein structures. In all QM/MM calculations, the 
particle mesh Ewald (PME) method was implemented to 
calculate long-range QM-QM and QM-MM electrostatic in-
teractions. Covalent C-C bonds at the boundary of the QM 
and MM region were treated by adding hydrogen link-at-
oms, which were automatically placed by AMBER. SCF 

convergence thresholds was set to be SCF=(Conver=8). The 
outputs from QM/MM calculations were analyzed by Cpp-
traj in AmberTools2016 and visualized using VMD (Version 
1.9.4) and PyMoL (https://pymol.org/)77. As above, 2.5 Å 
was set as the boundary distance for zinc coordination anal-
ysis. 
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