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CHAPTER I
INTRODUCTION

Normal distributions are very useful as mathematical models for
many frequency distributions found in nature and industry. Thus, a great
many measurements made on manufactured articles possess distributions
that can be approximated well by normal distributions. The same is also
true of many biological measurements. Even if there were few natural dis-
tributions of this form, the normal distribution would still be extremely
important because of its place in theoretical work. As may be readily in-
ferred, there are many curves which are like the normal curve in that they
have at most one mode, but differ from the normal curve in that they are
not symmetrical. Such curves are often referred to as skew curves.!

Most of these types of curves are presented by the various graphs ob=-
tained by plotting the terms of the expansion of the binomial (p+q)n,
where p represents the probability of the occurrence of a certain
event, q the probability of its failure and n the number of trials.
Lest one should think that the graphs of the terms of the expansion
would be rectangular histograms, it is well to say that it is the fre-
quency curve which correspond to these histograms to which we refer as
representative types of frequency curves. When, as a special case, p=q=%,
the corresponding graph is symmetrical - that is, skewness is absent or
zero - and is essentially a form of the normal curve. To show the mathe-
matical justification of this statement, is the writer's purpose for

making this investigation and writing this thesis.

lEorsyth, C. He, An Introduction To The Mathematical Analysis
Of Statistics, John Wiley and Sons, Inc. New York, N. Y., 1924,
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The curve which we now call "normal®" is the curve of normal pro=
bability or curve of error which attracted the interest of most of the
great mathematicians and astronomers of the first half of the nineteenth
centurye. More than two centuries ago, Abraham De Moivre (1667 = 175k4),

a refugee mathematician living in London, making his living partly by
solving problems for wealthy gamblers, recognized that the random varia-
tion in the number of heads appearing on throws of n coins corresponds
to the terms of the binomial expansion of (.5 + .5)", and that as n be-
comes larger this distribution approaches a definite forme In 1733 De
Moivre Qerived the equation for this curve and presented it privately to
some friendse To him it was only a mathematical exercise, utterly un-
connected with any sort of application to empirical datae.

At that time there were no collection of empirical data at hand
for study. As yet no one had made any measurements of any large number
of individuals. A Swiss mathematician named Jacques (or James) Bernoulli
(1654 = 1705, eldest of the very remarkable family of mathematicians by
that name) had suggested that the theory of probability might have use-
ful applications in economic and moral affairs, but he, himself, was too
near death to investigate the applications, and, moreover, he had no nmu=
merical data which he could have used for that purpose. In 1713, his
great book on probability, was published posthumously under the editor-
ship of his nephew Nicolas. Nearly a century passed before any scienti-
fic worker began to gather large masses of concrete data and to study the
properties of distributions. The application of the normal curve in studies
of concrete data begins with the work of the great mathematical astronomers

who lived at the beginning of the nineteenth century, chiefly Laplace (1749~



1827) in France, and Gauss (1777 = 1855) in Germany, each of whom de~-
rived the law independently and presumably without any knowledge of De
Moivre's derivation.

The probability curve is often called the Gaussian Curve, be-
cause until recently it was supposed that Gauss had been the first per=
son to make use of its properties., However, in 192}, Karl Pearson dis=
covered an unknown derivation by Abraham De Moivree.

The idea that this curve could be used to describe data other than
errors of observation in the physical sciences seem to have originated with
the great Belgian statistician, Adolphe Quetelet (1796 = 187L), who first
popularized the idea that statistical method was a fundamental discipline
adaptable to any field of human interest in which mass data were to be
founds He was convinced that the measurement of mental and moral traits
waited only for the collection of sufficient and trustworthy data, and
was so sure that when such measurement was feasible, the distribution of
these traits would be found to be in accordance with the "law of error'
that he talked about "the normal curve of error",

Most people are familiar in a general way with this bell=-shaped,
symetrical frequency distribution which has an unlimited range and which
approaches the base line more closely as the absolute value of the abscissa
becomes larger. Most people have heard so much about this curve that they
have an exaggerated idea of its universality, and imagine that every dis-
tribution which has a peak near the center is normal. Actually the nor=
mal curve is a mathematical abstraction, a sort of mathematical model.
Some concrete data have distributions which approximate this form, but it
is not in any sense the expected pattern to which observed distributions

conforme



CHAPTER II
A PRIORI PROBABILITY

A variable which is the resultant of several independent, equally
potent causes, each as likely to be present as absent in any given in-
stance, has a binomial distributione This binomial distribution is dis-
crete, and may be represented by a histograme. If the number of indepen=
dent, equally potent causes increases, the number of intervals in the
histogram increases. When the mumber of intervals becomes very great, the

histogram begins to suggest a smooth curvee The limiting form of this
histogram as the number of these independent, equally potent causes be=
comes infinitely great, is the normal curve.

Thus if several unbiased coins are tossed simultaneously, the
number of heads appearing on a single throw is a variable which depends
upon the way each of the several coins fall. These coins are independents;
each is, presumably, as likely to fall one way as to fall the other; and
each has the same effect upon the total. In the long run, the proportion
of N throws which would be expected to show no heads, 1 head, 2 heads, etc.
is as follows:

Number of Proportion expected to show given number of heads
permies tossed

0 1 2 3 L 5
e i/e

1/ 2/ 1k

1/8 3/8 3/8 1/8

116 LA6 6/16 L/16 1/16

1/32 5/32 10/32 10/32 5/32 1/32

T & oM -
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If histograms of these proportions were drawn, one would readily
see that as the number of coins becomes very large, these histograms would
approach the normal distribution,

Let us consider a mathematical illustration of the binomial ex-
pansion and acquire greater familiarity with the significance of the terms
of the expansione If n coins were tossed up, the first term of the follow=
ing expansion
G+ B+ 0 BB +a-1) BB + eten,

is the probability that all coins will be "heads". Similiarly, the second
term is the probability that all but one will be "heads", since (%)%1 (3)
is the probability that one particular‘ coin will be "tails™ and the rest
"heads" and this one coin can be chosen in n ways. Likewise, the third
term is the probability that all but two will be "heads" and so on for

the rest of the terms.

In this experiment the writer chose n to be four and varied the
number of throws. As a model with n = 4, the proportion expected to show
the given number of heads, for any single toss can be shown by expanding
(p+ q)h, thus obtaining pl+ Lp2q + 6p2¢2+ kpg3+ o!s Letting "H" represent
heads and "T" for tails the various combinations are as follows:

e e & G T B T 8K b g o e 5
- g WY U A 8 N TR -2 2%
M K E T [ ack S & Tl | T K KK
RS G i L e S S O kYl M B O -
i 2 R.-B R ks T H H T
Ve S N M BT L3
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Figure 1. Binomial distribution: proportion expected to
to show given number of heads when 4 coins are

tossed one time,



Figure 2, Binomial distribution: showing given number of
heads when 4 coins were tossed 16 times.
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Figure 3. Binomial distribution showing given number of heads
when 4 coins were tossed 160 times.



Since the total number combinations is sixteen, one needs but to look at
the above expansion and see that the expected values for O, 1, 2, 3, and
L heads is 1, L, 6, 4, and 1 respectively. The histogram of this distri-
bution is shown in figure 1 and was taken as the model to measure the ex-
perimental data. Figure 2 is the histogram of data recorded when four
unbiased coins (pemnies) were tossed 16 times and figure 3, when the same
four coins were flipped 160 times. It will be observed that they both
have a bell shape, but that the one in figure 3 is more nearly symmetri=

c&'l.t.hantheonéinfigureZ. Also the histogram in figure 3 has a slightly
broader hump than the one in figure 2.



CHAPTER III

THE NORMAL CURVE: LIMITING FORM
OF THE BINOMIAL DISTRIBUTION
Proof Number I

Let us first consider the binomial distribution and determine
mathematically what happens as n is allowed to increase without limit.

Let r denote the number of successes in n trials, and let

y (r) denote the probability of exactly r successese Then, from the
equatione
p(r) =P[x= r] = C (n,r) p* @ T= n} p’ q" Tone has
rl (n~-r)l

¥ (x) =28 pF 7

rt (n -1t

The slope of the line segment joining the midpoint of the top of the
bar which represent r successes to the midpoint of the top of the

bar representing r + 1 successes, as in figure L, is

y(r+1l)=y(r) =y (r+1) =y (r) =ni pr*l o1l _
(r+1) -1 (r +1)% (=r-1)t

nlpr @ =Ny prqo=r [P (n~-1r) -1

ri (n=- 1)t rt (n~-1r)} _dq(r +1)
The factor N§ pT T is Y (r), so that one can write
r}i (n =)t

) 1 . 2ryie) »ap~mp~2qg~q ==Wersyg

y(r) Ar q (r+1) q (r+1)

The W. R. Banks Library
Duaiewia Wiaw A & ¥X. Collem




11
where ar denotes the change in r passing from one bar to the next,
Ay (r) =y (r +1) =y (r), and use is made of the fact that p + q = 1.
Since the scales of the histogram must be changed to standard
scales, let x denote the abscissa in the standard scale. The standard
horizontal scale has E [r] = np for its zero point ando~= npq for
its unite Then the relation between x and r is,
(2) X = r = np,
. JDPQ
or, solved for r,
(2') re=xynpg + Dpe
‘The origin of the vertical scale is not changed, and a chage
of the vertical unit does not change the ratio Aye Therefore the
slope of the line joining the midpoint of the taog of one bar to the mid-
point of the top of the next, denoted by A& y in the standard scales,
satisfies an equation obtained from (1) a.fAte: r has beex; replaced by
its value in terms of x as

(") Ar = AxVNpq,

so that equation (1) becomes

L s - ey

after multiplying through byaﬂ npq this becomes




Figure 4.

2

+1

12
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As n increases without bound, Ar remains equal to 1. So X

approaches zero, by equation (2"); Aéx approaches the derivative of y
X

with respect to x; and the right-hand member approaches -x. Hence the

result of taking the limit of both members of the above equation is

1 d! = = Xe
Yy dx

then, by integration,

lny = -_2;2 + lnc,

2

or

2
(3) y = CQ+

The constant of integration is determined from the fact that
this is a probability function and must satisfy the equation
d

p (x) dx = [Cé X £ dJ=1.

thus
oo Cd 2
dx = 1
foisnle iy mepliof
-00

-
To evaluate this integral, set

o0 9 gor i 9
- = -! d .
3 ! =I 2 5 o Ie - 4

oo 2 - “"_ 7 P
S s =[fe_-_g_dx][(z__¥_d¥] —[Ie L__2_1 dy dx

This double integral represents the volume above the first quadrant of
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R e g8

the xy - plane under the surface Z= & 2

To evaluate the integral ™ s a change to polar coordinates may
be employeds Let x + y =P s and keep in mind that in the trans-
formation the differentials of x + y becomes the Jacobian J of x and y
with respect toPan © times the differentials of Z and ©; that is

dxdy = JdP d.0

To evaluate the Jacobian, we use

3

+ y2= P2
x = Pees g
Yy =P sin ©
L - b cos © -Psin ©
ro X D6
|
J= i =Pcos? @ +Psin2 0 = P
it
2y. Y sin @ P cos ©
2°F oo |
When y = o then ©=o0 and as y— o then 0 = w
2
X = o then” =0 and as x—oe then P—= oo
E =] - E -
. 2 Y -g. < __2'
. T C "PdP do = -e de

1Le
f’" . = il
L 2

Since 2¢ I=1, C=_1 » substituting this value of C in

Yz

equation (3), we obtain the equation of the Normal Probability Curve,
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nmly’
3. ¢ (x) g 1 -_3_C_2 .
1’ o
Moment = Generating Function Method
Thus for the fact that the binomial distribution can be approxi=
mated well for large n by the normal distribution with m = np and
g = npq has been made plausible by proof number l. Now con=

sider the verification of this fact by means of the moment-generating
functions Here it is convenient to use the variable

T =.0p & xTeR =P
"r_@q“ o=

From the properties 1

(1) McG (8) = Mz (Ce)
(2) Mc +¢c (8) =Mz (o)
(3) Mx (8) = (q +pe®)n

it follows (respectively) that

My (8) =My = & B
|« s
u (0PE . ¥ ()

=€®(q+pe 2"

lioel, Paul G., Introduction to Mathematical Statistics, John
Wiley and Sons, Ince, New York, New Yorkes 19L7e
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Taking the logarithms of both sides to the base € gives

= - 8
log M, () H;__-i- N log (q + pe —=-)

Expandinge_@_andreplacingq+p by 1 yields
o 4

loth(B)--MS'l-Nlog{l-bp[(O) "'1(9)2" l(_g)"’ooo—)
g (-;" 21 a“ 3;(0') =

The logarithm on the right may be treated as of the form log , d+Z]e

It l e Iis chosen sufficiently small, the expansion

log{l-l-l}-z- D N N
2 3 k
may be applied to give

(b) log My (8 ) =~
+Np(6)_2!.__(_6_§+..J p2(e)+1(e)+..£'+?..}
(@) fiO (=) 21 (o)

Collecting terms in powers of 6 gives

loth(6)=(-M+NP)9+N(P P)O + eee
¢ o) (a"‘ k;
But, since np = m and = npq, the coefficient of © vanishes and the
coefficient of _63 reduces to le

21

(-y_-n-_n_l’_;e-tN(P P)e + oo
( o o (C"‘"v")g;
(-NP+NP )@+ (NP-NP2) €2
(o o) (wq wq ) 2t



(0)e +(1L-P) 8
q 2}

butl =P =q
consequently

]nth(O)=_22_+femsin ek, K‘B,h,oc.

2%

From an inspection of (L), which shows how terms in oK arises, it is

clear that all terms in ek contains _N_ as a common factor. Since
k

this other factor does not involve n and since
N = N

¥ (apo)k

with K Z 3 here, all such terms will approach zero as n becomes in-
finites This implies that

limlog M, (@) = g 2
B 2

Which in turn implies that

umnt(e)-e_gz_
2

N-.D

This is a form of the Normal Curve.

17



CHAPTER IV
SUMMARY AND CONCLUSION

The binomial distribution discussed in the previous chapters is
an important example of a probability function of a discrete random vari=-
able. The most important probability function of a continuous random vari-
able is the one which is the subject of the following theorem:

If the histograms of the probability functions, with p and q
fixed are drawn in standard scales, then, as n increases without bound,

the histograms converge to the curve where equation is

y=¢(x)=T£_F 2_-1252_

This curve is called the Normal Probability Curve.

The importance of the normal probability function rests on the
fact that many families of probability functions converge to the normal
probability function. It was shown in the previous chapter how the nor-
mal curve is the limit of the family of binomial distributions. The bi=-
nomial distribution can be used to solve many practical problems related
to repeated trials of an event. This distribution is applicable to a
discrete variable that assumes only one or the other of two values.

For situations in which more than two values are possible and desirable,

a generalization of the binomial distribution is needed.
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