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ABSTRACT 

Impaired attention is common in many neurological disorders. Normal attention promotes 

the selective processing of important sensory information. This selective processing relies on 

neurotransmitters, like glutamate, and neuromodulators, like norepinephrine, acting in frontal, 

parietal, and visual cortices. We tested treatments targeting the glutamatergic and noradrenergic 

systems using a rat model of attentional lapses. 

Rats were trained to respond quickly to stimuli in a two-choice reaction time task 

(2CRTT). Response times were split into initiation time (IT) and movement time (MT). 

Performance measures were derived from IT and MT distributions. IT mode represents 

sensorimotor processing speed when rats are attentive. IT deviation from mode (devmode) 

measures distribution skew which is thought to reflect attentional lapses. Altered MT mode or 

trials completed could reflect drug-induced side-effects. We tested the NMDA receptor co-

agonist, D-serine, in a group of rats. We then tested a combination treatment of D-serine and the 

norepinephrine reuptake inhibitor, atomoxetine (ATX). New rats were used in a follow-up test. 

Data were analyzed using linear mixed models or repeated measures ANOVA. 

We did not find an effect of D-serine on IT mode; however, the highest dose (300 mg/kg) 

reduced IT devmode. The initial test of the combination treatment (100 mg/kg D-serine with 0.5 

mg/kg ATX) did not reveal an effect on IT mode; however, the combination treatment reduced 

IT devmode with no effect following either drug alone. The follow-up test (125 mg/kg D-serine 

with 0.3 mg/kg ATX) did not reveal an effect on IT mode; however, IT devmode was reduced 
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following ATX or the combination treatment. Importantly, the combination treatment reduced IT 

devmode more than either drug alone. Furthermore, the combination treatment did not increase 

MT mode or trials completed compared to ATX alone. 

Activating NMDA receptors with D-serine appears to reduce attentional lapses without 

affecting sensorimotor processing speed. The present findings also support the efficacy of a 

combination treatment comprising D-serine and ATX. This combination treatment does not 

appear to increase unwanted side-effects associated with ATX. Taken together, these findings 

suggest that simultaneously targeting glutamate and NE systems could be a safe and effective 

strategy for treating impaired attention.  
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CHAPTER 1 - INTRODUCTION 

Goal-directed behavior depends on the ability to detect relevant information in the 

environment. Attention adjusts our receptivity to competing sources of sensory stimulation, 

increasing the likelihood that relevant information is processed efficiently and therefore 

perceived (Buschman & Kastner, 2015; Parasuraman et al., 1998). Sustained attention requires 

the maintenance of selective sensory processing over time, a function that is often impaired in 

individuals with attention deficit/hyperactivity disorder (ADHD; Huang-Pollock et al., 2012; 

Kofler et al., 2013; Tamm et al., 2012) or schizophrenia (Cornblatt & Malhotra, 2001; Liu et al., 

2002; McCleery et al., 2015; Nuechterlein et al., 2004, 2015). The development of safe and 

effective treatments for impaired attention requires 1) an appropriate animal model for 

translational research and 2) an understanding of how neurotransmitter and neuromodulator 

systems affect patterns of neural activity that underlie the processing of selected sensory 

information.  

This introduction begins by describing the tasks and parameters used to study sustained 

attention in humans and rodents. Several sections then cover brain networks and neurochemical 

systems that are relevant to the present research. First, evidence is presented to illustrate the 

modulation of neural activity in frontal, parietal, and visual cortical areas of the visual processing 

system during attention. Briefly, top-down feedback is generated in these areas when 

visuospatial attention is oriented endogenously (i.e., in the absence of visual stimulation). Top-
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down feedback subsequently affects patterns of sensory-driven neural activity to facilitate the 

bottom-up processing of selected sensory information. Sensory processing during attention could 

be affected by changes in neural firing rates, neural synchronization, or network-level noise 

correlations. Each of these concepts is briefly described below. The second major section then 

describes possible roles for the activation of N-methyl-D-aspartate (NMDA) receptors and 

norepinephrine (NE) release in the modulation of endogenous and sensory-driven neural activity 

during visuospatial attention. 

Sustained Attention 

The Study of Sustained Attention in Humans 

Sustained attention is often studied in humans using discrimination tasks such as the 

continuous performance task (CPT) first introduced by Rosvold and colleagues (1956). 

Participants orient attention to a stream of continuously presented stimuli, responding by key 

press to targets while withholding responses to non-targets. Accuracy, omissions, and target 

discrimination scores (including d’) are often used in CPTs to measure sustained attention 

(Riccio et al., 2002). More recently, intraindividual reaction time (RT) variability (RTV) has 

been used to measure sustained attention in these tasks. In particular, measures of RTV that 

reflect the positive skew of RT distributions are increasingly emphasized in clinical research 

(Kofler et al., 2013; Tamm et al., 2012). For example, the ex-Gaussian measure, tau (τ), reflects 

the influence of unusually slow responses that increase positive skew in RT distributions. These 

slow RTs are thought to be caused by lapses in attention (Leth-Steensen et al., 2000).  

The Study of Sustained Attention in Rodents 
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The development of rodent behavioral models for sustained attention research has largely 

paralleled the development of tasks and measures for clinical research. Spatial discrimination 

tasks such as the five-choice serial reaction time task (5CSRTT) and the five-choice CPT were 

adapted from human paradigms like the CPT (Bari et al., 2008; Carli et al., 1983; Robbins, 2002; 

Young et al., 2009). Behavioral measures include accuracy and d’ (Bhakta & Young, 2017; 

Robbins, 2002). As seen in clinical research, recently developed measures of RTV have been 

used to study sustained attention in rats (Hausknecht et al., 2005; Redding et al., 2019; Sabol et 

al., 2003).  

The model developed by Sabol and colleagues (2003) uses the positive skew of RT 

distributions in rats performing a spatial discrimination task called the two-choice reaction time 

task (2CRTT). To account for the full-body movements required for responding in rodent tasks, 

RT is split into initiation time (IT) and movement time (MT). Analyses focus on the distribution 

of ITs to isolate effects on attentional processes from effects on movement speed, motivation, or 

sedation (MT). The difference between the mean and the mode of an IT distribution is referred to 

as deviation from the mode (devmode). Like ex-Gaussian τ, devmode measures positive 

distribution skew and therefore reflects the occurrence of slow ITs that are thought to be caused 

by lapses in attention. Measures of RTV that account for the skew of distributions (including IT 

devmode) are analogous to techniques currently used in clinical research (Tamm et al., 2012; 

Kofler et al., 2013) and could prove to be valuable tools for translational sustained attention 

research. 

Extensive research in humans and rodents has been conducted to study sustained 

attention, leading to the development of current behavioral measures such as intraindividual 

variability of RT distributions. Research using these measures in translational rodent models 
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could lead to the development of safer and more effective pharmacological treatments for people 

experiencing impaired attention due to ADHD, schizophrenia, or other neurological disorders. 

The success of such research depends on understanding 1) how neural activity is modulated 

during attention in the interconnected brain regions responsible for processing sensory 

information and 2) how neurotransmitters and neuromodulators promote these processes. These 

concepts are described in the following sections. 

Modulation of Neural Activity During Attention 

The brain has a limited capacity to process visual sensory information, meaning that we 

cannot simultaneously perceive all the information present in most naturalistic scenes 

(Broadbent, 1958; Schneider & Shiffrin, 1977; Tsotsos, 1990). A content filter is needed to 

increase the likelihood that important sensory information is processed efficiently. Visuospatial 

attention provides a content filter for perception when we know in advance which stimuli are 

important and where to look for them. The advantage of attention can be seen in the more 

efficient processing of sensory information at attended visual field locations (e.g., Albares et al., 

2011; Anton-Erxleben & Carrasco, 2013; Bashinski & Bacharach, 1980; Carrasco et al., 2004; 

Eriksen & Hoffman, 1973; Lee et al., 1997; Posner, 1980; Treisman & Gelade, 1980). Attention 

depends on a complex network of brain areas that includes cortical and subcortical structures 

(Kastner & Pinsk, 2004; Langner & Eickhoff, 2013). Here we will focus on frontal, parietal, and 

visual cortical areas involved in the processing of visual sensory information. Neural activity in 

these areas is selectively modulated in humans performing visuospatial attention tasks, meaning 

that patterns of neural activity change to reflect the orienting of attention toward specific visual 

field locations.  
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A network of dorsal frontal and parietal cortical regions referred to as the dorsal attention 

network (DAN; Corbetta & Shulman, 2002) is thought to initiate and maintain control over the 

orienting of visuospatial attention (Corbetta & Shulman, 2002; Kanwisher & Wojciulik, 2000; 

Kastner & Ungerleider, 2000; Petersen & Posner, 2012). Consistent with this thinking, human 

subjects exhibited increased frontal and parietal activity in positron emission tomography (PET; 

(Corbetta et al., 1993; Coull & Nobre, 1998; Nobre et al., 1997) and functional magnetic 

resonance imaging (fMRI; Beauchamp et al., 2001; Maurizio Corbetta et al., 1998; Coull & 

Nobre, 1998; Gitelman et al., 1999; Huddleston & DeYoe, 2008; Perry & Zeki, 2000; Serences 

& Yantis, 2007; Szczepanski et al., 2010; Vandenberghe et al., 2001; Wojciulik & Kanwisher, 

1999; Yantis et al., 2002) scans taken during tasks in which attention was voluntarily oriented in 

space. Topographic mapping techniques paired with fMRI during the orienting of spatial 

attention (Saygin & Sereno, 2008; Sereno et al., 2001; Silver et al., 2005) revealed retinotopic 

modulation corresponding to attended locations in contralateral frontal and parietal cortices. 

Frontal areas include the frontal eye fields (FEF) and the junction between precentral gyrus and 

inferior frontal sulcus, and parietal areas include parts of the intraparietal sulcus (IPS) and 

superior parietal lobule. Retinotopic modulation of neural activity in the DAN is consistent with 

proposed “salience maps” in frontal (Thompson & Bichot, 2005) and parietal (Colby & 

Goldberg, 1999; Gottlieb et al., 1998) areas that could be involved in assigning priority to 

sensory information at attended locations. 

During attention, neural activity is also modulated in retinotopically organized visual 

cortical areas within the occipital and temporal lobes. For example, fMRI activity in primary and 

extrastriate visual cortical areas was increased when attention was directed or cued toward a 

corresponding visual field location (Beauchamp et al., 1997, 2001; Gitelman et al., 1999; S. 
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Kastner et al., 1998; Wojciulik & Kanwisher, 1999). Increased activity measured by fMRI 

(Brefczynski & DeYoe, 1999; Maurizio Corbetta et al., 1998; Coull & Nobre, 1998; Gandhi et 

al., 1999; Perry & Zeki, 2000; Saygin & Sereno, 2008; Serences & Yantis, 2007; Silver et al., 

2005; Yantis et al., 2002) or PET (Coull & Nobre, 1998; Vandenberghe et al., 2001) displayed 

retinotopic specificity in the hemisphere contralateral to attended locations. In contrast, 

extrastriate areas ipsilateral to attended locations demonstrated reduced fMRI activity (Perry & 

Zeki, 2000). These studies suggest that attention’s effects on sensory processing involve the 

selective modulation of neural activity in visual cortical areas, including enhancing activity 

representing attended sensory information and suppressing activity representing unattended or 

ignored sensory information.  

Importantly, the imaging studies described above did not separate the endogenous neural 

activity generated during the orienting of attention in the absence of visual stimulation from the 

sensory-driven neural activity generated when the effects of attention interact with visual 

stimulation (Corbetta & Shulman, 2002; Desimone & Duncan, 1995; Kastner & Ungerleider, 

2000). When attention is voluntarily oriented in the absence of visual stimulation, top-down 

feedback in frontal, parietal, and visual cortical areas is thought to reflect preparation for the 

processing of expected stimuli (targets). Successful maintenance of top-down feedback could 

therefore increase the likelihood that selected sensory information is processed efficiently. 

During the ensuing visual stimulation, top-down feedback influences the bottom-up processing 

of sensory information. The modulation of sensory-driven neural activity could increase the 

efficiency of processing for selected sensory information. The interaction between top-down and 

bottom-up influences could therefore determine what we perceive. The following sections detail 

the evidence for this line of reasoning. First, evidence is presented for the modulation of purely 
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endogenous neural activity in frontal, parietal, and visual cortical areas during attention. Second, 

evidence is presented to demonstrate that the modulation of endogenous neural activity involves 

top-down feedback between frontal, parietal, and visual cortical areas. Third, evidence is 

presented for top-down feedback leading to the modulation of sensory-driven neural activity in 

frontal, parietal, and cortical areas. Finally, evidence is presented for the modulation of sensory-

driven neural activity in frontal, parietal, and visual cortical areas during visuospatial attention. 

Endogenous neural activity influencing the bottom-up processing of sensory information via top-

down feedback illustrates how attention, when properly functioning, allows us to perceive 

important stimuli in cluttered environments. 

Modulation of Endogenous Neural Activity During Attention 

Event-related analyses of fMRI data (Buckner et al., 1996; Buckner, 1998) and 

neurophysiological recordings have been used to demonstrate the modulation of purely 

endogenous neural activity in frontal, parietal, and visual cortical areas of subjects performing 

visuospatial attention tasks. In visuospatial cueing tasks, subjects must maintain gaze at a central 

fixation point. A cue informs the subject where a target is likely to appear; however, the cue 

disappears, forcing the subject to maintain covert attention (without eye movements) at the cued 

location for a short delay without visual stimulation. The subject must then respond to a target at 

the cued location within a predetermined time limit. When subjects covertly oriented attention to 

cued locations in the absence of visual stimulation (i.e., after the cue disappeared but prior to the 

appearance of the target), fMRI activity was increased in regions corresponding to the FEF 

(Astafiev et al., 2003; Corbetta et al., 2002; Egner et al., 2008; Hopfinger et al., 2000; Kastner et 

al., 1999; Sapir et al., 2005). In contrast, one study using intracranial electrocorticography 

(ECoG) recordings from the surface of the brain in humans with epilepsy revealed no attentional 
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modulation of neural activity recorded at FEF electrodes during the delay period of a cued spatial 

attention task without visual stimulation (Martin et al., 2019). Despite this null finding, imaging 

studies consistently demonstrate spatially specific modulation of endogenous neural activity in 

human FEF during visuospatial attention. 

Imaging of the parietal cortex has also revealed modulation of endogenous neural activity 

during visuospatial attention. For example, event-related fMRI demonstrated increased activity 

in IPS areas following cues that oriented covert attention to a corresponding location in the 

visual field in the absence of visual stimulation (Astafiev et al., 2003; Corbetta et al., 2000; 

Corbetta et al., 2002; Egner et al., 2008; Hopfinger et al., 2000; Kastner et al., 1999; Sapir et al., 

2005). The extent of this modulation was shown to be specifically related to the use of the cue to 

orient spatial attention (Sapir et al., 2005). Intracranial ECoG recordings from human epilepsy 

patients revealed similar spatially specific enhancement in posterior IPS during the delay period 

following cue presentation in the absence of visual stimulation (Martin et al., 2019). Together, 

these findings support the thinking that visuospatial attention involves the modulation of 

endogenous neural activity in the parietal cortex. 

Event-related fMRI also revealed modulation of endogenous neural activity in the visual 

cortices during attention. Endogenous activity was increased in human V1, V2, and V3 following 

an auditory cue that oriented covert attention to detect an ensuing low-contrast patterned annulus 

centered around the fixation point (Ress et al., 2000). The extent of this modulation was 

associated with the ability to discriminate the target pattern. Other studies using cued 

visuospatial attention tasks reported similar modulation of neural activity in human extrastriate 

(Corbetta et al., 2002; Egner et al., 2008; Hopfinger et al., 2000; Kastner et al., 1999; Ruff et al., 

2006; Sapir et al., 2005; Silver et al., 2007) and primary visual cortical areas (Kastner et al., 
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1999; Silver et al., 2007) corresponding to a specific cued location prior to the presentation of a 

target stimulus at that location. Consistent with the idea that the modulation of endogenous 

neural activity reflects the orienting of attention in space, the locus of attention could be 

predicted from fMRI activity in extrastriate visual areas during the preparatory period prior to 

visual stimulation (Sylvester et al., 2007). These findings are supported by intracranial ECoG 

recordings from epilepsy patients performing a cued visuospatial attention task. Spatially specific 

enhancement of activity was recorded from dorsal extrastriate electrodes during the delay period 

following cue presentation in the absence of visual stimulation (Martin et al., 2019). Together, 

these findings demonstrate spatially specific modulation of endogenous neural activity in 

extrastriate and primary visual cortical areas during visuospatial attention. 

In summary, event-related neuroimaging and neurophysiological recordings in humans 

have revealed modulation of neural activity in frontal, parietal, and visual cortical areas during 

the orienting of visuospatial attention without visual stimulation. The modulation of endogenous 

neural activity in these areas corresponds topographically with the allocation of attention in 

space. In other words, increased activity occurs in areas representing attended visual field 

locations. The available evidence supports the thinking that attention’s effects on sensory 

processing involve the selective modulation of endogenous neural activity throughout frontal, 

parietal, and visual cortical areas of the visual processing system.  

Top-Down Feedback and Effects on Bottom-Up Processing 

Modulation of Endogenous Neural Activity via Top-Down Feedback 

The modulation of endogenous neural activity during attention (described above) is 

thought to involve top-down feedback within frontal, parietal, and visual cortical processing 
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areas. Consistent with this thinking, the voluntary orienting of visuospatial attention is 

characterized by feedback originating in frontal cortex and flowing in a top-down direction to 

parietal cortex (Buschman & Miller, 2007), potentially via direct connections between these 

areas (Cavada & Goldman-Rakic, 1989; Stanton et al., 1995; Szczepanski et al., 2013). Top-

down feedback from DAN areas also modulates neural activity in extrastriate and primary visual 

areas corresponding to attended locations (Kastner et al., 1999; Moore & Armstrong, 2003). This 

feedback could occur via direct cortico-cortical connections (Blatt et al., 1990; Felleman & Van 

Essen, 1991; Lewis & Van Essen, 2000; Selemon & Goldman-Rakic, 1988; Stanton et al., 1995; 

Ungerleider et al., 2008) or cortico-thalamic loops involving the pulvinar nucleus of the thalamus 

(Huerta et al., 1986; Jones, 2001; Shipp, 2003).  

Consistent with the thinking that neural activity in higher-order areas influences neural 

activity in lower-order areas, Ekstrom and colleagues (2008) reported that electrical stimulation 

of the monkey FEF in the absence of visual stimulation enhanced fMRI activity in the lateral 

intraparietal area (LIP), an area thought to correspond with human IPS (Sereno et al., 2001; Van 

Essen et al., 2001). Top-down modulation of endogenous neural activity has also been 

demonstrated using transcranial magnetic stimulation (TMS) in combination with functional 

imaging or electroencephalography (EEG) in humans. For example, Paus and colleagues (1997) 

reported increased PET activity in superior parietal and parieto-occipital areas following TMS 

over the FEF. TMS over the FEF (Ruff et al., 2006) or IPS (Ruff et al., 2008) also enhanced 

fMRI activity in V1, V2, V3, and V4 independent of visual stimulation. Taylor and colleagues 

(2007) used TMS to stimulate the FEF and EEG to record neural activity in visual cortical 

regions during a cued visuospatial attention task. The FEF was stimulated following cue 

presentation, enhancing event-related potentials measured by EEG over corresponding 
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extrastriate visual areas prior to target presentation. In another study, TMS over the FEF 

increased the excitability of extrastriate middle temporal area neurons as indicated by a lower 

threshold of TMS stimulation over this area needed to induce visual perception (Silvanto et al., 

2006). Granger causality analyses performed on event-related fMRI signals during the purely 

endogenous orienting of visuospatial attention were also consistent with top-down feedback from 

FEF to IPS and from FEF and IPS to occipital visual areas (Bressler et al., 2008). These findings 

are all consistent with the thinking that top-down feedback supports the modulation of 

endogenous neural activity that takes place in frontal, parietal, and visual cortical processing 

areas during attention. 

Top-down Feedback Influences Bottom-Up Sensory Processing 

Incoming sensory information is communicated in a bottom-up direction as indicated by 

the time course of initial responses to visual stimulation across primary visual, extrastriate visual, 

and parietal cortices (Martin et al., 2019). Visual information relayed through the thalamus is 

transmitted via feedforward connections across multiple hierarchical levels of visual, parietal, 

and frontal cortices (Ungerleider et al., 2008; Ungerleider & Haxby, 1994). Top-down feedback 

associated with the modulation of endogenous neural activity could influence bottom-up sensory 

processing via effects on sensory-driven neural activity in these cortical areas of the visual 

processing system. Consistent with this thinking, fMRI in monkeys revealed modulation of 

sensory-driven responses in V1, V2, V3, V4, and middle temporal areas following electrical 

stimulation of the FEF (Ekstrom et al., 2008). TMS has also been used to experimentally link 

top-down feedback with the modulation of bottom-up processing in humans performing 

visuospatial attention tasks. For example, following the covert orienting of visuospatial attention, 

TMS over the FEF modulated visually evoked potentials recorded by EEG over posterior visual 
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cortical areas (Taylor et al., 2007). TMS over the FEF while subjects prepared to discriminate a 

target’s direction of motion similarly increased visually evoked potentials over occipitotemporal 

areas (Morishima et al., 2009). Furthermore, TMS over the FEF reduced RTs for validly cued 

trials during a cued visuospatial attention task, analogous to the effects of attention (Grosbras & 

Paus, 2002). Together, these findings support the notion that top-down feedback from higher-

order areas influences the bottom-up processing of attended sensory information.  

Modulation of Sensory Driven Neural Activity During Attention 

Consistent with the idea that sensory processing is influenced by top-down feedback that 

occurs during the voluntary orienting of attention, human imaging studies have demonstrated 

modulation of sensory-driven neural activity in frontal, parietal, and visual cortical areas 

following the presentation of targets in cued visuospatial attention tasks. Event-related fMRI 

revealed increased activity in FEF (Corbetta et al., 2002; Kastner et al., 1999; Kincade et al., 

2005), IPS (Corbetta et al., 2000; Corbetta et al., 2002; Kastner et al., 1999; Kincade et al., 

2005), and extrastriate visual cortical (Corbetta et al., 2002; Corbetta et al., 2000; Dugué et al., 

2020; Hopfinger et al., 2000; Kastner et al., 1999; Kincade et al., 2005) areas corresponding to a 

cued location following the presentation of a target at that location. In contrast to these studies, 

Martin and colleagues (2019) reported no modulation of sensory-driven activity in intracranial 

recordings from the topographic FEF areas of epilepsy patients during the presentation of a target 

at a previously cued location. Despite this one null result, findings from fMRI agree with the 

thinking that attention’s effects on sensory processing and perception involve top-down 

feedback-mediated effects on sensory-driven neural activity in frontal, parietal, and visual 

cortical areas of the visual processing system. 

How Is Neural Activity Modulated During Attention? 



13 
 

Findings from the imaging and neurophysiological studies described above support the 

thinking that top-down feedback generated during the modulation of endogenous neural activity 

in frontal, parietal, and visual cortical areas affects subsequent sensory-driven neural activity in 

these areas. These ideas provide a basic blueprint for how attention could affect sensory 

processing and perception. First, the modulation of endogenous neural activity and the 

associated top-down feedback could function as a content filter for perception. This content filter 

could increase the likelihood that selected sensory information is processed efficiently. Second, 

the resulting modulation of sensory-driven neural activity could enhance the efficiency of 

processing for selected sensory information.  

Due to the low temporal resolution of fMRI or PET and the low spatial resolution of 

ECoG or EEG, the findings described above cannot explain how neural activity is modulated in 

individual neurons. Understanding how exactly neural activity is modulated during attention 

could be critical for detailing the etiology of disordered attention in different clinical populations 

and advancing the development of effective treatments. There are at least three ways that neural 

activity could be modulated during attention to facilitate the processing of selected sensory 

information. 1) Neural firing rates across frontal, parietal, and visual cortical areas could be 

modulated to promote the communication of selected sensory representations, while suppressing 

the communication of competing representations. 2) Sensory processing could be affected via 

modulation of the synchronization of rhythmic firing between selected neurons across these 

cortical areas. 3) Sensory processing could be affected via modulation of the trial-to-trial 

variability in sensory-driven firing rates of individual neurons and the noise correlations in 

populations of neurons representing attended sensory information. Modulation of firing rates and 

synchronization have been demonstrated during purely endogenous orienting and during the 
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processing of attended visual stimuli. Firing rate variability is also modulated during attention; 

however, these effects are implicitly sensory-driven. The following sections explain how the 

modulation of firing rates, gamma synchronization, and noise correlations could affect sensory 

processing. These sections also outline evidence for the modulation of each of these aspects of 

neural activity during attention, consistent with the thinking that each could be involved in 

determining what sensory information we are able to perceive. 

Modulation of Neural Firing Rates During Attention 

Precise coding of information in the brain depends on the spatiotemporal pattern of action 

potentials fired within a network of neurons (Georgopoulos et al., 1986; Paradiso, 1988; Shadlen 

& Newsome, 1994). In other words, the information contained in a neural “population code” 

depends on the firing rates of many neurons, but also on which neurons increase or decrease their 

firing rates in relation to other neurons in the population. The modulation of firing rates in 

cortical processing areas during attention could therefore affect the coding of sensory 

information to influence what we perceive (Reynolds & Heeger, 2009).  

The following section details evidence for the modulation of endogenous firing rates 

during attention. This is followed by evidence linking the modulation of sensory-driven firing 

rates with top-down feedback, suggesting that the modulation of endogenous firing rates during 

attention could influence subsequent sensory processing. In support of this thinking, evidence is 

presented for the modulation of sensory-driven firing rates during attention. 

Modulation of Endogenous Firing Rates 

The fine temporal and spatial resolution of single-unit (i.e., single neuron) 

electrophysiological recordings in monkeys permits the isolation of purely endogenous firing 
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rate modulation in neurons throughout frontal, parietal, and visual cortical areas of the visual 

processing system. In addition to its role in the orienting of visuospatial attention (Awh et al., 

2006), the FEF is an important part of the oculomotor system involved in directing saccadic eye 

movements (Paus, 1996). One way to identify FEF neurons in monkeys is by electrical 

stimulation and observation for resulting saccades (Robinson & Fuchs, 1969). The distribution of 

saccade endpoints within the visual field triggered by stimulating a FEF neuron delineates that 

neuron’s “response field”. Consistent with the role of the FEF in orienting visuospatial attention, 

spatial cues that oriented covert attention inside the response fields of recorded FEF neurons 

increased the firing rates of these neurons prior to the presentation of the expected stimulus 

(Armstrong et al., 2009; Zhou & Thompson, 2009). In contrast, firing rates were reduced when 

cues oriented attention outside the response fields of recorded FEF neurons (Armstrong et al., 

2009). Consistent with a proposed salience map of the visual field in the FEF (Thompson & 

Bichot, 2005), Astrand and colleagues (2016) showed that a machine-learning algorithm could 

reliably decode the location of attention in continuous two-dimensional coordinates from multi-

unit activity (MUA; i.e., activity recorded simultaneously from multiple neurons) during the 

delay period of a cued visuospatial attention task in the absence of visual stimulation. The 

accuracy of decoding was reduced on trials in which monkeys missed the target or produced 

false alarms, further supporting the notion that the modulation of firing rates in FEF neurons is a 

signature of visuospatial attention. In contrast to FEF neurons, neurons in parietal and visual 

cortical areas are typically identified based on their “receptive fields”. The receptive field of a 

neuron describes the portion of the visual field inside which stimulus presentation evokes 

responses in the neuron. In a visuospatial cueing task, firing rates were increased in LIP neurons 

with receptive fields overlapping a cued location prior to the presentation of the target stimulus 
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(Saalmann et al., 2018). Firing rates were similarly enhanced in monkey V4 (Luck et al., 1997; 

Saalmann et al., 2018) and V2 (Luck et al., 1997) neurons during the period after a cue oriented 

covert attention to the receptive fields of recorded neurons but before the appearance of the 

expected target stimulus. These findings support the thinking that attention involves the spatially 

specific modulation of endogenous neural firing rates in topographically organized frontal, 

parietal, and visual cortical areas. 

Top-Down Feedback Influences Sensory-Driven Firing Rates 

Endogenous neural activity mediated by top-down feedback in DAN and visual cortical 

areas is thought to influence the subsequent processing of sensory information (as detailed 

above), acting as a content filter to facilitate the perception of stimuli at attended locations 

(Corbetta & Shulman, 2002; Desimone & Duncan, 1995; Kastner & Ungerleider, 2000). 

Consistent with this thinking, experimental evidence for the top-down modulation of sensory-

driven firing rates has been demonstrated using direct electrical stimulation of neurons in 

monkey DAN areas and electrophysiological recordings from visual cortical neurons. For 

example, stimuli of varying orientations were presented inside of both the response fields of 

stimulated FEF neurons and the receptive fields of recorded V4 neurons. Analogous to the 

modulation of sensory-driven firing rates following the orienting of spatial attention, electrical 

stimulation of FEF neurons increased firing rates of V4 neurons in response to stimuli with 

preferred orientations (Armstrong & Moore, 2007; Armstrong et al., 2006; Moore & Armstrong, 

2003). Interestingly, Schafer & Moore (2011) operantly conditioned monkeys to increase firing 

rates in neurons in their own FEF. This endogenous modulation of firing rates in FEF neurons 

increased the sensory-driven firing rates of these same FEF neurons following the presentation of 

target stimuli in a visuospatial attention task.  
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Top-down feedback can also suppress the firing rates of neurons representing unattended 

or ignored information. For example, stimulation of FEF neurons with response fields that do not 

overlap the receptive fields of recorded V4 neurons led to suppression of firing rates in response 

to a stimulus with the preferred orientation of the recorded V4 neurons (Armstrong et al., 2006; 

Moore & Armstrong, 2003). In other words, V4 neurons normally show enhanced firing rates in 

response to stimuli with orientations close to their preferred orientation. This enhanced response 

was attenuated when FEF stimulation caused attention to be oriented outside of the receptive 

fields of the recorded neurons.  

Consistent with effects of top-down feedback on bottom-up processing in the visual 

cortex, the modulation of sensory-driven firing rates in monkey V4 neurons was reduced 

following FEF lesions (Gregoriou et al., 2014). Other lines of evidence also support the thinking 

that sensory processing is modulated via top-down feedback. For example, stimulation of FEF 

neurons increased the discriminability of stimulus orientation based on decoding the sensory-

driven firing rates of V4 neurons (Armstrong & Moore, 2007). Behaviorally, FEF stimulation 

improved accuracy and sensitivity at corresponding visual field locations (Moore & Fallah, 2001, 

2004), consistent with the enhancement of feature discrimination that occurs during visuospatial 

attention (McAdams & Maunsell, 1999; Spitzer et al., 1988). Together, these studies demonstrate 

that top-down feedback can influence the bottom-up processing of sensory information by 

enhancing or suppressing sensory-driven firing rates in neurons representing attended or 

unattended information, respectively.  

Modulation of Sensory-Driven Firing Rates 

Consistent with the thinking that top-down feedback generated during attention 

influences bottom-up processing, sensory-driven firing rates of neurons in DAN and visual 
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cortical areas are modulated in visuospatial attention tasks. In another type of visuospatial cueing 

task, a cue orients attention to a stimulus that is already present in the visual field to detect a 

subsequent change in a predetermined feature of that stimulus (e.g., color, contrast, shape). In 

this type of task, firing rates were increased in FEF neurons with response fields overlapping the 

cued location prior to the stimulus change (Gregoriou et al., 2009). In other words, the stimulus 

was already present prior to the appearance of the cue, leading to sensory-driven responses in the 

corresponding neurons; however, when attention was oriented to the visual stimulus by the cue, 

firing rates were increased even further. These enhanced sensory-driven firing rates likely reflect 

the influence of top-down feedback. Other studies demonstrated persistent increases in sensory-

driven firing rates in monkey FEF (Armstrong et al., 2009; Chang et al., 2012; Fiebelkorn et al., 

2018; Monosov & Thompson, 2009; Thompson et al., 1997, 2005), LIP (Bushnell et al., 1981; 

Fiebelkorn et al., 2018), V4 (Buffalo et al., 2010; Fries et al., 2008; Fries et al., 2001; Gregoriou 

et al., 2009; Luck et al., 1997; Vinck et al., 2013), V2 (Buffalo et al., 2010; Luck et al., 1997), 

and V1 (Buffalo et al., 2010; Chalk et al., 2010; Herrero et al., 2008; Herrero et al., 2013) 

neurons when attention was oriented to a visual stimulus overlapping the response fields or 

receptive fields of the recorded neurons. Additionally, decoding of MUA from topographic 

lateral PFC areas just anterior to the FEF reliably predicted the location of attention as monkeys 

focused on a stimulus to detect a subsequent change in its orientation (Tremblay et al., 2015). 

This finding is consistent with the thinking that the modulation of sensory-driven neural firing 

rates in topographically organized cortical areas of the visual processing system reflects the 

orienting of attention based on spatial information. Taken together, the evidence described above 

supports the thinking that attention’s effects on sensory processing and perception involve the 

modulation of sensory-driven firing rates of neurons in frontal, parietal, and visual cortical areas.  
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Summary 

Information coding in frontal, parietal, and visual cortical networks in the visual 

processing system depend on the pooled firing rates of many neurons processing visual sensory 

information. During the endogenous orienting of attention prior to visual stimulation, firing rates 

are enhanced in frontal, parietal, and visual cortical neurons corresponding to attended locations, 

while firing rates are even reduced in some FEF neurons corresponding to unattended or ignored 

locations. During attention, top-down feedback associated with the modulation of endogenous 

neural activity is thought to influence bottom-up sensory processing. Experimental evidence 

supports this thinking, demonstrating that top-down feedback induced via electrical stimulation 

modulates sensory-driven firing rates. Modulation of sensory-driven firing rates has also been 

reported in frontal, parietal, and visual cortical areas during visuospatial attention, mirroring the 

effects of electrically induced top-down feedback. These pieces of evidence are consistent with 

the thinking that top-down feedback generated during the orienting of visuospatial attention 

promotes the modulation of sensory-driven firing rates in cortical areas of the visual processing 

system, thereby determining what we perceive of the world.  

Modulation of Gamma Synchronization During Attention 

In addition to the modulation of firing rates, selective sensory processing during 

visuospatial attention could involve the modulation of neural synchronization (Ainsworth et al., 

2012; Buehlmann & Deco, 2008) in frontal, parietal, and visual cortical areas of the visual 

processing system. Cortical neurons display oscillatory activity in the gamma frequency range 

(30-90 Hz) with increased coherence during the processing of visual sensory information (Brunet 

et al., 2015; Brunet & Fries, 2019; Gray & Singer, 1989; Gray et al., 1989; Roberts et al., 2013). 

The synchronization of gamma frequency neural activity has been proposed to facilitate 



20 
 

perception by integrating sensory representations across different cortical areas (Crick & Koch, 

1990; Engel et al., 1992, 2001; Gray et al., 1989; Maldonado et al., 2000; Roelfsema et al., 1997; 

Singer & Gray, 1995).  

Gamma-band synchronization can be measured using MUA, the power of local field 

potentials (LFP) in the gamma frequency band, or the coherence between these measures within 

and between cortical regions (e.g., spike-field coherence). Recordings of MUA reflect the 

spiking (i.e., action potentials or outputs) of multiple neurons, while LFPs primarily reflect the 

combined synaptic transmembrane currents (i.e., dendritic activity or inputs) within a short 

distance of recording electrodes (Buzsáki et al., 2012). Spectral analyses of LFPs are used to 

determine the power of oscillations within selected frequency bands. While attention also 

appears to involve the synchronization of neural activity in other frequency bands, especially for 

top-down control (for reviews see Buschman & Kastner, 2015; Fiebelkorn & Kastner, 2019; 

Gaillard & Ben Hamed, 2020), we will focus on the gamma frequency band due to its proposed 

involvement in bottom-up sensory processing. 

According to the Communication through Coherence theory, gamma synchronization 

within and between groups of neurons could lead to more effective communication of selected 

information (Fries, 2015). Excitatory-inhibitory or pyramidal-interneuron gamma models 

(Börgers & Kopell, 2003; Brunel & Wang, 2003; Geisler et al., 2005; Tiesinga & Sejnowski, 

2009; Whittington et al., 2000) describe how gamma synchronization could arise within a group 

of neurons via a cyclical process involving the firing of pyramidal neurons that release the 

excitatory neurotransmitter, glutamate, followed by the firing of interneurons that release the 

inhibitory neurotransmitter, gamma-aminobutyric acid (GABA; Bartos et al., 2007; Buzsáki & 

Wang, 2012). A “gamma cycle” begins when excitatory inputs trigger an action potential in 
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pyramidal neurons. Nearby GABAergic interneurons are excited by glutamate released from the 

pyramidal neurons, causing the interneurons to fire approximately 3 msec after the pyramidal 

neurons (Csicsvari et al., 2003; Hasenstaub et al., 2005; Salkoff et al., 2015). The resulting 

GABA release inhibits nearby pyramidal neurons that receive direct somatic connections from 

these interneurons (Buzsáki & Wang, 2012). Pyramidal neurons cannot fire again until excitatory 

inputs overcome the decaying GABAergic inhibition. Pyramidal neurons with stronger 

excitatory inputs are the first to overcome waning GABAergic inhibition and therefore the first 

to fire. Firing of these pyramidal neurons restarts the gamma cycle by exciting GABAergic 

interneurons. In this way, the firing of strongly excited pyramidal neurons becomes entrained to 

a rhythm in the gamma frequency range as determined by GABAergic interneurons (Buzsáki & 

Wang, 2012). Importantly, only pyramidal neurons receiving sufficient excitation can fire within 

the narrow time window before rising inhibition from the next gamma cycle. These strongly 

excited pyramidal neurons form a coherent cell assembly or neural ensemble (Buzsáki, 2010) 

representing selected sensory information. Sensory processing could therefore be more selective 

because only the excited neurons corresponding to attended sensory representations form 

ensembles that can communicate information to higher levels of the visual processing system. In 

contrast, pyramidal neurons with weaker excitatory inputs are unable to overcome inhibition 

from the preceding gamma cycle before the next round of inhibition prevents them from firing. 

In this “winner-take-all” scenario, weakly excited neurons (such as those representing unattended 

or ignored sensory information) are functionally selected against and prevented from 

communicating information to higher processing levels (Fries et al., 2007; Lumer, 2000).  

Attended sensory information could also be communicated more effectively due to 

gamma synchronization between sending neurons and receiving neurons that become entrained 
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in a corresponding gamma rhythm across levels of the visual processing system (Besserve et al., 

2015; Buehlmann & Deco, 2010; Roelfsema et al., 1997; Womelsdorf et al., 2007). Gamma-

synchronized ensembles at one level of the processing system excite pyramidal neurons at higher 

levels of the processing system. Repetition of this process could entrain neurons across different 

cortical areas in the same gamma rhythm. Selected information could then be communicated 

more effectively between gamma synchronized sending and receiving ensembles for two 

reasons. First, gamma-synchronized inputs arrive at a receiving neuron almost simultaneously 

and can therefore be integrated before excitatory potentials from individual inputs dissipate 

(Azouz & Gray, 2003; Buzsáki, 2010; Cannon et al., 2014; Salinas & Sejnowski, 2001). Second, 

following the establishment of gamma synchronization between areas, coherent inputs arrive 

within the narrow window when receiving pyramidal neurons are maximally receptive prior to 

another round of inhibition from GABAergic interneurons (Börgers & Kopell, 2008; Fries et al., 

2007).  

Consistent with the ideas described above, oscillatory theories of attention (e.g., 

Buschman & Kastner, 2015; Clayton et al., 2015; Fiebelkorn & Kastner, 2019; Niebur et al., 

1993; Tiesinga et al., 2004) propose a role for gamma synchronization in the bottom-up 

processing of attended sensory information. The following sections begin with evidence showing 

the specific involvement of gamma synchronization in the bottom-up processing of sensory 

information independent of attention. Evidence is then presented for the modulation of 

endogenous and sensory-driven gamma synchronization within parts of the DAN and visual 

cortices during visuospatial attention. Finally, evidence is presented linking attention with 

gamma synchronization between parts of frontal, parietal, and visual cortices. Together, these 
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ideas support the thinking that modulation of gamma-synchronization during attention could be 

involved in selecting the visual sensory information that we are able to process and perceive. 

Gamma Synchronization Facilitates the Bottom-Up Processing of Sensory Information 

Gamma synchronization appears to support communication in the bottom-up direction 

(Buschman & Miller, 2007), consistent with its proposed involvement in sensory processing. 

Support for the involvement of gamma synchronization in bottom-up processing comes from the 

use of laminar recording electrodes and current source density analysis, a technique that permits 

better spatial resolution of electrophysiological recordings. Using this approach, sensory-driven 

gamma oscillations in primary visual cortex were found to begin in cortical layer IV (van 

Kerkoerle et al., 2014), which predominately receives feedforward connections from the 

thalamus (Lund, 1988). Current source density analyses also indicated increased gamma 

synchronization between V1 and V2 originating in superficial layers of V1 during passive visual 

stimulation (Roberts et al., 2013). Feedforward projections arise predominantly from superficial 

cortical layers (Barone et al., 2000; Felleman & Van Essen, 1991); therefore, these results 

support the thinking that gamma synchronization in one area is stronger in the feedforward 

direction (i.e., facilitating communication of visual sensory information in the bottom-up 

direction). Accordingly, electrical stimulation in monkey V1 enhanced gamma synchronization 

in V4 (van Kerkoerle et al., 2014), while optogenetic stimulation of an area corresponding to V4 

in cats did not induce gamma synchronization in the area corresponding to V1 (Ni et al., 2016a). 

These results provide experimental evidence supporting gamma synchronization as a specialized 

mechanism for the bottom-up processing of sensory information.  
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Modulation of Endogenous Gamma Synchronization 

While gamma synchronization appears to be specialized for bottom-up sensory 

processing, modulation of gamma synchronization has been demonstrated in monkeys during the 

purely endogenous orienting of attention (Fries et al., 2001). For example, gamma 

synchronization was enhanced in monkey LIP neurons with receptive fields overlapping a cued 

location prior to the presentation of a target at that location (Saalmann et al., 2018). Enhanced 

gamma synchronization was also reported in V4 neurons with receptive fields overlapping a 

cued location prior to visual stimulation at that location (Fries et al., 2008). These findings 

demonstrate the purely endogenous modulation of gamma synchronization in neurons of parietal 

and visual cortex during visuospatial attention. Modulation of gamma synchronization in the 

absence of visual stimulation points to top-down control over this potentially important sensory 

processing mechanism.   

Modulation of Sensory-Driven Gamma Synchronization Within Cortical Areas 

Top-down modulation of gamma synchronization during attention could prioritize 

selected neural representations in preparation for bottom-up sensory processing (Engel et al., 

2001). Consistent with this thinking, modulation of sensory-driven gamma synchronization has 

been demonstrated in DAN areas during visuospatial attention tasks. For example, monkeys 

performed a cued visuospatial attention task in which the cue indicated which portion of a visual 

stimulus to attend to detect a delayed change in the stimulus. Gamma synchronization was 

enhanced in monkey FEF (Fiebelkorn et al., 2018; Gregoriou et al., 2009) and LIP (Fiebelkorn et 

al., 2018) after the cue oriented attention to a portion of the visual stimulus inside the response 

fields or receptive fields of recorded neurons. Modulation of sensory-driven gamma 

synchronization is also apparent in EEG potentials recorded from humans performing 
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visuospatial attention tasks. For example, the power of gamma frequency oscillations was 

enhanced over frontal and parietal areas following a cue orienting visuospatial attention to the 

contralateral side of the visual field (Gruber et al., 1999). These reports from monkey and human 

electrophysiology are consistent with the thinking that attention’s effects on sensory processing 

involve modulation of sensory-driven gamma synchronization in DAN areas.  

Sensory-driven gamma synchronization is also modulated in extrastriate visual cortices 

during attention. For example, gamma synchronization was increased in monkey V2 (Buffalo et 

al., 2011) or V4 (Buffalo et al., 2011; Chalk et al., 2010; Fries et al., 2008; Fries et al., 2001; 

Gregoriou et al., 2009; Ni et al., 2016a; Vinck et al., 2013) neurons when attention was cued to a 

stimulus inside the receptive fields of the recorded neurons. Interestingly, MUA-MUA coherence 

recorded from nearby electrodes in monkey V4 demonstrated approximately zero phase 

difference during attention (Fries et al., 2008). This means that gamma synchronized neurons 

fired action potentials at the same time (i.e., with no delay on average). This finding is 

particularly important because synchronized spikes within a neural ensemble (as opposed to the 

mostly dendritic events that contribute to LFPs) facilitate communication of the represented 

information to postsynaptic neurons (Azouz & Gray, 2003; Salinas & Sejnowski, 2001; Tiesinga 

et al., 2004). Consistent with the thinking that gamma synchronization in extrastriate cortex 

facilitates sensory processing, the strength of V4 gamma synchronization was associated with 

faster RTs in monkeys performing visuospatial attention tasks (Rohenkohl et al., 2018; 

Womelsdorf et al., 2006). One study that recorded EEG in humans supports these non-human 

primate studies. In this study, the power of gamma frequency oscillations was enhanced over 

parieto-occipital areas following a cue that oriented visuospatial attention to the contralateral side 

of the visual field (Gruber et al., 1999). This gamma synchronization was enhanced more for 



26 
 

moving stimuli versus stationary stimuli, suggesting that parieto-occipital electrodes detected 

modulation of gamma synchronization in the extrastriate middle temporal area. These cross-

species findings suggest that the modulation of sensory-driven gamma synchronization in 

extrastriate visual cortices during attention could partially explain attention’s effects on sensory 

processing. 

Modulation of sensory-driven gamma synchronization in V1 is less consistent. Decreased 

gamma synchronization (Chalk et al., 2010; Herrero et al., 2013), no modulation (Bosman et al., 

2012; Buffalo et al., 2011), or increased gamma synchronization (van Kerkoerle et al., 2014) 

have all been reported using various metrics when attention was oriented to stimuli within the 

receptive fields of recorded V1 neurons. Faster RTs in a test of visuospatial attention have also 

been associated with enhanced gamma power in monkey V1 (Rohenkohl et al., 2018). While the 

evidence supporting the modulation of V1 gamma synchronization during attention is mixed, the 

latter finding is consistent with the involvement of early visual cortical gamma synchronization 

in the selective sensory processing that occurs during attention. 

Modulation of Sensory-Driven Gamma Synchronization Between Cortical Areas 

The synchronization of neural activity between different cortical areas could also be 

modulated during attention to influence bottom-up sensory processing. Fiebelkorn and 

colleagues (2018) provided evidence for the bottom-up propagation of gamma synchronization 

in the DAN when monkeys oriented attention to a visual stimulus within the response fields of 

recorded FEF neurons and the receptive fields of recorded LIP neurons. Gamma-band 

synchronization was observed between spikes in LIP and LFPs in FEF, but this spike-field 

coherence was not observed in the opposite direction. Importantly, spikes reflect the firing of 

action potentials that are communicated to other areas, while LFPs reflect mostly synaptic (i.e., 
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dendritic) activity arriving at the recorded area (Buzsáki et al., 2012). Therefore, increased 

gamma spike-field coherence between the LIP and FEF is consistent with the bottom-up spread 

of gamma synchronization. Gamma synchronization between corresponding monkey V1 and V4 

areas was also enhanced during attention (Rohenkohl et al., 2018). Furthermore, enhanced spike-

field coherence in the gamma frequency band was reported only in the superficial layers of 

monkey V1, V2, and V4 during covert spatial attention to a visual stimulus in the receptive fields 

of recorded neurons (Buffalo et al., 2011). Feedforward projections arise from superficial 

cortical layers (Barone et al., 2000; Felleman & Van Essen, 1991); therefore, enhanced spike-

field coherence in superficial visual cortical layers is consistent with the thinking that gamma 

synchronization propagates to higher-order areas. Additionally, when monkeys oriented attention 

inside the receptive fields of recorded neurons in both V1 and V4, analyses of LFP phase shifts 

(i.e., the delay between the gamma cycles in two areas; van Kerkoerle et al., 2014) and Granger 

causality analyses of gamma synchronization (Bosman et al., 2012; Richter et al., 2017; van 

Kerkoerle et al., 2014) revealed significantly stronger influences in the bottom-up direction. 

Consistent with the involvement of gamma synchronization in attention, one study reported a 

relationship with behavior that could reflect facilitated sensory processing. In this study, 

monkeys attended to a stimulus to report a subsequent change in its shape. V1-V4 gamma 

coherence during this task period was negatively correlated with RTs to the occurrence of the 

stimulus change (Rohenkohl et al., 2018). Together, these findings support the thinking that 

attention involves gamma synchronization between distant DAN and visual cortical areas which 

could facilitate the bottom-up processing of selected sensory information.  
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Summary 

According to the Communication through Coherence theory, sensory processing could be 

facilitated by the synchronization of neural activity in the gamma frequency band within and 

between cortical areas (Fries, 2015). Consistent with this thinking, gamma synchronization has 

been associated with the bottom-up pathways by which sensory information is processed. The 

modulation of gamma synchronization during attention could therefore influence sensory 

processing and perception. Accordingly, the modulation of purely endogenous and sensory-

driven gamma synchronization has been demonstrated in neurons within parts of the visual, 

parietal, and frontal cortices representing attended locations. Additional evidence suggests that 

attention involves the modulation of gamma synchronization between cortical areas. These 

findings support the thinking that the bottom-up processing of attended sensory information is 

facilitated by gamma synchronization within and between parts of the frontal, parietal, and visual 

cortices. The modulation of gamma synchronization could partially explain how attention 

influences perception.  

Modulation of Noise Correlations During Attention 

During attention, sensory processing could also be affected by the modulation of trial-to-

trial variability in the sensory-driven firing of individual neurons and the correlations in this 

variability across populations of neurons (Cohen & Kohn, 2011; Seriès et al., 2004). Individual 

neurons demonstrate variable responses to the same sensory stimulation on a trial-by-trial basis 

(Arieli et al., 1996; Gawne & Richmond, 1993; Lee et al., 1998; Tolhurst et al., 1983; Tomko & 

Crapper, 1974) due to fluctuations caused by sensory transduction, random cellular processes 

(e.g., synthesis and degradation of proteins or opening and closing of ion channels), variability in 

the speed of action potential propagation, or random synaptic events such as the spontaneous 
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release of neurotransmitter from vesicles (see Faisal et al., 2008 for review). If the firing rate 

variability of individual neurons is independent from (i.e., not correlated with) the variability of 

other neurons, the combined effects could be averaged out across many neurons with little effect 

on information coding in the network. However, adjacent cortical neurons with shared inputs or 

similar response tuning often demonstrate correlated firing rate variability (Bair et al., 2001; 

Gawne & Richmond, 1993; Gawne et al., 1996; Kohn & Smith, 2005; Lee et al., 1998; Reich et 

al., 2001; Zohary et al., 1994). Within a population of neurons, correlations in firing rate 

variability, referred to as noise correlations, could affect the amount of information encoded in 

network activity (Averbeck et al., 2006; Averbeck & Lee, 2006; Nirenberg & Latham, 2003; 

Shadlen & Newsome, 1994, 1998; Snippe & Koenderink, 1992; Zohary et al., 1994). In 

particular, noise correlations between neurons that respond to similar sensory information (e.g., 

neurons with overlapping receptive fields) could reduce the information carried in the pooled 

neural activity (Abbott & Dayan, 1999; Poort & Roelfsema, 2009; Shadlen et al., 1996), which 

could reduce the reliability of stimulus detection. Consistent with this thinking, high network-

level noise correlations have been associated with poorer detection performance and could 

represent a neural correlate of attentional lapses (Astrand et al., 2016). Attention has been shown 

to reduce the firing rate variability of neurons in primary (Herrero et al., 2013) and extrastriate 

visual cortices (Cohen & Maunsell, 2009; Mitchell et al., 2007, 2009; Niebergall et al., 2011); 

however, one study found no effect in FEF neurons (Chang et al., 2012). Furthermore, noise 

correlations in primary (Herrero et al., 2013), extrastriate (Cohen & Maunsell, 2009; Mitchell et 

al., 2009), and prefrontal cortical areas including the FEF (Astrand et al., 2016; Buffalo et al., 

2011; Ruff & Cohen, 2014; Tremblay et al., 2015) were reduced during attention. This evidence 

suggests that reduced firing rate variability at the level of individual neurons could prevent the 
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pooled effects of noise correlations between similarly tuned neurons at the network level, 

potentially facilitating the detection of attended sensory information. 

Summary – Modulation of Neural Activity During Attention 

An interconnected network of frontal, parietal, and visual cortical areas supports the 

selective processing of important sensory information during visuospatial attention. Event-

related fMRI during visuospatial attention tasks was used to isolate the modulation of purely 

endogenous neural activity in these areas from the resulting top-down feedback-mediated effects 

on sensory-driven neural activity. As a potential explanation for findings from human imaging 

studies, numerous monkey electrophysiology studies demonstrated modulation of purely 

endogenous neural firing rates in frontal, parietal, and visual cortical areas as well as modulation 

of gamma synchronization within and between these areas. The modulation of endogenous 

neural activity could represent a content filter put in place during visuospatial attention to 

promote the bottom-up processing of sensory information at attended locations. Consistent with 

this thinking, modulation of sensory-driven firing rates, gamma synchronization, and noise 

correlations have all been reported in DAN and visual cortical areas during tests of visuospatial 

attention. The modulation of top-down feedback and bottom-up processing could respectively 

increase the likelihood of efficient processing for selected sensory information (top-down) and 

increase the efficiency of the subsequent processing (bottom-up). 

The top-down modulation of endogenous neural activity during attention and the 

resulting feedback-mediated effects on bottom-up sensory processing likely involve 

neurotransmitters like glutamate and neuromodulators like norepinephrine (NE). Findings 

supporting the involvement of these systems are outlined in the following sections. 
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Attention Is Supported by Glutamate and Norepinephrine-Mediated Effects 

 During visuospatial attention, endogenous neural activity generated by top-down 

feedback in DAN and visual cortical areas acts as a content filter to influence the bottom-up 

processing of sensory information (Corbetta & Shulman, 2002; Desimone & Duncan, 1995; 

Kastner & Ungerleider, 2000). Maintenance of this content filter could be mediated by the 

excitatory neurotransmitter, glutamate, acting at N-methyl-D-aspartate (NMDA) receptors. 

Activation of NMDA receptors could also be important for the subsequent modulation of 

sensory-driven gamma synchronization and noise correlations. In addition to a content filter, 

selective sensory processing requires a temporal filter to ensure that target detection occurs at the 

appropriate time. A temporal filter could increase the likelihood that selected sensory 

information is processed efficiently when it appears. Additionally, such a temporal filter could 

protect against spurious detections or false alarms when the target is not yet present. The 

neuromodulator, NE, is released into the cortex in response to the presentation of attended 

sensory information (Aston-Jones et al., 1994; Aston-Jones & Bloom, 1981; Bouret & Sara, 

2002; Foote et al., 1980a; Grant et al., 1988; Sara et al., 1994) where it modulates the 

responsivity of neurons (Servan-Schreiber et al., 1990). Target-evoked NE release could 

therefore function as a temporal filter for perception (Aston-Jones & Cohen, 2005). The release 

of NE and subsequent effects on neural firing rates or gamma synchronization could also depend 

on the activation of NMDA receptors (Mather et al., 2016).  

The following sections detail the possible involvement of NMDA receptor activation and 

target-evoked NE release in the modulation of neural activity that occurs during attention. First, 

evidence is presented to link the activation of NMDA receptors with the top-down feedback that 

occurs when attention is endogenously oriented in the absence of visual stimulation. Second, 
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evidence is presented for the involvement of NMDA receptors in sensory-driven neural activity, 

including gamma synchronization and noise correlations. Finally, an introduction to the NE 

system is provided followed by a description of how target-evoked NE release could interact 

with NMDA receptor activation to modulate neural activity, including firing rates or gamma 

synchronization. 

NMDA Receptors Could Be Involved in the Modulation of Endogenous Neural Activity 

During visuospatial attention, sensory processing depends on top-down feedback 

associated with the modulation of endogenous neural activity (Corbetta & Shulman, 2002; 

Desimone & Duncan, 1995; Kastner & Ungerleider, 2000). Accordingly, persistent modulation 

of endogenous neural activity has been demonstrated in monkey electrophysiology and human 

imaging studies when subjects oriented visuospatial attention in expectation of a stimulus (as 

described above). Like visuospatial attention, spatial working memory involves maintaining a 

location in mind for a short period of time. This has led to the suggestion that spatial attention is 

engaged to accomplish this function during spatial working memory (Awh & Jonides, 2001). 

Consistent with this thinking, activity is increased in overlapping frontal and parietal structures 

in monkeys (e.g., Andersen et al., 1990; Bushnell et al., 1981; Colby et al., 1996; Funahashi et 

al., 1993; Kodaka et al., 1997) and humans (e.g., Awh et al., 2000; Corbetta et al., 2002; Kastner 

et al., 2007; LaBar et al., 1999; Todd & Marois, 2004; Xu & Chun, 2007) during spatial working 

memory and spatial attention. Additionally, Awh and colleagues (1999) reported topographic 

modulation of fMRI activity in posterior occipital areas during spatial working memory, 

paralleling the top-down modulation of visual cortical activity that occurs during visuospatial 

attention. Analogous to facilitated sensory processing at attended locations, spatial working 

memory reduced RTs to stimuli at remembered locations (Awh et al., 1998). Furthermore, 
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memory performance was disrupted by shifts of spatial attention (Awh et al., 1998; Smyth, 1996; 

Smyth & Scholey, 1994), consistent with the notion that spatial attention is deployed to support 

spatial working memory. Together, these findings support the thinking that spatial working 

memory involves the maintenance of spatial attention at the to-be-remembered location (Awh & 

Jonides, 2001). 

If spatial working memory does engage spatial attention, then the persistent modulation 

of endogenous neural activity during attention could involve the same mechanisms that support 

working memory. In particular, NMDA receptors are known to be critical for the recurrent 

network activity that supports working memory (Brunel & Wang, 2001; Compte et al., 2000; van 

Vugt et al., 2020; Wang et al., 2013; Wang & Arnsten, 2015). Consistent with the evidence 

linking working memory to the maintenance of spatial attention, top-down feedback to visual 

cortical areas during visuospatial attention is thought to involve NMDA receptor activation 

(Wagatsuma et al., 2016). Accordingly, systemic administration of the NMDA antagonist, 

ketamine, attenuated top-down feedback-mediated effects on neural activity as measured by 

fMRI in human V1 (van Loon et al., 2016). Additionally, blockade of NMDA receptors in 

monkey V1 disrupted the local modulation of top-down feedback-mediated neural activity (Self 

et al., 2012). Together, this evidence suggests that NMDA receptor activation could underlie the 

persistent increases in neural activity seen in frontal, parietal, and visual cortical areas during 

visuospatial attention. During attention, NMDA receptor-mediated effects on endogenous neural 

activity and associated top-down feedback could increase the likelihood that selected sensory 

information is processed efficiently. 

NMDA Receptors Could Be Involved in the Modulation of Sensory-Driven Neural Activity 

NMDA Receptors and Gamma Synchronization 
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Facilitated processing of attended sensory information could depend on NMDA receptor-

mediated effects on sensory-driven gamma synchronization in frontal, parietal, and visual 

cortical areas. Schizophrenia research provides strong evidence linking attention, NMDA 

receptor activation, and gamma synchronization. Schizophrenia is associated with NMDA 

receptor hypofunction (Olney et al., 1999) that appears to disrupt gamma synchronization. For 

example, pharmacological NMDA antagonism is a commonly used animal model for 

schizophrenia (Adell et al., 2012) that has been linked with abnormal baseline and sensory-

driven gamma synchronization in many instances (e.g., Anderson et al., 2014, 2017; Ehrlichman 

et al., 2009; Hakami et al., 2009; Hudson et al., 2016, 2020; Jones et al., 2012, 2014, 2018; 

Kehrer et al., 2008; Kulikova et al., 2012; Lee et al., 2017; Pinault, 2008; Saunders et al., 2012). 

Pharmacological NMDA receptor blockade also disrupted normal gamma synchronization in 

healthy humans (Shaw et al., 2015). Furthermore, patients with schizophrenia display abnormal 

gamma synchronization (reviewed in Hunt et al., 2017) which has been observed during various 

cognitive tasks (Basar-Eroglu et al., 2007; Cho et al., 2006; Kwon et al., 1999; Uhlhaas et al., 

2008; Uhlhaas & Singer, 2010). Abnormal gamma synchronization could partially explain the 

impaired attention that is often seen in individuals with schizophrenia (Cornblatt & Malhotra, 

2001; Liu et al., 2002; McCleery et al., 2015; Nuechterlein et al., 2004, 2015). 

Abnormal gamma synchronization due to NMDA receptor hypofunction could be 

explained by disruption of GABAergic circuits (Cohen et al., 2015; see Gonzalez-Burgos et al., 

2010 for review) that are thought to be involved in the generation of gamma synchronization 

(Buzsáki & Wang, 2012). Consistent with this thinking, mutant mice lacking NMDA receptors 

on GABAergic interneurons demonstrated enhanced baseline gamma synchronization and 

reduced optogenetically or pharmacologically induced gamma synchronization (Carlén et al., 
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2012). Additionally, Kocsis (2012) reported abnormal gamma power in the cortical EEG of mice 

following the administration of either a nonspecific NMDA antagonist or an antagonist for 

NMDA receptors containing the NR2A subunit, which is expressed preferentially in NMDA 

receptors on GABA interneurons (Kinney et al., 2006; Xi et al., 2009). NMDA antagonists that 

are selective for NMDA receptors with other subunits had only minor effects on gamma 

synchronization. These findings support the thinking that the abnormal gamma synchronization 

associated with schizophrenia is related to hypofunction of NMDA receptors on GABAergic 

interneurons. Pharmacological treatments promoting NMDA receptor activation could restore 

normal modulation of gamma synchronization in the frontal, parietal, and visual cortical areas of 

the visual processing system to improve attention in individuals with disorders such as 

schizophrenia. 

NMDA Receptors and Noise Correlations 

The activation of NMDA receptors could also influence bottom-up processing via the 

reduction of noise correlations between neurons representing attended sensory information. 

Consistent with this thinking, Herrero and colleagues (2013) demonstrated that iontophoretic 

pharmacological blockade of NMDA receptors in monkey V1 prevented the reductions in firing 

rate variability and noise correlations that occur during attention without affecting the 

modulation of firing rates. Interestingly, Mitchell and colleagues (2007) demonstrated that firing 

rates and firing rate variability of putative inhibitory interneurons were modulated more strongly 

during attention relative to putative pyramidal neurons. Consistent with the involvement of 

inhibitory interneurons, Carlén and colleagues (2012) reported increased firing rate variability in 

mutant mice lacking NMDA receptor expression on GABAergic interneurons. Mutant mice were 

also impaired in various cognitive functions, including working memory. These findings are 
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consistent with the thinking that the activation of NMDA receptors plays an important part in the 

modulation of firing rate variability and network-level noise correlations during attention. 

Correlations in firing rate variability between neurons transmitting attended information could 

affect the reliability of the information coded in network activity (Averbeck et al., 2006; Shadlen 

et al., 1996; Shadlen & Newsome, 1994, 1998; Snippe & Koenderink, 1992; Zohary et al., 1994); 

therefore, activation of NMDA receptors could have important implications for sensory 

processing and perception via its role in the modulation of noise correlations. 

Summary 

In addition to the potential involvement of NMDA receptors in modulating endogenous 

neural activity (described above), the activation of NMDA receptors could support visuospatial 

attention by promoting the modulation of sensory-driven neural activity in the frontal, parietal, 

and visual cortical areas. The activation of NMDA receptors could influence the efficiency of 

sensory processing in several ways. NMDA receptor activation could be important for the 

modulation of sensory-driven gamma synchronization, thereby rendering the bottom-up 

processing of selected sensory information more effective (Fries, 2015). Additionally, NMDA 

receptor activation could be important for the reduction of noise correlations that could influence 

the processing of attended sensory information. These effects could enhance the reliability of the 

neural population code representing attended sensory information.  

As described in the following section, NMDA receptor activation could also support the 

selective processing of attended sensory information via effects on target-evoked NE release. 

Target-Evoked Norepinephrine Release as a Temporal Filter for Perception 
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During attention, top-down feedback associated with the modulation of endogenous 

neural activity is thought to filter the contents of perception via its effects on the bottom-up 

processing of sensory information (Corbetta & Shulman, 2002; Desimone & Duncan, 1995; 

Kastner & Ungerleider, 2000). Content filtering needs to be supported by temporal filtering to 

ensure that the detection of selected sensory information only occurs when that information is 

present. Such a temporal filter could protect against false alarms and increase the likelihood that 

selected sensory information is processed efficiently when it appears. Sensory processing could 

be temporally filtered by the neuromodulatory effects of NE (Aston-Jones & Cohen, 2005). The 

brainstem nucleus referred to as the locus-coeruleus (LC) is the brain’s primary source of NE 

(Jones & Moore, 1977; Jones & Yang, 1985; Morrison et al., 1982; Samuels & Szabadi, 2008; 

Swanson & Hartman, 1975). The LC sends projections throughout the brain, including to frontal, 

parietal, and visual cortical areas (Foote et al., 1983; Mitchell et al., 1994; Pascuzzo & Skeen, 

1982; Room et al., 1981; Schwarz & Luo, 2015). Via these diffuse projections, the LC-NE 

system is ideally positioned to modulate the cortical neural activity underlying sensory 

processing. 

Norepinephrine could influence the efficiency of sensory processing by enhancing the 

synaptic input gain (Servan-Schreiber et al., 1990) of neurons in frontal, parietal, and visual 

cortical areas of the visual processing system. Synaptic inputs refer to top-down influences or 

afferents communicating bottom-up sensory information. Increased gain means that neurons 

show higher responsivity to both excitatory and inhibitory synaptic inputs. Put simply, neurons 

receiving more excitatory inputs are increasingly excited and therefore more likely to 

communicate information to higher levels of the processing system. On the other hand, neurons 

receiving fewer excitatory inputs and a higher proportion of inhibitory inputs are increasingly 
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inhibited. These neurons are therefore less likely to communicate to neurons in higher-order 

cortical areas. The enhancement of gain could benefit visual processing by boosting the signal 

representing the bottom-up processing of selected sensory information, while suppressing 

extraneous noise or neural activity that is unrelated to processing the selected sensory 

information. Consistent with these ideas, LC activity has been shown to influence the gating or 

tuning of neural responses to sensory information in various modalities (Bouret & Sara, 2004, 

2002; Devilbiss & Waterhouse, 2011; Edeline et al., 2011; Harris & Thiele, 2011; Lecas, 2004; 

Manunta & Edeline, 1997, 1999; Martins & Froemke, 2015; McLean & Waterhouse, 1994; 

Navarra & Waterhouse, 2018; Polack et al., 2013; Waterhouse et al., 1990, 1998; see 

Waterhouse & Navarra, 2019 for review). Increased signal-to-noise ratio of neural responses 

could lower the threshold for stimulus detection as strengthened signals should be more 

discernible from reduced noise. Importantly, neural population codes provide the most reliable 

information regarding the presence of a stimulus (Averbeck et al., 2006; Poort & Roelfsema, 

2009; Shadlen & Newsome, 1994; Shadlen et al., 1996) due to variability in the responses of 

single neurons to repeated presentations of the same stimulus (reviewed in Faisal et al., 2008). 

NE’s effects on gain at the level of individual neurons (Aston-Jones & Cohen, 2005) could affect 

functional connectivity at the network level (Guedj et al., 2017) as selected neurons 

communicate information to neurons in higher-order areas that also experience NE-mediated 

gain modulation. This thinking is consistent with a proposed network-level reset function for the 

LC-NE system (Bouret & Sara, 2005; Sara & Bouret, 2012). These ideas suggest that NE could 

lower the threshold for stimulus detection by increasing the signal-to-noise ratio of neural 

responses across large-scale networks in the frontal, parietal, and visual cortices. 
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The Adaptive Gain theory outlines how the LC-NE system could play a general role in 

optimizing goal-directed behavior via distinct patterns of LC firing and NE release during 

different behavioral states (Aston-Jones & Cohen, 2005). At times we might explore the 

environment to find new sources of reward and at others we might exploit learned stimulus-

response contingencies that are expected to produce reward (as in attention). These behavioral 

states are characterized by distinct patterns of tonic and phasic firing in LC noradrenergic 

neurons which could be influenced via connections from prefrontal cortex (Arnsten & Goldman-

Rakic, 1984; Luppi et al., 1995; Sara & Herve-Minvielle, 1995). Tonic firing refers to sustained 

low-frequency (0-5Hz) firing, while phasic firing refers to transient bursts comprising multiple 

spikes (Berridge & Waterhouse, 2003). A “tonic mode” of LC firing is thought to support 

exploration of the environment for sources of reward (Aston-Jones & Cohen, 2005). The tonic 

mode is characterized by increased tonic LC firing, reduced or absent phasic LC firing, and 

impaired performance in signal detection tasks (Aston-Jones et al., 1994; Usher et al., 1999). In 

contrast, when attention is engaged to exploit a known source of reward, optimal performance is 

associated with a “phasic mode” characterized by reduced tonic LC firing and stronger phasic 

LC firing (Aston-Jones et al., 1994; Aston-Jones et al., 1999). Stronger phasic firing leads to 

increased NE release in target areas (Berridge & Abercrombie, 1999; Dugast et al., 2002; Florin-

Lechner et al., 1996). Importantly, phasic LC firing and the resulting NE release occur in 

response to the appearance of attended stimuli (Aston-Jones et al., 1994; Aston-Jones & Bloom, 

1981; Bouret & Sara, 2002; Foote et al., 1980; Grant et al., 1988; Sara et al., 1994). Considering 

the effects of NE on gain in cortical networks (described above), target-evoked phasic LC firing 

and the resulting NE release could function as a temporal filter for sensory processing to reduce 
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the threshold for stimulus detection, thereby increasing the likelihood that we can process 

important sensory information efficiently when it appears. 

Norepinephrine-mediated enhancement of gain increases the signal-to-noise ratios of 

neural responses (Servan-Schreiber et al., 1990), which at the network-level could functionally 

lower the threshold for stimulus detection. These effects could explain the link between patterns 

of LC firing and behavioral measures of attention. The high distractibility associated with the LC 

tonic mode (Aston-Jones et al., 1994; Usher et al., 1999) could be related to enhanced tonic NE 

release and a lower threshold for stimulus detection. While potentially disruptive to focused 

attention, a lower threshold for stimulus detection could be beneficial when exploring the 

environment for alternative sources of reward. On the other hand, lower tonic NE release during 

attention could reduce gain in the cortex and therefore raise the threshold for stimulus detection. 

This could prevent spurious detections or false alarms triggered by salient stimuli that appear 

when the sought-after information is not present. This thinking is consistent with reduced 

distractibility during the phasic mode of LC firing (Aston-Jones et al., 1994, 1999). When a 

target stimulus triggers phasic LC firing, NE release could enhance gain in cortical processing 

networks to facilitate target detection. Evidence from computer modeling supports the effects of 

target-evoked NE release on gain (Gilzenrat et al., 2002; Servan-Schreiber et al., 1990; Shea-

Brown et al., 2008; Usher et al., 1999). For example, Usher and colleagues (1999) demonstrated 

that simulated phasic LC firing improved signal detection performance in a model network. In 

other words, more accurate predictions could be made about the presence of a target based on 

decoding network activity. The model’s performance closely paralleled behavioral effects in 

monkeys including enhanced target discrimination and reduced variability of RT distributions 

due to target-evoked NE release (also seen in Aston-Jones et al., 1994). NE-mediated effects on 
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network activity also resembled the enhancement of discrimination in humans performing tests 

of attention like the CPT (Servan-Schreiber et al., 1990). These studies support the thinking that 

the ability to detect attended sensory information at appropriate times depends on the 

characteristics of tonic and phasic LC firing and the effects of target-evoked NE release in 

cortical processing networks.  

  In summary, target-evoked NE release and the resulting increase in the gain of neural 

responses could functionally reduce the threshold for stimulus detection in sensory processing 

networks. According to the Adaptive Gain theory, the LC-NE system could therefore function as 

a temporal filter for sensory processing and perception. During attention, tonic LC firing is 

reduced to moderate levels, while enhanced phasic LC firing occurs in response to relevant (i.e., 

attended) stimuli. Target-evoked NE release could increase gain in neurons throughout the 

frontal, parietal, and visual cortical areas of the visual processing system, raising the likelihood 

that detection occurs when task-relevant information is present. Simultaneous enhancement of 

activity in neurons contributing to target-related signals and suppression of activity in neurons 

contributing to distractor-related noise requires a mechanism by which NE can selectively 

facilitate the postsynaptic influences of both excitatory and inhibitory inputs. The following 

sections describe how NE-mediated enhancement of gain could depend on varying levels of 

extracellular glutamate in cortical processing networks and the effects of NMDA receptor 

activation on the amount of NE released by LC neurons. 

Norepinephrine’s Effects on Firing Rates Could Depend on Extracellular Glutamate Levels 

Target-evoked NE release could increase gain and thereby promote the processing of 

attended sensory information by modulating firing rates in the frontal, parietal, and visual 

cortices. The amount of NE released and therefore subsequent effects on firing rates could 
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depend on the activation of NMDA receptors (Mather et al., 2016). Specifically, the Glutamate 

Amplifies Noradrenergic Effects (GANE) model proposes that the modulation of firing rates 

depends on (1) varying levels of extracellular glutamate at synapses communicating prioritized 

versus non-prioritized sensory information, (2) NMDA receptor-mediated effects on NE release 

leading to high and low NE concentrations in these synapses, and (3) opposing neuromodulatory 

effects due to the activation of specific NE receptor subtypes at high and low synaptic NE 

concentrations.  

During sustained attention, firing rates increase endogenously in DAN and visual cortical 

areas corresponding to attended locations. Increased activity in the pyramidal neurons 

representing attended visual field locations would be expected to increase glutamate release. At 

the highly active synapses receiving inputs from these pyramidal neurons, increased glutamate 

could activate NMDA receptors on nearby LC axon terminals to increase target-evoked NE 

release. In contrast, glutamate levels would be expected to remain relatively low in synapses 

communicating irrelevant information (i.e., the inactive synapses receiving inputs from neurons 

with receptive fields overlapping unattended or ignored locations). Low glutamate levels could 

lead to reduced NMDA receptor-mediated NE release, causing NE levels to remain relatively 

low in these synapses. Importantly, NE β-1 receptors are only activated at high synaptic NE 

concentrations, while α-2 receptors are activated at lower levels of NE (Brian P. Ramos & 

Arnsten, 2007). Typically, β-1 receptors cause excitatory effects via coupling with Gs proteins 

(Ferry et al., 1999; Ordway et al., 1987; Summers & McMartin, 1993; Zhang et al., 2005), while 

α-2 receptors cause inhibitory effects due to coupling with Gi proteins (Bylund, 1992; Ramos et 

al., 2006). Due to these opposing effects NE could simultaneously increase the firing rates of 

neurons communicating the signal representing attended information (via β-1 receptors) and 
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suppress firing rates in neurons communicating noise (via α-2 receptors). The activation of NE β-

1 and α-2 receptors at different synapses could therefore enhance gain in neurons across frontal, 

parietal, and visual cortical areas to influence sensory processing and facilitate the perception of 

attended information.  

Synthesizing these points, the GANE model suggests that where glutamate levels are high 

(active synapses), increased NMDA receptor-mediated NE release leads to positive modulation 

of firing rates in postsynaptic neurons via β-1 receptor activation. In contrast, where glutamate 

levels are relatively low (inactive synapses), α-2 receptor activation suppresses NE release and 

negatively modulates firing rates in postsynaptic neurons. These interactions between the 

glutamatergic and noradrenergic systems are described in greater detail in the following sections.  

Norepinephrine’s Effects at Active Synapses 

The GANE model posits that synapses communicating task-relevant information become 

“hotspots” of activity. NMDA receptors on the terminal membranes of adjacent LC neurons are 

activated by glutamate spillover, triggering additional NE release (Fink et al., 1990, 1992; 

Lehmann et al., 1992; Luccini et al., 2007; Pittaluga et al., 1999). See Fig. 1. Consistent with this 

thinking, NMDA-mediated NE release has been demonstrated in vitro in slices from rat parietal 

cortex (White & Semba, 1997). Importantly, activation of NMDA receptors requires membrane 

depolarization (Dingledine et al., 1999; Johnson & Ascher, 1987; Kleckner & Dingledine, 1988; 

Traynelis et al., 2010). Glutamate’s effects on NE release are therefore dependent on the 

membrane depolarization that accompanies phasic LC firing in response to attended stimuli. In 

this way, phasic LC firing allows glutamate spillover to activate NMDA receptors to selectively 

increasing target-evoked NE release at the highly active synapses communicating task-relevant 

information. 
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Activation of NMDA receptors on LC terminals increases extracellular NE concentration 

which then raises the affinity of β-1 receptors for NE (Ramos & Arnsten, 2007). β-1 receptor 

activation occurs at three notable synaptic locations. First, activation of β-1 receptors on 

presynaptic glutamatergic terminals stimulates additional glutamate release(Ferrero et al., 2013; 

Gereau & Conn, 1994; Herrero & Sánchez-Prieto, 1996; Ji et al., 2008; Kobayashi et al., 2008; 

Mobley & Greengard, 1985). See Fig. 1. Additional glutamate enhances NE release as described 

above. In turn, NE enhances the release of glutamate. This positive feedback loop is thought to 

create the “hotspot” of excitation at active synapses communicating task-relevant information. 

Second, high NE levels activate β-1 autoreceptors on LC terminals to further increase NE release 

(Chang et al., 1986; Misu & Kubo, 1986; Murugaiah & O’Donnell, 1995a, 1995b; Ueda et al., 

1985). See Fig. 1. Finally, high levels of NE activate β-1 receptors located on postsynaptic 

glutamatergic neurons to positively modulate the excitatory effects of increased glutamate 

binding at postsynaptic NMDA receptors (Madison & Nicoll, 1982; Nicoll, 1988). See Fig. 1. 

Increased excitation at active synapses is also supported by reduced inhibitory 

neuromodulation. Several inhibitory mechanisms are mediated by α-2 NE receptors (described in 

greater detail below). In the presence of high levels of NE, however, increased membrane 

depolarization induces conformational changes in α-2 receptors (Rinne et al., 2013) which 

reduce their affinity for NE. Elevated NE within the synapses communicating task-relevant 

information should therefore decrease α-2 receptor-mediated inhibitory effects. The reduced 

affinity of α-2 receptors is reversed at saturating levels of NE (Rinne et al., 2013) which could 

protect against excessive activity at “hotspots” (Mather et al., 2016). 



45 
 

 

Figure 1. Figure depicting the effects of NE and glutamate at active synapses in human frontal, parietal, 

and visual cortical areas. A) Spillover glutamate (blue circles) from highly active cortical neurons opens 

NMDA channels on nearby NE terminals to increase NE release (red squares). Activation of these 

NMDA receptors requires depolarization of the LC terminal (lightning symbol) as in phasic firing of the 

LC. B) Increased NE levels activate β-1 receptors on presynaptic glutamatergic neurons to increase 

glutamate release. C) Increased NE levels activate β-1 receptors on LC terminals to further increase NE 

release. D) Finally, increased NE levels activate β-1 receptors on postsynaptic glutamatergic neurons to 

increase excitability. 
 

In summary, NMDA receptor and NE-mediated effects create “hotspots” of excitation at 

synapses that are highly active. During attention, DAN and visual cortical neurons that transmit 

task-relevant information demonstrate persistent increases in firing rate; therefore, synapses 

receiving inputs from these neurons would be expected to show enhanced glutamate levels. 

Phasic LC firing occurs in response to attended stimuli. The resulting membrane depolarization 

could then allow excess glutamate to activate NMDA receptors on LC terminals, thereby 

Visual 
Cortex 
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enhancing NE release. β-1 receptors are activated by increased NE and could further enhance NE 

and glutamate release to positively modulate the firing rates of postsynaptic pyramidal neurons. 

Finally, the affinity of α-2 receptors for NE is reduced due to high NE levels at hotspots, 

decreasing inhibitory postsynaptic effects at the synapses communicating task-relevant 

information. Together these effects could boost the signal representing sensory information at 

attended locations. 

Norepinephrine’s Effects at Inactive Synapses 

The GANE model provides a possible explanation for how NE can enhance postsynaptic 

potentials at synapses communicating task-relevant information while simultaneously inhibiting 

postsynaptic potentials at other synapses in the same brain regions. According to the Adaptive 

Gain model, NE is also released at relatively silent or inactive connections when behaviorally 

relevant stimuli trigger phasic LC firing. Importantly, neurons with receptive fields overlapping 

unattended or ignored locations are not highly active and can even be suppressed during 

attention; therefore, these neurons would be expected to release less glutamate. Lack of 

glutamate spillover at synapses receiving inputs from these neurons means that NMDA receptors 

on LC axon terminals are not activated to release additional NE. See Fig. 2. NE levels therefore 

remain relatively low at the inactive synapses that process unattended information. 

Lower levels of NE preferentially activate α-2 receptors (Ramos & Arnsten, 2007). 

Activation of α-2 receptors occurs at three notable synaptic locations. First, activation of α-2 

receptors on presynaptic glutamatergic neurons inhibits glutamate release (Bickler & Hansen, 

1996; Egli et al., 2005) to further reduce the firing rates of postsynaptic neurons. See Fig. 2. 

Second, activation of α-2A autoreceptors on LC terminals inhibits additional NE release 

(Delaney et al., 2007; Gilsbach & Hein, 2008; Langer, 2008; Starke, 2001). See Fig. 2. Finally, 
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activation of α-2 receptors on postsynaptic pyramidal neurons negatively modulates postsynaptic 

glutamatergic effects (Nomura et al., 2014; Wang et al., 2007). See Fig. 2. Together these α-2 

receptor-mediated effects increase neuronal response gain in cortical processing networks by 

inhibiting the communication of sensory information at irrelevant visual field locations (noise).  

 

Figure 2. Figure depicting the effects of NE and glutamate at inactive synapses in human frontal, parietal, 

and visual cortical areas. A) Lack of glutamate overflow (blue circles) at inactive synapses means that 

NMDA channels on LC terminals are not opened in response to phasic firing. This means that the amount 

of NE released remains low. B) Low levels of NE activate α-2 receptors on LC terminals to inhibit further 

NE release. C) Low levels of NE activate presynaptic α-2 receptors on glutamatergic neurons to inhibit 

glutamate release. D) Low levels of NE activate α-2 receptors on postsynaptic glutamatergic neurons to 

further inhibit activity at these inactive synapses. 

 

Visual 
Cortex 
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In summary, phasic LC firing releases NE into the cortex, including at the inactive 

connections receiving inputs from neurons with receptive fields overlapping unattended or 

ignored locations. Extracellular glutamate levels and NMDA receptor activation remain 

relatively low; therefore, NE release is not enhanced at these synapses. At relatively low NE 

levels, α-2 receptors on presynaptic pyramidal neurons and LC terminals are activated, inhibiting 

the release of glutamate and NE, respectively. Postsynaptic α-2 receptors are also activated to 

negatively modulate glutamatergic effects on the firing rates of postsynaptic pyramidal neurons. 

Together, these α-2 receptor-mediated inhibitory effects could facilitate the processing of 

attended sensory information by reducing the noise contributed by neurons with receptive fields 

overlapping unattended or ignored locations. 

Summary 

The GANE model proposes a mechanism by which attention could selectively facilitate 

the processing of visual information at attended locations. Endogenous activity in glutamatergic 

cortical networks (i.e., DAN and visual cortices) and the resulting activation of NMDA receptors 

could influence the processing of attended sensory information by determining the amount of 

target-evoked NE release. NMDA receptor activation and increased NE release at active 

synapses could lead to enhanced firing rates in postsynaptic neurons via β-1 receptor-mediated 

mechanisms. On the other hand, lack of NMDA receptor activation at inactive synapses could 

lead to reduced NE release and greater suppression of firing rates via α-2 receptor-mediated 

mechanisms. In this way, sensory information corresponding to attended locations could be 

amplified for more effective processing. Importantly, enhanced processing only occurs in 

response to target stimuli. In other words, the GANE model describes a possible integration of 
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the content filter and temporal filter functions of attention to ensure processing of selected 

information at appropriate times. 

Norepinephrine’s Effects on Gamma Synchronization 

The facilitated processing of attended sensory information appears to involve target-

evoked NE release (Aston-Jones & Cohen, 2005) and the subsequent enhancement of gain 

(Servan-Schreiber et al., 1990) in cortical areas of the visual processing system. In addition to the 

potential effects on firing rates described above, NE could enhance gain via effects on gamma 

synchronization. Ascending neuromodulatory systems including the LC-NE system have long 

been associated with arousal and the transition from sleep to wakefulness (Berridge, 2008) which 

is characterized by slow oscillations giving way to fast cortical EEG activity in the gamma 

frequency range (20-80 Hz; Steriade et al., 1991a, 1991b). Accordingly, NE has been shown to 

be important for the modulation of high-frequency neural oscillations (Steriade et al., 1993). 

Consistent with the involvement of NE in the modulation of cortical gamma synchronization, 

phasic LC firing has been associated with increased gamma synchronization in the prelimbic 

subregion of the mPFC in anesthetized rats (Marzo et al., 2014; Neves et al., 2018). In these 

studies, gamma synchronization correlated with the strength of LC phasic firing, supporting the 

proposed involvement of NE in these effects. Target-evoked NE release in primate DAN and 

visual cortical areas could similarly explain the modulation of sensory-driven gamma 

synchronization seen in these areas during tests of visuospatial attention.  

The GANE model suggests that the proposed effects of NE on gamma synchronization 

could be dependent on extracellular glutamate levels and NMDA receptor activation as described 

above for the modulation of firing rates (Mather et al., 2016). NMDA receptor-mediated 

facilitation of NE release could selectively enhance gamma synchronization in the neurons 
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representing attended sensory information. A subset of synapses throughout the frontal, parietal, 

and visual cortices would be expected to have higher glutamate levels due to enhanced activity in 

presynaptic neurons that represent attended sensory information. Increased glutamate in these 

highly active synapses could activate NMDA receptors on adjacent LC terminals to trigger 

additional target-evoked NE release. High NE levels could then promote gamma synchronization 

in postsynaptic neurons to facilitate bottom-up processing of the attended sensory information. In 

contrast, NMDA receptors are not likely to be activated on LC projections adjacent to other less 

active synapses. These synapses receive inputs from neurons representing unattended or ignored 

information, which display normal or even suppressed activity. NE release could remain low at 

these locations due to presynaptic α-2 receptor-mediated autoinhibition. Lower NE could reduce 

the generation of gamma synchronization in neurons representing irrelevant sensory information, 

potentially reducing distractibility.  

The proposed effects of NE on gamma synchronization in frontal, parietal, and visual 

cortical neurons could also involve the neuromodulation of inhibitory interneuron activity. 

Consistent with this thinking, GABAergic neurotransmission is enhanced following 

iontophoretic application of NE (Waterhouse et al., 1980) in a process that involves β receptor 

activation (Cheun & Yeh, 1992; Waterhouse et al., 1982). As described above, GABAergic 

interneurons generate gamma synchronization by rhythmically inhibiting ensembles of 

pyramidal neurons (Buzsaki & Wang, 2012). Interneuron-mediated gamma synchronization in 

sending neurons leads to the entrainment of postsynaptic neurons in the same gamma rhythm and 

repetition of this process could facilitate feedforward communication across large scale networks 

(Fries, 2015). NE-mediated modulation of gain at the level of individual neurons (Aston-Jones & 

Cohen, 2005) is similarly thought to bring about functional reorganization at the network level 
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(Bouret & Sara, 2005; Guedj et al., 2017). These similarities further suggest that NE’s effects on 

gain could involve the modulation of GABA interneuron activity and the resulting effects on 

gamma synchronization within selected neural representations. In turn, network-level effects of 

NE could be facilitated by gamma synchronization between neural ensembles in different areas 

of frontal, parietal, and visual cortices. 

Summary 

The LC-NE system could temporally filter sensory processing to ensure that prioritized 

information is detected at appropriate times (Aston-Jones & Cohen, 2005). Normal functioning 

of the temporal filter could increase the likelihood that selected sensory information is processed 

efficiently when it appears. During attention, target-evoked phasic LC firing releases NE into 

cortical areas of the visual processing system where it enhances gain (Servan-Schreiber et al., 

1990), functionally increasing the activity of neurons receiving many excitatory inputs and 

suppressing the activity of neurons that experience weaker excitation. NE’s effects on gain could 

depend on high and low glutamate levels at synapses receiving prioritized and suppressed inputs, 

respectively (Mather et al., 2016). High glutamate levels at synapses communicating prioritized 

sensory information could activate NMDA receptors on LC terminals to trigger additional target-

evoked NE release. High NE levels positively modulate neural firing rates via activation of β-1 

receptors which could facilitate the processing of attended information. Lower glutamate levels 

at synapses communicating unattended or ignored information are unlikely to activate NMDA 

receptors and could therefore fail to trigger additional target-evoked NE release. Lower NE 

levels could negatively modulate neural firing rates via activation of α-2 receptors to suppress 

the processing of irrelevant or distracting information. NMDA receptor-mediated effects on NE 

release could also influence gamma synchronization (Mather et al., 2016) to promote the bottom-
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up processing of attended sensory information. These proposed NMDA receptor and NE-

mediated effects on sensory-driven neural activity could enhance the efficiency with which 

selected sensory information is processed.  

Overall Summary 

Attention biases neural activity in frontal, parietal, and visual cortical networks to 

promote the processing of selected information (content filtering) at appropriate times (temporal 

filtering). Consider a possible real-world scenario. You have agreed to meet your friend at a park 

located between your home and hers. You arrive early and sit down on a bench to wait in a 

location with a nice view where you can see the entrance by which your friend will enter the 

park. Your knowledge of where to look for your friend will likely help you notice when she 

arrives.  

As you wait, the modulation of endogenous neural activity in frontal, parietal, and visual 

cortical areas could prepare the visual processing system for expected sensory information (your 

friend) at the attended location (the park entrance), acting as a content filter for perception 

(Corbetta & Shulman, 2002; Kastner & Ungerleider, 2000). This preparation could involve the 

modulation of endogenous firing rates or gamma synchronization. Persistent increases in firing 

rates in particular could be maintained by glutamate release and activation of NMDA receptors 

as seen in working memory (Brunel & Wang, 2001; Compte et al., 2000; van Vugt et al., 2020; 

Wang et al., 2013; Wang & Arnsten, 2015). NMDA receptor activation could prepare frontal, 

parietal, and visual cortical networks to process sensory information corresponding to the arrival 

of your friend. In other words, NMDA receptor activation could be responsible for maintaining 

the content filter for perception, thereby preventing attentional lapses characterized by less 

efficient processing. Your ability to reliably detect your friend’s arrival could also be affected by 
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the amount of NE released into frontal, parietal, and visual cortical areas. As you wait, signals 

from prefrontal areas could reduce tonic LC firing and NE release. This enhancement of the 

“phasic mode” could reduce gain in cortical neurons and raise the threshold for stimulus 

detection, thereby preventing false alarms when your friend has not yet arrived.  

Top-down feedback associated with the modulation of endogenous neural activity could 

affect subsequent sensory-driven neural responses to help you detect your friend when she 

arrives at the park entrance. The modulation of sensory-driven neural activity could involve 

target-evoked NE release. Phasic firing of LC neurons in response to your friend’s appearance 

could act as a temporal filter for sensory processing by releasing NE in frontal, parietal, and 

visual cortical areas (Aston-Jones & Cohen, 2005) where it enhances the gain of neural activity 

(Servan-Schreiber et al., 1990). Target-evoked NE release could increase the likelihood that you 

will efficiently process the arrival of your friend. In other words, increasing the functioning of 

the temporal filter could also prevent attentional lapses characterized by less efficient sensory 

processing. 

NMDA receptor activation and target-evoked NE release could also increase the 

efficiency and therefore the speed of processing sensory information corresponding to your 

friend’s arrival. The activation of NMDA receptors could affect bottom-up sensory processing 

by increasing sensory-driven gamma synchronization or reducing network-level noise 

correlations. Additionally, the GANE model suggests that gain is enhanced via activation of 

NMDA receptors (or lack thereof) and NE-mediated effects at β-1 (or α-2) receptors in the 

cortex. High levels of NE could increase firing rates or gamma synchronization in neurons 

representing attended information due to activation of β-1 receptors. These effects could 

facilitate the processing of incoming sensory information corresponding to your friend at the 
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park entrance. On the other hand, NE could decrease firing rates or gamma synchronization in 

neurons representing unattended or ignored sensory information due to activation of α-2 

receptors. These effects could suppress the processing of other salient events going on in the park 

that might interfere with efficiently processing your friend’s arrival. Together, these effects could 

increase the efficiency with which selected sensory information is processed. In other words, you 

could potentially process the arrival of your friend faster because of the activation of NMDA 

receptors and the resulting effects of target-evoked NE release.  

The previous sections detailed how neural activity (e.g., firing rates, gamma 

synchronization, and firing rate variability) is modulated in a series of topographically organized 

frontal, parietal, and visual cortical areas during attention to determine what we perceive. 

Theories describing the possible involvement of the glutamate and NE systems in the modulation 

of various forms of neural activity were then outlined. These ideas illustrate how 

neurotransmitters (glutamate) and neuromodulators (NE) acting in the frontal, parietal, and 

visual cortical areas of the visual processing system could allow us to easily meet a friend at the 

park or perform any of the other goal-directed behaviors required of us each day. The stakes are 

quite low in the example described here, as a lapse in attention would likely only result in a joke 

from your friend about your absent-mindedness. On the other hand, failures of attention in other 

areas could be more problematic. Proposed roles for glutamate and NE in the content and 

temporal filtering of sensory processing suggest that drugs targeting one or both systems could 

be effective for the treatment of impaired attention in vulnerable clinical populations. The 

present research explored these possibilities.  
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CHAPTER 2 - PRESENT RESEARCH 

The theories outlined in the preceding sections suggest several interesting questions, two 

of which we attempted to address with the present research. First, could performance in tests of 

sustained attention be improved by promoting NMDA receptor-mediated effects at synapses that 

communicate selected sensory information across cortical areas of the visual processing system? 

Activation of NMDA receptors requires simultaneous binding of agonists at glutamate-binding 

and glycine-binding sites (Dingledine et al., 1999; Johnson & Ascher, 1987; Kleckner & 

Dingledine, 1988; Traynelis et al., 2010). During sustained attention, the synapses receiving 

inputs from neurons that demonstrate increased endogenous activity would be expected to have 

higher glutamate levels; therefore, administration of a glycine-binding site agonist could enhance 

NMDA receptor-mediated effects at these active synapses that communicate selected sensory 

information. On the other hand, glycine-binding site agonists are likely to have little to no effect 

at inactive connections due to lower glutamate levels. This approach could improve performance 

in tests of sustained attention due to enhancing several NMDA receptor-mediated mechanisms. 

1) NMDA receptor activation in frontal, parietal, and visual cortical networks could support a 

content filter for perception by promoting the maintenance of top-down feedback during the 

endogenous orienting of attention. NMDA receptor-mediated maintenance of this content filter 

could increase the likelihood that selected sensory information is processed efficiently. 2) 
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Activation of NMDA receptors could be involved in the modulation of sensory-driven gamma 

synchronization or noise correlations. These effects could increase the efficiency of processing 

selected sensory information. 3) Activation of NMDA receptors on the terminal membranes of 

noradrenergic projections could influence target-evoked NE release, thereby promoting the NE-

mediated enhancement of gain. These effects could also increase the efficiency of processing 

selected sensory information. 

 We also wanted to address a second question with the present research. Could a 

combination treatment increasing NMDA receptor activation and synaptic NE levels be an 

effective strategy to improve sustained attention? In past work, we demonstrated that the 

selective NE reuptake inhibitor, ATX, reduced attentional lapses (Redding et al., 2019). This 

finding could be related to facilitation of the phasic mode of LC firing and target-evoked NE 

release (Bari & Aston-Jones, 2013) which could act as a temporal filter for perception (Aston-

Jones & Cohen, 2005), thereby increasing the likelihood that selected sensory information is 

detected at the appropriate time. The GANE model suggests that both glutamate and NE could 

support the subsequent processing of selected information (Mather et al., 2016). For an example 

from another cognitive domain, Liu and colleagues (2009) directly administered glutamate and 

NE into the bed nucleus of the stria terminalis, an area involved in the formation of memories for 

emotional stimuli. While neither glutamate nor NE alone affected measures of inhibitory 

avoidance following the establishment of a tone-shock pairing, co-administration of glutamate 

and NE increased these conditioned fear responses. The results of this intracranial administration 

are consistent with the proposals of the GANE model, suggesting that an interaction between 

glutamate and NE supports selective information processing in other cognitive domains, such as 

emotional memory formation. A combination treatment simultaneously targeting glutamate and 
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NE-mediated mechanisms could have additive or even synergistic effects on sustained attention. 

Furthermore, the unique interdependence of NMDA receptor and NE-mediated effects suggests 

that certain systemically administered pharmaceutical treatments could preferentially affect 

neurons that demonstrate increased activity during attention. As described above, systemic 

administration of an NMDA glycine-binding site agonist could be a way to selectively enhance 

NMDA receptor activation at the highly active synapses processing attended sensory 

information. The effects of systemic administration of a NE reuptake blocker could also have 

some degree of selectivity due to the dependence of NE release on extracellular glutamate levels. 

Blockade of NE reuptake transporters could slow down the normal removal of NE from 

synapses, promoting the NMDA receptor-mediated buildup of high extracellular NE 

concentrations needed to activate β-1 receptors at active synapses. On the other hand, NE levels 

at inactive synapses could remain relatively low due to α-2 receptor-mediated suppression of NE 

release. These effects could increase the efficiency of processing selected sensory information. 

The following sections provide evidence related to the questions laid out above. The first 

section covers efforts to study the involvement of NMDA receptors in sustained attention using a 

pharmacological approach, including a description of the mixed effects of targeting glycine-

binding sites on NMDA receptors. This section also outlines physiological and behavioral 

evidence from animal models of other cognitive domains supporting the high-affinity glycine-

binding site agonist, D-serine, as a potential candidate for further study. The next section covers 

the study of NE’s effects on sustained attention. This section includes behavioral evidence 

linking systemic administration of the NE reuptake inhibitor, atomoxetine (ATX), to improved 

attention in humans and rodents.  

Glutamate 
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Glutamate could support sustained attention through the activation of NMDA receptors 

and the resulting maintenance of endogenous neural activity in cortical networks, modulation of 

sensory-driven neural activity, or effects on target-evoked NE release. Consistent with the 

involvement of NMDA receptors in attention, systemic administration of non-competitive 

NMDA antagonists in rodents impairs performance on sustained attention tasks. For example, 

the NMDA antagonist, dizocilpine, reduced accuracy in rats performing choice RT tasks (Barlow 

et al., 2018; Grottick & Higgins, 2000; Higgins et al., 2003, 2016; Mishima et al., 2002; Paine et 

al., 2007; Pehrson et al., 2013; Potasiewicz et al., 2017; Smith et al., 2011; Terry et al., 2012). 

The NMDA antagonist, PCP, reduced accuracy in rats performing 5CSRTTs (Amitai et al., 

2007; Auclair et al., 2009; Le Pen et al., 2003; Smith et al., 2011) and impaired accuracy and 

sensitivity in rats performing the five-choice CPT (Barnes et al., 2016). The NMDA antagonist, 

memantine, also reduced accuracy in rats performing a 5CSRTT (Smith et al., 2011) and reduced 

d’ in rats performing a rodent CPT (Ding et al., 2018). Finally, the NMDA antagonist, ketamine, 

impaired accuracy in rats performing a 5CSRTT (Smith et al., 2011) and increased omissions in 

rats performing another sustained attention task (Nelson et al., 2002). As drugs were 

administered systemically, these studies do not reveal the specific brain regions in which 

NMDA-mediated effects support attentional processing. Extensive research indicates that 

attention is supported by NMDA-mediated effects in higher-order executive control areas in the 

PFC. For example, NMDA receptor antagonists infused into mPFC (Baviera et al., 2008; 

Calcagno et al., 2006, 2009; Carli et al., 2006, 2011; Ceglia et al., 2004; Mirjana et al., 2004; 

Murphy et al., 2005, 2012; Pozzi et al., 2011) and anterior cingulate cortex (Pehrson et al., 2013) 

impaired performance in sustained attention tasks. However, it remains unclear to what extent 

NMDA-mediated effects in DAN and visual cortical areas also support information processing 
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during attention. Future studies using intracranial administration of NMDA antagonists into these 

areas will be necessary to clarify these points (see Discussion for future directions). 

If NMDA receptors in the visual, parietal, and frontal cortices do support selective 

sensory processing, then they could be potential targets for the treatment of impaired attention. 

However, several issues are apparent with the direct activation of NMDA receptors. First, they 

are present throughout the nervous system and the neocortex in particular (Conti et al., 1999; 

Huntley et al., 1994; Monyer et al., 1994); therefore, targeting a specific location using systemic 

administration initially seems to present quite a challenge. Second, direct activation of NMDA 

receptors with glutamate or NMDA can produce excitotoxic effects (Dohmen et al., 2005; Kihara 

et al., 2004; Lin et al., 2005; Yu, 2006). Enhancing glutamate-mediated effects on sustained 

attention requires a way to safely promote NMDA receptor activation at the active synapses 

communicating task-relevant information without increasing activation of NMDA receptors at 

inactive connections or NMDA receptors in other brain regions that are not engaged during 

attention. Importantly, activation of NMDA receptors requires binding at a glutamate-binding 

site and a glycine-binding site (Johnson & Ascher, 1987; Kleckner & Dingledine, 1988; 

Traynelis et al., 2010). The requirement of simultaneous binding by two agonists means that 

enhancing levels of glycine-binding site agonists could be a way to selectively enhance NMDA 

receptor activation at active synapses without effects at other locations. Increased binding at the 

glycine-binding site could promote the activation of NMDA receptors at highly active synapses 

due to the presence of excess glutamate. On the other hand, increased binding at the glycine-

binding site could have no effect on NMDA receptor activation at inactive synapses where 

glutamate levels are expected to be relatively low.  
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Enhancement of NMDA receptor activation via glycine-binding site activation requires 

free glycine-binding sites on cortical NMDA receptors. Early attempts were made to determine 

whether glycine-binding sites are saturated under normal conditions. Some in vitro evidence 

indicated that glycine-binding sites are not saturated (Fossat et al., 2012; Minota et al., 1989; 

Thomas et al., 1988); however, other reports based on in vitro evidence led to proposals that 

glycine-binding sites are saturated (Crawford & Roberts, 1989; Fletcher & Lodge, 1988; Kemp 

et al., 1988; Matsui et al., 1995; Ransom & Deschenes, 1989; Taylor et al., 1988). Danysz & 

Parsons (1998) suggested caution when interpreting these mixed results for several reasons. 

First, traumatic preparation of in vitro models can lead to additional release of glycine-binding 

site agonists and distort measures of extracellular levels. Second, estimates of the concentration 

of a substance in the extracellular space do not necessarily reflect the concentration in the 

synapse. Third, endogenous antagonists, such as kynurenic acid, can compete at the glycine-

binding site. Finally, in vivo concentrations of important ions (e.g., Zn+) can affect estimates of 

glycine’s affinity when using in vitro preparations. Consistent with the thinking that the glycine-

binding site is not saturated, many studies have since reported increased NMDA-mediated 

synaptic transmission following co-agonist administration in vivo (for reviews see Danysz & 

Parsons, 1998; Wolosker, 2007). Driven by this evidence, pharmacological activation of glycine-

binding sites has been studied to develop potential treatments for cognitive impairments. 

Glycine-binding site activation can be altered using a variety of pharmacological 

approaches. For example, the site can be activated directly through the administration of 

agonists, such as glycine (D’Souza et al., 2000). D-serine is another agonist for the glycine-

binding site with higher affinity than glycine itself (Berger et al., 1998; Kleckner & Dingledine, 

1988; Matsui et al., 1995; Mothet et al., 2000; Schell et al., 1995). Furthermore, D-serine appears 
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to be an important co-agonist at synaptic NMDA receptors in particular (Papouin et al., 2012). 

D-cycloserine has affinity for the glycine-binding site; however, it functions as a partial agonist 

at lower doses and an antagonist at higher doses (Henderson et al., 1990; Monahan et al., 1989). 

There are also less direct ways to increase activation of glycine-binding sites. For example, 

extracellular glycine levels are controlled by a glycine reuptake system (Berger et al., 1998; 

Smith et al., 1992) and inhibitors have been developed for corresponding glycine transporters 

(Atkinson et al., 2001; Pei et al., 2019; Tsai et al., 2004). D-serine is not known to have a 

specific reuptake system; however, levels of extracellular D-serine are affected by the actions of 

D-amino acid oxidase enzymes. Inhibitors of D-amino acid oxidase have also been investigated 

as potential treatments for cognitive impairments in individuals with schizophrenia (Lane et al., 

2013; Smith et al., 2010). Finally, the glycine precursor, milacemide, has been studied as a 

potential cognitive enhancer due to its effects on glycine levels (Saletu et al., 1986; Saletu & 

Grünberger, 1984). These pharmacological treatments have been tested for effects on several 

cognitive abilities, including attention. 

Effects of Glycine-Binding Site Agents on Sustained Attention 

Human Studies 

Glycine-binding site agonists have been shown to improve performance in human 

sustained attention paradigms. For example, Levin and colleagues (2015) reported that D-serine 

improved d’ in healthy individuals performing a CPT. Similarly, a proprietary glycine 

formulation improved sustained attention in middle-aged men; however, no effects were seen in 

healthy college students (File et al., 1999). The glycine precursor, milacemide, improved 

measures of attention in healthy adults (Saletu & Grünberger, 1984) and elderly subjects (Saletu 
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et al., 1986). These results support the thinking that increased activation of the glycine-binding 

sites on NMDA receptors can improve sustained attention in humans.  

Other studies have reported no effects on attentional variables following administration 

of drugs that increase binding at glycine-binding sites. For example, intravenous glycine had no 

effect on omissions in healthy individuals performing a CPT (D’Souza et al., 2000). Similarly, 

oral administration of glycine did not affect accuracy in healthy subjects performing a CPT and 

had no effect on accuracy in a choice RT task (Palmer et al., 2008a). Neumeister and colleagues 

(2006) also reported no effects of intravenous glycine in healthy subjects performing an 

attention/vigilance task. D-serine did not affect the number of errors made by older adults 

performing a computerized attention test (Avellar et al., 2016) and had no effect on d’ in patients 

with schizophrenia performing an AX version of the CPT (D’Souza et al., 2013). Finally, the 

partial agonist, D-cycloserine, did not affect CPT performance in healthy adults (D’Souza et al., 

2000; Duncan et al., 2004). 

In summary, the available evidence is limited for effects on behavioral measures of 

sustained attention following targeting of the glycine-binding site in humans. Several studies 

reported positive effects following D-serine, glycine, or a glycine precursor; however, other 

studies have reported no effects of D-serine, glycine, or D-cycloserine. These mixed findings 

point to a need for further testing of glycine-binding site drugs as treatments for impaired 

sustained attention. 

Rodent Studies 

Manipulation of glycine-binding site activation has also revealed effects on attention-

related behavior in rodents. For example, Lipina and colleagues (2005) demonstrated that D-
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serine (600 mg/kg, s.c.) and a glycine transporter inhibitor each improved latent inhibition in 

mice. Latent inhibition is thought to reflect the ability to reduce attentional processing of 

irrelevant stimuli (Chiba et al., 1995). Additionally, a glycine transporter inhibitor improved 

accuracy in impaired Sp4 hypomorphic mice performing a 5CSRTT without effects in wild-type 

controls (Young et al., 2015). The Sp4 hypomorphic mouse is a putative model for schizophrenia 

characterized by reduced NMDA channel expression (Zhou et al., 2010). In sum, the limited 

available evidence points to a need for further research exploring effects on sustained attention in 

rodents following pharmacological manipulation of glycine-binding site activation.  

Physiological Effects of D-Serine 

The limited and mixed evidence described above indicates that more research is needed 

to clarify the role of NMDA glycine-binding sites in sustained attention. D-serine stands out as a 

prime candidate for further research with substantial physiological evidence supporting its 

potential to affect information processing in cortical networks. Numerous studies have reported 

increased D-serine levels in the cortex following systemic administration. For example, cortical 

D-serine levels were elevated in rats after subcutaneous doses ranging from 320 – 1280 mg/kg 

without effects at doses of 160 mg/kg or lower (Smith et al., 2009). Intraperitoneal 

administration (approximately 1000 mg/kg) also increased D-serine levels in the cortex of rats 

(Hashimoto & Chiba, 2004; Pernot et al., 2008, 2012; Takahashi et al., 1997). These studies 

tested high doses which are known to be nephrotoxic in rats (Carone & Ganote, 1975; Ganote et 

al., 1974; Krug et al., 2007; Maekawa et al., 2005; Orozco-Ibarra et al., 2007). In contrast to the 

findings of Smith and colleagues (2009) who found no effects on cortical D-serine levels at 

doses of 160 mg/kg and below, other studies have reported effects at sub-nephrotoxic doses. For 

example, Fukushima and colleagues (2004) demonstrated increased D-serine levels in the PFC of 
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rats after exogenous administration of D-serine (50 mg/kg, i.p.). Additionally, Ferraris and 

colleagues (2008) reported increased D-serine levels in rat PFC after oral D-serine (30 mg/kg). It 

is notable that both studies using lower doses also reported peak extracellular levels within an 

hour after exogenous administration (30 minutes in Ferraris et al., 2008; 60 minutes in 

Fukushima et al., 2004). Therefore, later measurement (at least 1 hr and up to 8 hrs post-

administration) of extracellular D-serine concentration could explain the lack of effects reported 

by Smith and colleagues (2009) at lower doses. Finally, a two-week regimen with daily dosing 

(approximately 5 mg/kg, oral) did not affect D-serine levels in the cortex of mice (Morikawa et 

al., 2007). Together, these results suggest that exogenous D-serine at sub-nephrotoxic doses can 

increase cortical D-serine levels within a window of approximately 30-60 minutes after 

administration.  

Consistent with activation of free glycine-binding sites in the cortex, intravenous D-

serine (50 – 100 mg/kg) dose-dependently potentiated NMDA-evoked excitatory responses in 

the PFC of rats (Chen et al., 2003). On the other hand, D-serine (50 mg/kg, i.p.) did not affect 

brain activity as measured by fMRI in the cortex of rats (Panizzutti et al., 2005). These divergent 

findings could be related to the time-dependent effects of D-serine described above. Chen and 

colleagues (2003) reported increased NMDA-evoked firing a relatively short time (15 minutes) 

after D-serine administration. On the other hand, Panizzutti and colleagues (2005) imaged the 

brains of rats two hours after D-serine administration. These findings suggest that D-serine is 

maximally effective closer to the time of administration (i.e., approximately 30-60 minutes after 

administration).  

In summary, while extremely low doses did not increase cortical D-serine levels (5 

mg/kg/day in Morikawa et al., 2007) and changes in cortical activity were not seen in one study 
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(Panizzutti et al., 2005), most of the available evidence indicates that exogenous D-serine crosses 

the blood-brain barrier and enhances NMDA receptor activation in the cortex. Furthermore, these 

effects appear to be dependent on the interval between D-serine administration and the 

subsequent measurement of extracellular concentration or activity levels. Importantly, 

physiological effects of D-serine have been reported even at relatively low doses that are not 

nephrotoxic in rats. 

Effects of D-Serine on Other Cognitive Abilities 

As described above, the limited reports of D-serine’s effects on sustained attention in 

humans are mixed. D-serine has also been investigated as a treatment for other cognitive 

impairments in individuals with schizophrenia. For example, Kantrowitz and colleagues (2010) 

reported improvements in patients with schizophrenia on the MATRICS neurocognitive test 

battery following D-serine administration (see Nuechterlein et al., 2008 for discussion of 

MATRICS). D-serine was also shown to improve scores on the PANSS–cognitive subscale and 

the Wisconsin Card Sorting Test when administered to patients with schizophrenia as an add-on 

to antipsychotic treatments (Tsai et al., 1998; see Lindenmayer et al., 1994 for discussion of 

PANSS). On the other hand, no effects were found on these measures when D-serine was 

administered to patients with schizophrenia as an add-on to the antipsychotic, clozapine (Tsai et 

al., 1999). Similarly, Weiser and colleagues (2012) reported no effects on MATRICS scores in 

patients administered D-serine as an add-on treatment to antipsychotics. Finally, D-serine did not 

affect a global cognitive index created from scores on various behavioral tasks (D’Souza et al., 

2013). Mixed effects of D-serine on these cognitive batteries could be related to dosage. Positive 

effects were reported for higher doses (>30 mg/kg/day; Kantrowitz et al., 2010), mixed effects 

were reported for moderate doses (30 mg/kg/day; positive finding in Tsai et al., 1998; no effects 
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in Tsai et al., 1999 and D’Souza et al., 2013), and no effects were reported with low doses (<30 

mg/kg/day; Weiser et al., 2012) of D-serine. These findings suggest that doses above 30 

mg/kg/day could be required for beneficial effects on cognition. Despite mixed reports, D-serine 

at sufficient doses could prove to be an effective treatment for cognitive impairments, including 

impaired attention, in individuals with schizophrenia. Additional research is needed to address 

the inconsistency of current findings. 

Despite a lack of rodent research into D-serine’s effects on sustained attention, D-serine 

has been reported to have positive effects in rodent behavioral models of other cognitive 

functions. For example, intraperitoneal administration (1000 mg/kg) enhanced retrieval of spatial 

memories in rats (Zhang et al., 2008). Additionally in rats, intraperitoneal administration (800 

mg/kg) increased the speed of extinction learning for fear memories (Bai et al., 2014) and sub-

cutaneous administration (600 mg/kg) enhanced reversal learning (Duffy et al., 2008). 

Improvements in social memory have been reported after D-serine (800 mg/kg, i.p.) in rats 

(Shimazaki et al., 2010; Zhou et al., 2016). Additionally, D-serine (1000 mg/kg, i.p.) prevented 

stress-induced impairments in object recognition and prepulse inhibition of the startle response in 

mice (Guercio et al., 2014). Finally, intraperitoneal administration (1000 and 2000 mg/kg) 

decreased immobility in rats performing a forced swim test (Wei et al., 2017). These rodent 

studies indicate that exogenously administered D-serine can improve cognition; however, each of 

these studies tested high doses which are known to be nephrotoxic in rats (Carone & Ganote, 

1975; Ganote et al., 1974; Krug et al., 2007; Maekawa et al., 2005; Orozco-Ibarra et al., 2007). 

D-serine has also been found to improve cognitive abilities at lower, safer doses in rodents. For 

example, D-serine (100 mg/kg, i.p.) improved performance of rats in a delayed-match-to-place 

task, indicating better spatial working memory (Stouffer et al., 2004). Additionally, D-serine (50 
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mg/kg, i.p.) improved recognition learning and working memory in mice (Bado et al., 2011). In 

contrast to the above reports, one study found no effects of D-serine (400 or 800 mg/kg, i.p.) on 

novel object recognition performance in rats (Karasawa et al., 2008). Additionally, Kawaura and 

colleagues (2015) reported increased immobility in the forced swim task after D-serine 

administration (800 mg/kg, i.p.) in contrast to the findings of Wei and colleagues (2017). Despite 

these latter findings, the available evidence indicates that D-serine can improve various cognitive 

abilities in rodents even at sub-nephrotoxic doses, supporting its use in the present study.  

Summary 

While two human studies reported no effects of D-serine on behavioral measures of 

sustained attention, improvements were reported in one study of healthy subjects. This limited 

evidence points to the need for a closer look at the effects of D-serine on sustained attention. 

Most of the available physiological evidence shows that exogenously administered D-serine 

increases levels in the cortex of rats. More importantly, exogenous D-serine at non-toxic doses 

affects NMDA-mediated synaptic transmission. These findings support the thinking that D-

serine could affect sensory processing in frontal, parietal, and visual cortical areas by increasing 

NMDA receptor activation. While one study reported no effects, other behavioral evidence 

indicates that exogenous D-serine affects cognitive abilities in rodents. Although limited 

evidence is available using lower non-nephrotoxic doses, the existing results are consistent with 

reported effects at higher doses. Together, this evidence supports the targeting of NMDA 

glycine-binding sites with D-serine as a potential treatment for impaired attention. The present 

study begins to address the treatment potential of D-serine using an animal model with measures 

(IT devmode) that translate well to current RTV measures used in human sustained attention 

research (Kofler et al., 2013; Tamm et al., 2012).  
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Norepinephrine 

As described above, the NE system is thought to support attention in part by increasing 

gain in cortical networks (Servan-Schreiber et al., 1990), boosting the signal representing task-

relevant sensory information and inhibiting noise from irrelevant inputs. During sustained 

attention, task-relevant stimuli trigger phasic LC firing (Aston-Jones & Bloom, 1981; Aston-

Jones et al., 1994; Bouret & Sara, 2002; Foote et al., 1980; Grant et al., 1988; Sara et al., 1994) 

to release NE in relevant cortical target areas. NMDA receptor and NE β-1 receptor-mediated 

effects enhance excitation at active synapses communicating task-relevant information. In 

contrast, α-2 receptor-mediated effects in the absence of glutamate overflow increase inhibition 

at inactive synapses that communicate irrelevant information. This increased gain could facilitate 

the processing of attended sensory information to promote target detection (Corbetta & Shulman, 

2002).  

Consistent with the involvement of the NE system in sustained attention, deficits in 

individuals with ADHD (Kofler et al., 2013) are commonly treated using drugs that target the 

NE system. Stimulant-type medications increase NE levels, but also affect the dopaminergic 

system (Faraone et al., 2006; Gibson et al., 2006; Peterson et al., 2008; Solanto, 1998). Non-

stimulant treatments include drugs with more selective effects on the NE system. In particular 

the selective NE reuptake inhibitor, ATX, is commonly used to treat attentional impairments 

(Asherson et al., 2014; Gibson et al., 2006). Inhibition of NE reuptake using drugs like ATX 

leads to increased synaptic NE levels (Bymaster et al., 2002). Consistent with NE effects on 

cortical glutamatergic transmission proposed by the GANE model, systemic administration of 

ATX increases NMDA-mediated firing in the PFC of rats (Di Miceli & Gronier, 2015). 
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Behavioral evidence from human and animal studies of ATX further supports the involvement of 

the NE system in sustained attention.  

Atomoxetine’s Effects on Sustained Attention 

Human Studies 

Pharmacological inhibition of NE reuptake using ATX improves behavioral measures of 

sustained attention in humans. For example, ATX reduced omissions and increased d’ in children 

with ADHD performing CPTs (Shang & Gau, 2012; Wehmeier et al., 2011, 2012). ATX also 

reduced measures of RTV in children with ADHD performing CPTs (Kratz et al., 2012; Shang & 

Gau, 2012; Wehmeier et al., 2011, 2012). Additionally, ATX improved CPT performance in 

adults with ADHD, increasing d’ (Fan et al., 2017; Ni et al., 2013) and hits (Lin & Gau, 2015), 

and reducing commission errors and the ex-Gaussian measure of RT distribution skew, τ (Ni et 

al., 2016b). These findings suggest that ATX improves sustained attention in impaired 

individuals by elevating suboptimal synaptic catecholamine levels. Interestingly, ATX decreased 

τ in adults with ADHD performing a CPT without affecting RT standard error (Ni et al., 2016b). 

The latter finding suggests that measures of RT distribution skew are especially sensitive to 

effects on sustained attention (Tamm et al., 2012).  

One study found that ATX did not affect RT standard deviation in healthy adults 

performing a stop-signal test (Nandam et al., 2011). This finding is consistent with the thinking 

that synaptic catecholamine levels are near-optimal in healthy individuals prior to treatment. 

Several studies also reported no effects in impaired individuals performing tests of sustained 

attention. For example, ATX had no effect on omissions or RT standard deviation in children 

with ADHD (Bédard et al., 2015) or RT standard error in children with ADHD-like impairments 
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(Posey et al., 2006a) performing CPTs. Additionally, ATX did not affect the proportion of 

targets successfully detected by adults with ADHD performing a CPT (Chamberlain et al., 

2007b). All these studies reported either traditional measures of sustained attention (e.g., hit rate) 

or measures of RTV which do not reflect the skew of response distributions; however, measures 

of RTV that reflect distribution skew could be important for determining the effects of ATX on 

attentional lapses (Ni et al., 2016b). In summary, the NE reuptake inhibitor, ATX, generally 

improves sustained attention in humans with some null results possibly relating to baseline 

catecholamine levels or the use of specific behavioral measures. 

Rodent Studies 

Pharmacological inhibition of NE reuptake using ATX has also been reported to improve 

sustained attention in some rodent studies. For example, ATX improved accuracy in rats 

performing 5CSRTTs (Navarra et al., 2008; Robinson, 2012). ATX also reduced IT devmode (a 

measure of distribution skew) in rats performing the 2CRTT (Redding et al., 2019). These 

findings indicate that ATX can improve sustained attention in rats. 

In contrast to the many positive findings in humans, most studies reported no effects of 

ATX in rats. ATX had no effect on accuracy in rats performing 5CSRTTs (Blondeau & Dellu-

Hagedorn, 2007; Fernando et al., 2012; Hauser et al., 2017; Koffarnus & Katz, 2011; Liu et al., 

2015; Paterson et al., 2011, 2012; Robinson, 2012; Robinson et al., 2008; Sun et al., 2012; 

Tsutsui-Kimura et al., 2009). ATX also had no effect on d’ in rats performing a rodent CPT 

(Ding et al., 2018).  

All of these null reports relied on more traditional measures of sustained attention such as 

accuracy or d’, while only two studies using such measures found positive effects of ATX 
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(Navarra et al., 2008; Robinson, 2012). On the other hand, the one study that used IT distribution 

skew found positive effects of ATX (Redding et al., 2019) in agreement with the reports from 

human studies described above. This pattern of results supports the supplementation of more 

traditional measures of sustained attention in rodents (e.g., accuracy and d’) with analyses of RT 

(or IT) distribution skew to more closely reflect the analyses of RTV performed in human studies 

(Tamm et al., 2012). 

Null findings could also be related to a moderating effect of baseline performance as 

suggested by human studies. Consistent with this thinking, ATX improved accuracy in low 

performing rats in a 5CSRTT without effects in high performing rats (Robinson, 2012). ATX 

also improved target discrimination in low performing mice in a rodent CPT (Caballero-

Puntiverio et al., 2019). Finally, ATX improved accuracy and target sensitivity in low-

performing rats and impaired sensitivity in high-performing animals in a five choice-CPT 

(Tomlinson et al., 2014). Improvements in low-performing animals combined with impairments 

in high-performing animals could explain the lack of effects in other rodent studies.  

Summary 

Despite some negative findings, ATX improved sustained attention in most of the studies 

conducted on children and adults with ADHD. In contrast, rodent studies reported no effects in 

most cases when traditional measures of sustained attention (e.g., accuracy and d’) were used. 

These traditional measures were affected by ATX in low-performing animals in some cases. 

Reported improvement in RT distribution skew, but not RT standard error, suggests that 

measures of distribution skew are particularly important for studying attentional lapses in 

humans. This finding is supported by reduced IT devmode following ATX administration in rats. 

Future work using rodent models of sustained attention would be strengthened by similar 
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analyses of IT distribution skew. Together, the available evidence supports the manipulation of 

synaptic NE levels with ATX as a treatment for impaired attention. Considering this supporting 

evidence, the present study addressed the potential of a combination treatment comprising the 

NMDA receptor co-agonist, D-serine, and the NE reuptake inhibitor, ATX. 
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CHAPTER 3 - EXPERIMENTAL DESIGN 

Experiment 1: D-Serine Dose-Response 

The activation of NMDA receptors could support the processing of selected information 

in a variety of ways (described above). The effects of D-serine on behavioral measures of 

attention are mixed in human studies; however, improvements have been reported in healthy 

adults. In contrast, there is currently no behavioral data for D-serine from rodent models of 

sustained attention. Physiological studies in rats indicate that systemically administered D-serine 

reaches the cortex and increases NMDA receptor activation at relatively low, non-toxic doses. 

Additionally, systemic administration of D-serine affects performance in other rodent models of 

cognition even at lower doses. Together, this evidence encourages further investigation of D-

serine’s effects in rodent models of sustained attention. 

Design and Hypothesis 

We used the rat model of sustained attention developed by Sabol and colleagues (2003) 

to conduct a dose-response determination for the effects of D-serine. The primary measure of 

sustained attention was initiation time (IT) devmode, a measure of distribution skew that is 

thought to reflect attentional lapses (Redding et al., 2019; Sabol et al., 2003) in a manner that 

parallels current human techniques (Kofler et al., 2013; Tamm et al., 2012). Five of six doses 

(saline, 10, 50, 100, and 150 mg/kg) were below nephrotoxic levels (Hasegawa et al., 2019) and 

administration of the highest dose (300 mg/kg) was followed by additional recovery time without 
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drug administration. Based on behavioral and physiological evidence, it was hypothesized that 

D-serine would improve the performance of rats in the 2CRTT by reducing attentional lapses (IT 

devmode). As predicted, D-serine reduced IT devmode at the highest dose (300 mg/kg). These 

results suggest that the activation of NMDA receptors increases the likelihood that expected 

sensory information will be processed efficiently during attention. 

Experiments 2 and 3: Tests of Combination Treatments 

The proposed roles for NMDA receptor activation and target-evoked NE release 

described above suggest that a combination therapy with effects on both systems could be an 

effective treatment for attentional impairments. Such a combination treatment could allow for the 

use of lower doses of either drug, reducing the risk of negative side-effects such as 

nephrotoxicity or anxiogenic effects for D-serine (Hasegawa et al., 2019; Labrie et al., 2009) and 

headaches or effects related to movement speed, motivation, or sedation for ATX (Heil et al., 

2002; Quintana et al., 2007; Redding et al., 2019). Systemic administration of a combination 

treatment could reduce attentional lapses (IT devmode) by increasing the likelihood that selected 

sensory information is processed efficiently at the appropriate time. The proposed cooperation 

between glutamate and NE-mediated effects during sensory processing (Mather et al., 2016) also 

suggests that the combined effects of targeting both mechanisms could enhance the efficiency 

with which selected sensory information is processed.  

Design and Hypotheses 

We used the same rat model of sustained attention (Sabol et al., 2003) to test the effects 

of either D-serine (100 mg/kg) in combination with saline, ATX (0.5 mg/kg) in combination with 

saline, or the same doses of D-serine and ATX administered in combination. Performance 
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following these treatments was compared with performance following the administration of 

saline only. This test was first performed in the same group of rats from the D-serine dose-

response determination (Experiment 1). The dose of ATX was selected based on past research 

(Redding et al., 2019) and was expected to have no effect on its own. Likewise, a dose of D-

serine that was expected to be ineffective was selected based on dose-response data from this 

study (Experiment 1). We predicted that neither drug would affect IT devmode when 

administered alone; however, the combination of both drugs was expected to reduce IT 

devmode. Evidence from this group of rats supported these hypotheses, as IT devmode was 

significantly reduced only by the combination of D-serine and ATX.  

These results informed the development of a follow-up experiment (Experiment 3) using 

a drug-naïve group of rats. Considering the results of the first test of combination treatments 

(Experiment 2), we raised the dose of D-serine to 125 mg/kg and reduced the dose of ATX to 0.3 

mg/kg for the final test. We tested the effects of D-serine (125 mg/kg) in combination with 

saline, ATX (0.3 mg/kg) in combination with saline, or these doses of D-serine and ATX 

administered in combination. Performance following the administration of each of these drug 

conditions was compared with performance following the administration of saline alone. The 

collection of additional data in this experiment afforded us sufficient statistical power to test for 

differences in selected dependent variables between other treatment levels (see Methods for 

details). We hypothesized that neither drug would affect IT devmode on its own at the doses 

selected; however, we expected the combination treatment to reduce IT devmode. Furthermore, 

we predicted that the combination treatment would reduce IT devmode more than either drug on 

its own. Contrary to our initial prediction, IT devmode was reduced by ATX alone; however, 
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consistent with our final hypothesis, the combination treatment reduced IT devmode more than 

either drug alone. 

Summary of Study Design 

Behavioral evidence supports the involvement of the NE system in sustained attention; 

however, further work is needed to determine whether sustained attention is promoted by 

activation of the NMDA receptors. We addressed this need by testing the NMDA co-agonist, D-

serine, in a rat model of attentional lapses (Experiment 1). Findings of reduced IT devmode are 

consistent with improved sustained attention. Building off the effects of D-serine, we asked 

whether attention could be improved using a combination treatment composed of drugs 

simultaneously increasing extracellular NE levels and increasing binding at glycine-binding sites 

on NMDA receptors. The combination therapy could prove to be safer due to the use of lower 

doses, reducing the risk of side-effects that could occur with higher doses of either drug. Such a 

combination treatment could also produce additive or synergistic effects on sensory processing 

due the proposed cooperation between the NE and glutamate systems (Mather et al., 2016). We 

conducted a test of this proposed combination treatment in a rat model of attentional lapses using 

the same group of rats that was used to test the effects of D-serine (Experiment 2). The 

combination treatment significantly reduced attentional lapses (IT devmode), while no 

significant effects were seen for either drug alone. We then followed up on these findings by 

adjusting the doses of both drugs and replicating the experiment in a naïve group of rats with the 

collection of a larger amount of data (Experiment 3). Attentional lapses were unexpectedly 

reduced by ATX alone; however, the effect of the combination treatment was significantly 

stronger than that of ATX alone. These findings suggest that a combination of D-serine and ATX 

could be effective for treating impaired attention in humans.   
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CHAPTER 4 - METHODS 

Subjects 

 Male Sprague-Dawley rats (n=36) were acquired from Envigo (Indianapolis, USA). The 

required number of animals for each experimental group (n=16) was determined using effect 

sizes from previous research with this rat model (Redding et al., 2019) with α = 0.05 and desired 

power of at least 80%. The same group of rats (n=16) was used to test the effects of D-serine 

(Experiment 1) and a combination treatment of D-serine and ATX (Experiment 2). A second 

group of drug-naïve rats (n=16) was used to replicate the test of the combination treatment 

(Experiment 3). Two control rats were also kept with each experimental group. These rats were 

allowed free access to water and served as references to compare against the body weights of 

water restricted experimental animals (see below). 

Rats were weighed upon arrival and pair housed in filter-top plastic cages with 

environmental enrichment in the form of a cardboard tube. Lights were on in the colony room 

from 0700 to 1900 hours. Training and testing sessions were conducted in the lights-on phase. 

Food was available ad libitum to all animals in their home cages. Experimental animals had 

access to water for 20 min/day during training with a single continuous 24-hr access period once 

per week (as in Redding et al., 2019). Daily water access was adjusted to 30 min/day for D-

serine dose-response determination, while water access remained at 20 min/day throughout 

testing of the combination treatments (described in Procedures below). The daily average body 

weight of free-drinking control rats was compared to the weights of experimental rats on 
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scheduled access to water. All experimental rat weights remained above 75% of the average 

weight of control rats throughout the study. All procedures were reviewed and approved by the 

Institutional Animal Care and Use Committee at the University of Mississippi. 

Testing Apparatus 

 Rats were tested in four custom-built operant boxes within chambers that reduced 

external light and sound. Testing boxes had aluminum front and rear panels, plexiglass side and 

top panels, and wire floors. Three nose poke apertures were recessed into the front panel. Left 

and right apertures were centered 1.5 cm above floor level and the middle aperture was centered 

4.5 cm above floor level. 5.5 cm separated the center of each lateral aperture from the center of 

the middle aperture. All nose poke apertures contained photobeams to record entries and exits. 

Left and right apertures also contained water dispensers calibrated to deliver 50 µl water droplets 

into a cup shaped reservoir. Stimulus lights were mounted above each aperture. A house light at 

the top of the rear panel was connected to a potentiometer for calibration of ambient light levels. 

A small computer fan in the wall of each chamber provided ventilation and ambient noise. Boxes 

were connected to a 486 computer with an interface by MED Associates Inc. (Fairfax, VA, USA) 

and experimental contingencies were programmed in the MED-PC programming language. 

Training 

 Experimental rats were placed on scheduled access to water for one week, after which 

training began under conditions of enhanced stimulus salience (house light off). Each trial started 

when the rat entered the central nose poke aperture. The rat was then required to hold its nose in 

the central aperture for a “foreperiod” that was initially set to 0.1 sec. After the foreperiod, the 

left or right stimulus light (selected at random) was illuminated. Water was dispensed when the 
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rat interrupted the photobeam in the aperture under the illuminated light. The next trial began 

when the rat returned to the central aperture. Hand-shaping with a water dropper was required in 

some cases to orient rats toward the response apertures. Training continued until all rats 

completed 100 trials within 30 minutes with at least 70% accuracy. Both groups of rats required 

one week to complete this phase of training.  

The maximum foreperiod was then increased from 0.1 to 1.0 sec. Foreperiods for 

individual trials were selected at random from 30 equally spaced intervals up to the maximum 

duration. Rats that exited the central nosepoke aperture prematurely were able to complete a 

foreperiod in multiple trips. The maximum foreperiod length was increased by 1.0 sec each day 

to the final maximum of 6.0 sec. Foreperiods from this point onward were randomly selected in 

0.3 sec intervals (i.e., 0.3, 0.6, 0.9, …, 6.0 sec). A performance-based time limit for responses 

was implemented the following day. The limit increased after every incorrect or slow response 

and decreased after two consecutive, correct, and timely responses (see Sabol et al., 2003). These 

conditions continued until all rats completed 100 trials with greater than 70% accuracy (each 

group required six days to complete this phase). House lights were illuminated on the following 

training day to reduce stimulus salience. Training was continued under these final parameters 

until all rats achieved greater than 70% accuracy and daily average IT and session length were 

stable (stability metric based on Speaker, unpublished). Training for the first experimental group 

was completed after seven weeks, while training for the second experimental group required 

eight weeks. 

Drugs 

 Atomoxetine hydrochloride and D-serine were obtained from Sigma-Aldrich, Inc. (St. 

Louis, Missouri, USA) in solid form. Drugs were dissolved in physiological saline on test days 
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and stored in sterile containers prior to use. Doses of ATX (0.3 and 0.5 mg/kg) were selected 

based on past work (Chawla, unpublished; Redding et al., 2019) and were obtained using 

freebase calculations. Doses for D-serine (10, 50, 100, 125, 150, and 300 mg/kg) were selected 

based on physiological and behavioral studies in rats (Bado et al., 2011; Chen et al., 2003; 

Ferraris et al., 2008; Fukushima et al., 2004; Stouffer et al., 2004) as well as the present results of 

the D-serine dose-response determination (Experiment 1) and the first test of the combination 

treatment (Experiment 2). Special attention was paid to avoid potential anxiogenic (Labrie et al., 

2009) and nephrotoxic (Carone & Ganote, 1975; Ganote et al., 1974; Hasegawa et al., 2019; 

Krug et al., 2007; Maekawa et al., 2005; Orozco-Ibarra et al., 2007) effects that have been 

associated with high doses of D-serine in rats. Drugs were administered via intraperitoneal 

injection 30 minutes prior to testing. ATX was injected at a volume of 1 ml/kg (as in Redding et 

al., 2019). D-serine was injected at a volume of 2 ml/kg in the dose-response determination 

(Experiment 1) due to solubility limitations at higher doses (see Karasawa et al., 2008; Kawaura 

et al., 2015); however, an injection volume of 1 ml/kg was used in the tests of combination 

treatments (Experiments 2 and 3) as solubility was not an issue at the lower doses (100 and 125 

mg/kg) used in these experiments.  

Procedure 

Experiment 1: D-serine Dose-Response Determination  

Male Sprague-Dawley rats (n = 16) trained in the 2CRTT as described above were 

administered each D-serine dose (saline, 10, 50, 100, 150, and 300 mg/kg) two times in a 

repeated measures design. We planned to administer the first five sub-nephrotoxic doses (saline, 

10, 50, 100, and 150 mg/kg) twice a week (Tuesday and Friday) on a counterbalanced schedule; 

however, diuretic effects became apparent during the first week of testing. Beginning on the 
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second week of the first dose-response series, administrations were conducted once per week 

(Friday). The highest dose of D-serine (300 mg/kg) was then administered on the Friday after the 

first dose-response series of five lower doses was complete. All rats received the 300 mg/kg dose 

on the same day and were not administered drug the following Friday. The 300 mg/kg 

administration was repeated for all rats the following Friday and again there was no drug 

administration on the subsequent Friday. The second dose-response series of five lower doses 

was started the following week. Throughout this second dose-response series, doses were 

administered once per week (Fridays). Two complete dose-response determinations (all six 

doses) required 13 weeks (see Table 1 for timeline).  

Experiment 2: Test of Combination Treatments 

We then tested the effects of a combination treatment involving D-serine and ATX using 

the same rats (n = 16) from the D-serine dose-response determination in Experiment 1. Each 

drug combination was experienced twice in a repeated measures design. All rats received each of 

the following dose combinations: saline + saline, D-serine + saline, ATX + saline, and D-serine 

+ ATX. The dose of ATX (0.5 mg/kg) was expected to have no effect on its own based on past 

research (Chawla, unpublished; Redding et al., 2019). The dose of D-serine (100 mg/kg) was 

similarly chosen based on the results of the dose-response determination (Experiment 1). 

Although we also found no effect on IT devmode following 150 mg/kg of D-serine, a dose of 

100 mg/kg was selected to reduce other possible side-effects of D-serine (e.g., diuresis). Drugs 

were administered twice a week (Tuesday and Friday) on a counterbalanced schedule. This 

schedule did not result in notable weight loss due to diuresis. Two complete sets of repeated 

measures required four weeks of testing. 

Experiment 3: Final Test of Combination Treatments 
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A new group of male Sprague-Dawley rats (n = 16) was used to follow-up on the finding 

of a combination treatment effect found in Experiment 2. The second group of rats was trained in 

the 2CRTT as described above. As before, all rats were administered each of the dose 

combinations: saline + saline, D-serine + saline, ATX + saline, and D-serine + ATX. All rats 

experienced each treatment level three times (as opposed to two times in Experiment 2). The 

dose of ATX (0.3 mg/kg) was adjusted down from the dose used in Experiment 2. This lower 

dose was expected to be ineffective on its own. The dose of D-serine (125 mg/kg) was adjusted 

up from the dose used in Experiment 2. This higher dose was selected to potentiate the effect of 

the combination treatment but was expected to be ineffective on its own. Based on the lack of 

harmful effects following drug administration twice a week in the first test of the combination 

treatments, drugs were again administered twice a week (Tuesday and Friday) on a 

counterbalanced schedule. Three complete sets of repeated measures (all drug combinations) 

were completed in six weeks. 

Dependent Variables 

Response Time Variables 

Response time (RT) is the time elapsed from stimulus light onset until the rat enters the 

correct nosepoke aperture. Each RT was split into initiation time (IT) and movement time (MT) 

for further analysis. IT is the elapsed time from stimulus light onset until the rat exits the central 

aperture. MT is the elapsed time from the end of IT until the rat enters the correct aperture. 

Distributions do not include data from incorrect trials or trials with an IT or MT longer than 2 sec 

(see omissions below). Mode and deviation from mode (devmode) were calculated from the IT 

distributions of each rat using the methods detailed in Sabol et al. (2003). IT mode represents 

sensorimotor processing speed when rats are attentive (i.e., when attention facilitates selective 
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processing). IT mode was calculated by grouping ITs into overlapping 50 ms bins and computing 

a running frequency for bins (0 – 50, 10 – 60, 20 – 70, etc). Mode is the midpoint of the bin with 

the highest frequency of ITs. IT devmode measures distribution skew and was calculated by 

subtracting IT mode from the IT mean. IT devmode reflects attentional lapses and is therefore 

the primary measure of sustained attention in this paradigm. MT mode is calculated in the same 

manner as IT mode and is thought to reflect factors related to movement speed, motivation, or 

sedation. 

Other Dependent Variables  

Omissions were recorded when rats required longer than 2 sec to initiate a response 

following stimulus presentation. Omission percentage was then calculated by dividing the count 

of omissions by the total number of trials in a session. Premature initiations were counted when 

rats exited the central aperture before the stimulus light came on but made no response. 

Premature responses were counted when rats exited the central aperture before the stimulus light 

came on and completed a response. The counts of premature initiations and responses were 

divided by the sum of all foreperiods (in seconds) in the testing session to calculate rates for 

these variables. Finally, the number of trials completed in each testing session was also recorded. 

Data Analysis 

During the D-serine dose-response determination (Experiment 1), performance data were 

collected following each of six dose levels of D-serine (saline, 10, 50, 100, 150, and 300 mg/kg). 

For the tests of combination treatment (Experiments 2 and 3), performance data were collected 

for each of the four levels of combination drug treatments (saline + saline, D-serine + saline, 

ATX + saline, and D-serine + ATX). For initial analyses, both the D-serine dose-response 
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determination (Experiment 1) and the first test of the combination treatment (Experiment 2) 

included two complete series of repeated measures that yielded a combined total of up to 200 

trials for each rat under each level of drug condition (as in Redding et al., 2019). We then 

adjusted our approach, keeping data from different series of repeated measures separated for all 

further analyses. This was done to search for an effect of time on attentional lapses (described 

below). The new approach resulted in two separate distributions of up to 100 trials each per drug 

condition for each rat rather than a single distribution of up to 200 trials per drug condition for 

each rat. This approach also provides additional degrees of freedom for statistical tests due to 

effective doubling of the sample size. Both sets of analyses are reported (see Results) for the D-

serine dose-response experiment (Experiment 1) and the first test of the combination treatment 

(Experiment 2). Only the latter approach with separate distributions for each series of repeated 

measures was used for the final test of the combination treatments (Experiment 3). In the latter 

experiment, three full series of repeated measures were completed, resulting in three separate 

distributions (one more than Experiment 2) of up to 100 trials each per combination treatment for 

each rat.  

All statistical analyses were performed in SPSS (SPSS Inc., Chicago, IL). For the D-

serine dose-response determination (Experiment 1) and the initial test of the combination 

treatment (Experiment 2), linear mixed models were created to account for missing data in some 

animals without dropping existing data for these animals. For the D-serine dose-response 

determination, the D-serine dose factor (saline, 10, 50, 100, 150, and 300 mg/kg) was modeled as 

a fixed effect, while subject ID was included as a random effect. For the first test of combination 

treatments, combination treatment level was modeled as a fixed effect (saline + saline, D-serine 

+ saline, ATX + saline, and D-serine + ATX), while subject ID was included as a random effect. 
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During data collection, we suspected an effect of time on our primary attentional variable, IT 

devmode; therefore, dose-response series (first or second) was included as an additional fixed 

effect in these linear mixed models. Satterthwaite’s method was used to estimate denominator 

degrees of freedom for tests of significance. Fixed effects were assessed by F-test (α = .05). Post-

hoc tests were conducted where appropriate to compare each dose with the saline condition using 

Bonferroni adjustments for multiple comparisons (D-serine dose-response determination: 

corrected α = .05/5 = .01; Initial test of combination treatments: corrected α = .05/3 = .0167). A 

linear mixed model was also used to test for a possible interaction between the effects of D-

serine and ATX on IT devmode in the initial test of combination treatments (Experiment 2). D-

serine dose (saline or 100 mg/kg) and ATX dose (saline or 0.5 mg/kg) were included as fixed 

effects and subject ID was included as a random effect.  

No data were missing for the final test of combination treatments (Experiment 3); 

therefore, repeated measures ANOVA was used with combination treatment level as the repeated 

measures factor. The Greenhouse-Geisser correction was used if data did not meet the 

assumption of sphericity. All pairwise comparisons were conducted for dependent variables of 

relevance to clinical attentional outcomes (IT devmode), potential side-effects (MT mode and 

trials completed), and impulsivity (premature response rate). The threshold for significance was 

adjusted to account for these additional tests (corrected α = .05/6 = 0.0083). A possible 

interaction between the effects of D-serine and ATX on IT devmode was also tested using 

repeated measures ANOVA. D-serine dose (saline or 125 mg/kg) and ATX dose (saline or 0.3 

mg/kg) were included as repeated measures factors.  
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CHAPTER 5 - RESULTS 

Experiment 1: D-serine Dose-Response Determination 

Effects of Dose-Response Series 

There was a significant effect of dose-response series on IT devmode F(1, 163.015) = 

28.332, p < .001, reflecting a lower IT devmode in the second dose-response series. There was 

no evidence for an effect of dose-response series on any of the other dependent variables 

measured in this experiment. Additionally, there was no evidence for an interaction between 

dose-response series and drug dose for IT devmode nor any other dependent variables measured 

in this experiment. 

Effects of D-serine Dose 

Initiation Time and Omission Percentage 

 There was no evidence for an effect of D-serine dose on IT mode F(5, 73.068) = 0.969, p 

= .443 when data from both dose-response series were combined into one distribution 

representing performance under each D-serine dose. Likewise, there was no evidence for an 

effect of D-serine dose on IT mode F(5, 163.028) = 0.785, p = .562 (see Fig. 3A) when 

distributions were kept separate to account for the influence of time. 

There was a significant effect of D-serine dose on IT devmode F(5, 73.024) = 4.063, p = 
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.003. There was also a significant effect of D-serine dose on IT devmode F(5, 163.016) = 4.451, 

p < .001 when distributions were kept separate to account for the influence of time. Post-hoc 

analyses indicated that IT devmode was reduced at the 300 mg/kg dose relative to saline (see 

Fig. 3B; see Table 2 for mean differences and associated confidence intervals. Note that all p 

values are uncorrected. Refer to Methods section for corrected α levels for these tests).  

There was no evidence for an effect of D-serine dose on omission percentage F(5, 

73.234) = 1.016, p = .414. Likewise, there was no evidence for an effect of D-serine dose on 

omission percentage F(5, 163.003) = 0.579, p = .716 (see Fig. 3C) when distributions were kept 

separate to account for the influence of time. 

Movement Time and Completed Trials 

 There was no evidence for effects of D-serine dose on MT mode F(5, 73.044) = 1.482, p 

= .206 or the number of trials completed F(5, 73.127) = 1.5, p = .2. There was also no evidence 

for effects of D-serine dose on MT mode F(5, 163.015) = 0.884, p = .493 (see Fig. 3D) or the 

number of trials completed F(5, 163.078) = 1.405, p = .225 (see Fig. 3E) when distributions were 

kept separate to account for the influence of time. 

Premature Initiation and Premature Response Rates 

 There was no evidence for effects of D-serine dose on premature initiation rate F(5, 

73.006) = 0.71, p = .618 or premature response rate F(5, 72.937) = 0.9, p = .486. There was also 

no evidence for effects of D-serine dose on premature initiation rate F(5, 163.003) = 0.579, p = 

.716 (see Fig. 3F) or premature response rate F(5, 163.092) = 1.067, p = .381 (see Fig. 3G) when 

distributions were kept separate to account for the influence of time. 

Experiment 2: Test of Combination Treatments 
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Effects of Dose-Response Series 

There was no evidence for an effect of dose-response series on IT devmode F(1, 101.819) 

= 0.153, p = .697 nor any of the other variables measured in this experiment. There was also no 

evidence for an interaction between dose-response series and drug dose for IT devmode nor any 

other dependent variables measured in this study. 

Effects of Drug Treatment 

Initiation Time and Omission Percentage 

Two IT mode scores were dropped for a single rat. These erroneous IT mode scores were 

dropped from analyses as they were faster than rats can reasonably be expected to respond to a 

visual stimulus. Initial responses in rat primary visual cortex take place approximately 85 msec 

following stimulus onset (e.g., Meliza & Dan, 2006). While this is already longer than these 

erroneous IT mode scores, initiation in the present study would require additional time to execute 

the planned response after processing of sensory information. Consistent with the thinking that 

these low IT mode scores are erroneous, each was more than two standard deviations below the 

mean for this animal. These fast IT mode scores likely resulted from the chance occurrence of 

premature initiations immediately after stimulus onset. The effect of these premature initiations 

on IT mode was then inflated due to the low number of trials completed on these test days. As IT 

devmode is calculated from the difference between distribution mean and mode, the two 

corresponding IT devmode scores were also dropped.  

There was no evidence for an effect of drug treatment on IT mode F(3, 44.029) = 0.858, p 

= .47. Likewise, there was no evidence for an effect of drug treatment on IT mode F(3, 102.046) 
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= 0.53, p = .663 (see Fig. 4A) when distributions were kept separate to account for the influence 

of time.  

There was a borderline effect of drug treatment on IT devmode F(3, 44.059) = 2.816, p = 

.05. In contrast, there was a significant effect of drug treatment on IT devmode F(3, 101.785) = 

4.161, p = .008 when distributions were kept separate to account for the influence of time. Post-

hoc analyses indicated that IT devmode was reduced by the combination treatment of D-serine 

and ATX relative to saline only. No other drug treatments were different from saline only (see 

Fig. 4B; see Table 3 for mean differences and associated confidence intervals). A separate linear 

mixed model with D-serine dose (saline or 100 mg/kg) and ATX dose (saline or 0.5 mg/kg) 

modeled as separate fixed effects revealed no evidence for an interaction between the effects of 

these two drugs on IT devmode F(1, 105.78) = 0.881, p = .35.  

There was no evidence for an effect of drug treatment on omission percentage F(3, 

44.429) = 1.867, p = .149. Likewise, there was no evidence for an effect of drug treatment on 

omission percentage F(3, 104.12) = 1.961, p = .124 when distributions were kept separate to 

account for the influence of time (see Fig. 4C). 

Movement Time and Completed Trials 

There was a significant effect of drug treatment on MT mode F(3, 44.066) = 9.043, p < 

.001. Likewise, there was a significant effect of drug treatment on MT mode F(3, 104.016) = 

19.755, p < .001 when distributions were kept separate to account for the influence of time. Post-

hoc analyses indicated that MT mode was increased by D-serine + saline treatment, ATX + 

saline treatment, and the combination treatment of D-serine and ATX relative to the saline + 

saline condition (see Fig. 4D; see Table 3 for mean differences and confidence intervals).  
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There was a significant effect of drug treatment on trials completed F(3, 44.074) = 

16.702, p < .001. Likewise, there was a significant effect of drug treatment on trials completed 

F(3, 104.032) = 22.514, p < .001 when distributions were kept separate to account for the 

influence of time. Post-hoc analyses indicated that the number of trials completed was reduced 

by ATX + saline treatment and the combination treatment of D-serine and ATX relative to the 

saline + saline condition (see Fig. 4E; see Table 3 for mean differences and confidence 

intervals). 

Premature Initiation and Premature Response Rates 

There was no evidence for an effect of drug treatment on premature initiation rate F(3, 

44.023) = 0.138, p = .936. Likewise, there was no evidence for an effect of drug treatment on 

premature initiation rate F(3, 104.011) = 0.125, p = .945 when distributions were kept separate to 

account for the influence of time (see Fig. 4F). 

There was a significant effect of drug treatment on premature response rate F(3, 44.348) 

= 6.612, p < .001. Likewise, there was a significant effect of drug treatment on premature 

response rate F(3, 104.036) = 4.693, p = .004 when distributions were kept separate to account 

for the influence of time. Post-hoc analyses indicated that premature response rate was reduced 

by the ATX + saline treatment and the combination treatment of D-serine and ATX relative to 

saline alone (see Fig. 4G; see Table 3 for mean differences and confidence intervals). 

Experiment 3: Final Test of Combination Treatments 

Effects of Dose-Response Series 

There was a significant effect of dose-response series on IT devmode F(2, 30) = 5.97, p = 

.012. Post-hoc tests indicated that IT devmode was significantly lower for the third series of 
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repeated measures relative to the first series of repeated measures (p = .016). There was no 

evidence for an effect of dose-response series on any of the other dependent variables measured 

in this experiment. There was no evidence for an interaction between dose-response series and 

drug treatment for IT devmode nor any other dependent variables measured in this study. 

Effects of Drug Treatment 

Initiation Time and Omission Percentage 

Unlike Experiments 1 and 2 (described above), analyses were only performed on 

performance variables derived from separate testing sessions in Experiment 3. In other words, 

the following results only reflect data derived from three separate testing sessions of up to 100 

trials each for each level of drug treatment.  

Repeated measures ANOVA revealed no evidence for an effect of drug treatment on IT 

mode F(3, 45) = 1.159, p = .336 (see Fig. 5A). On the other hand, the effect of drug treatment on 

IT devmode was significant F(3, 45) = 30.633, p < .001. Post-hoc analyses indicated that IT 

devmode was reduced by both ATX + saline and the combination treatment of ATX + D-serine 

relative to the saline + saline condition. The D-serine + saline condition did not reduce IT 

devmode relative to the saline + saline condition. Additionally, the combination treatment of 

ATX + D-serine significantly reduced IT devmode relative to either the ATX + saline condition 

or the D-serine + saline condition (see Fig. 5B; see Table 4 for mean differences and associated 

confidence intervals). A separate repeated measures ANOVA was performed to test for a 

possible interaction between the effects of D-serine and ATX on IT devmode. There was no 

evidence for an interaction F(1, 15) = 0.479, p = .499. Finally, there was no evidence for an 

effect of drug treatment on omission percentage F(3, 45) = 2.575, p = .106 (see Fig. 5C).  
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Movement Time and Completed Trials 

There was a significant effect of drug treatment on MT mode F(3, 45) = 8.302, p < .001. 

Post-hoc analyses indicated that MT mode was increased by the ATX + saline treatment and the 

combination treatment of ATX + D-serine relative to the saline + saline condition. There was no 

difference in MT mode between the combination treatment of ATX + D-serine and the ATX + 

saline condition (see Fig. 5D; see Table 4 for mean differences and confidence intervals).  

There was a significant effect of drug treatment on trials completed F(3, 45) = 9.052, p = 

.001. Post-hoc analyses indicated that the number of trials completed was reduced by the ATX + 

saline treatment and the combination treatment of ATX + D-serine relative to the saline + saline 

condition. There was no difference in the number of trials completed between the combination 

treatment of ATX + D-serine and the ATX + saline condition (see Fig. 5E; see Table 4 for mean 

differences and confidence intervals). 

Premature Initiation and Premature Response Rates 

There was no evidence for an effect of drug treatment on premature initiation rate F(3, 

45) = 1.691, p = .182 (see Fig. 5F). On the other hand, the effect of drug treatment on premature 

response rate was significant F(3, 45) = 7.038, p < .001. Post-hoc analyses indicated that the 

number of trials completed was reduced by the combination treatment of D-serine and ATX 

relative to the saline + saline condition (see Fig. 5G; see Table 4 for mean differences and 

confidence intervals). 
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CHAPTER 6 - DISCUSSION 

Effects on Initiation Time Mode and Initiation Time Devmode 

During visuospatial attention, endogenous neural activity is enhanced in topographic 

areas of frontal, parietal, and visual cortices corresponding to attended locations (Corbetta & 

Shulman, 2002; Kastner & Ungerleider, 2000). This signature of visuospatial attention resembles 

the recurrent activity that occurs during spatial working memory and could similarly depend on 

the activation of N-methyl-D-aspartate (NMDA) receptors (Compte et al., 2000; Wang et al., 

2013; Wang & Arnsten, 2015). Top-down feedback generated during the modulation of 

endogenous neural activity is thought to act as a content filter for perception by preparing frontal, 

parietal, and visual cortical areas for the processing of selected sensory information. Target-

evoked release of the neuromodulator, norepinephrine (NE), could act as a temporal filter for 

perception to increase the likelihood that selected sensory information is detected when it 

appears. 

Subsequent effects on sensory-driven neural activity reflect the facilitated bottom-up 

processing of attended sensory information (target stimuli). The effects on sensory-driven neural 

activity, including gamma synchronization or noise correlations, could depend on the activation 

of NMDA receptors. Additionally, target-evoked NE release could increase gain in cortical 

neurons (Aston-Jones & Cohen, 2005; Servan-Schreiber et al., 1990) and adjust network-level 

functional connectivity (Bouret & Sara, 2005; Guedj et al., 2017) to facilitate the processing of 
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attended sensory information when it appears. Activation of NMDA receptors could play an 

additional role in determining the amount of NE release, providing a potential explanation for 

NE’s effects on gain (Mather et al., 2016). Together, these ideas describe how NMDA receptor 

activation and target-evoked NE release could participate in the modulation of sensory-driven 

neural activity during attention to help us perceive selected sensory information.  

These ideas present many interesting hypotheses and we tested two of these in the present 

study. First, by facilitating the processing of attended sensory information, pharmacological 

activation of NMDA receptors could improve performance in tests of visuospatial attention. 

Activation of NMDA receptors could affect performance by 1) promoting endogenous neural 

activity in frontal, parietal, and visual cortical areas and the associated top-down feedback to 

increase the likelihood that selected sensory information is processed efficiently, 2) modulating 

the sensory-driven gamma synchronization or noise correlations in these cortical areas to 

influence the efficiency of bottom-up processing, and 3) determining the effects of NE on 

sensory-driven neural activity, including firing rates or gamma synchronization. We therefore 

tested the effects of the NMDA receptor co-agonist, D-serine, on the performance of rats in the 

two-choice response time (RT) task (2CRTT).  

The second hypothesis we tested was that pharmacological activation of NMDA 

receptors in combination with blocking NE reuptake could improve attention without enhancing 

unwanted side-effects associated with either approach. Positive effects from the present test of 

D-serine (Experiment 1) and past data demonstrating beneficial effects of the NE reuptake 

inhibitor, atomoxetine (ATX; Redding et al., 2019) suggest that attention could be improved by 

enhancing either NMDA receptor activation or synaptic NE levels. To determine whether 

measures of attention could be enhanced more effectively by enhancing NMDA receptor 
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activation and synaptic NE levels, we investigated the effects of D-serine in combination with 

ATX on the performance of rats in the 2CRTT. 

Effects on Initiation Time Mode 

Data analyses were performed using techniques developed by Sabol and colleagues 

(2003) to separate components of intraindividual initiation time (IT) and movement time (MT) 

distributions. IT was first separated from the full-body response (MT) required in the 2CRTT 

(see below for discussion of effects on MT mode). In this way, IT more closely resembled the 

overt responses required in sustained attention tasks for non-human primates (e.g., releasing a 

lever) and humans (e.g., pressing a key). Analyses of IT distributions were used to determine 

effects on distinct processes, including sensorimotor processing speed and attentional lapses 

(Sabol et al., 2003). This approach was conceptually based on early work by Hohle (1967) who 

proposed that RT distributions reflect multiple cognitive processes. According to Hohle, these 

processes can be measured independently by decomposing RT distributions into Gaussian and 

exponential components. In this ex-Gaussian model, the Gaussian component represents 

sensorimotor processing speed. Analogous to the ex-Gaussian approach, the method of Sabol et 

al. (2003) uses the mode of IT distributions as a measure of sensorimotor processing speed when 

animals are attentive. 

There was no evidence for an effect of D-serine on IT mode in the present study, 

suggesting that increased levels of the NMDA glycine-binding site agonist and therefore 

increased activation of NMDA receptors do not affect sensorimotor processing speed when rats 

are attentive in the 2CRTT. There was also no evidence for an effect of ATX on IT mode, 

suggesting that increasing synaptic NE levels does not affect sensorimotor processing speed 

when rats are attentive. This finding is consistent with past research that found no evidence for 
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effects of ATX on IT mode in rats performing the 2CRTT (Redding et al., 2019). Finally, there 

was no evidence for an effect of the combination of D-serine and ATX on IT mode, suggesting 

that the combined effects of targeting the glutamate and NE systems did not affect sensorimotor 

processing speed when rats were attentive.  

Sensorimotor processing is less efficient when targets are more difficult to discriminate 

due to reduced salience. For example, sensorimotor processing speed was slowed in the 2CRTT 

when the illumination of house lights reduced the salience of target stimuli (Sabol et al., 2003). 

Reduced stimulus salience has also been shown to increase the mode of RT distributions in rats 

performing the 2CRTT (Hausknecht et al., 2005). As Sabol and colleagues (2003) reported no 

effect of stimulus salience on the mode of MT distributions, increased RT mode reported by 

Hausknecht and colleagues (2005) also appears to reflect effects on sensorimotor processing 

speed rather than movement speed, motivation, or sedation. These studies both support the 

thinking that lower stimulus salience slows down sensorimotor processing speed. The salience of 

target stimuli was reduced in the present study; therefore, sensorimotor processing speeds should 

have been slower than expected for more salient sensory information. Indeed, the average 

sensorimotor processing speeds in the present study (224.68 ± 3.89 msec in Experiment 1; 

220.81 ± 4.28 msec in Experiment 2; 219.9 ± 3.95 msec in Experiment 3) were slower than those 

seen in past research conducted under salient conditions (191.56 ± 2.22 msec in Redding et al., 

2019, 164 msec in Sabol et al., 2003). If pharmacological manipulation of NMDA receptor 

activation or synaptic NE levels affected sensorimotor processing speed, these effects would 

have been expected in the present study. The present findings could therefore be interpreted to 

suggest that targeting NMDA receptor activation or synaptic NE levels does not prevent the 

reduced processing efficiency caused by lower stimulus salience.  
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On the other hand, benefits of NMDA receptor activation and target-evoked NE release 

on sensorimotor processing speed could become apparent when task conditions other than target 

salience are manipulated. The proposed effects on sensory-driven neural activity, including firing 

rates, gamma synchronization, and noise correlations, could enhance the efficiency of processing 

selected sensory information when the selected information competes with other salient 

information. In other words, sensorimotor processing speed could be increased by targeting 

NMDA receptor activation and target-evoked NE release when salient distractors must be 

suppressed for selected information to be processed efficiently. In past research, we found no 

effects of ATX on sensorimotor processing speed (IT mode) when flashing light distractors were 

presented prior to target stimuli (Redding et al., 2019); however, these distractors did not 

compete for processing resources at the same time as the target stimuli. It is possible that either 

D-serine or ATX could affect sensorimotor processing speed when selected sensory information 

is processed less efficiently due to the simultaneous presentation of competing sensory 

information (see below for discussion of possible improvements to the present research).  

While we found no evidence for effects on sensorimotor processing speed in the present 

study, the findings of reduced IT distribution skew in rats performing the 2CRTT (described 

below) suggest that increasing NMDA receptor activation or synaptic NE levels could be more 

important for determining how often rats experience lapses of attention characterized by less 

efficient processing. 

Effects on Initiation Time Devmode 

The exponentially distributed component of Hohle’s ex-Gaussian model represents the 

characteristic positive skew of RT distributions (Hohle, 1967). This component was originally 

proposed to reflect decisional processes required to produce the prescribed response to a target 
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stimulus. More recently, the skew of RT distributions has been proposed to reflect attentional 

lapses (Leth-Steensen et al., 2000). In the present study we used the skew of IT distributions (IT 

devmode) to measure the intraindividual variability due to infrequent, abnormally slow ITs 

(Sabol et al., 2003). These slower ITs are thought to reflect lapses in attention; therefore, IT 

devmode was used as an overall measure of the attentional lapses occurring with a testing 

session.  

We found that D-serine reduced IT devmode at the highest dose tested (300 mg/kg) in 

rats performing the 2CRTT. This finding suggests that increasing D-serine levels and therefore 

increasing NMDA receptor activation can improve performance by reducing attentional lapses in 

rats performing the 2CRTT. We also found that a combination treatment consisting of D-serine 

(100 mg/kg) and ATX (0.5 mg/kg) reduced IT devmode, while neither D-serine nor ATX at 

these doses reduced IT devmode when administered alone. These findings suggest that the 

combination treatment could be a more effective treatment for impaired attention than either 

drug alone. In a follow-up experiment, we found that ATX (0.3 mg/kg) reduced IT devmode 

when administered alone; however, the combination of D-serine (125 mg/kg) and ATX (0.3 

mg/kg) reduced IT devmode even more than ATX alone. This finding provides further support 

for the thinking that the combination treatment could be an especially effective approach for 

treating impaired attention.  

This approach could potentially be used to enhance attention while reducing the risk of 

side-effects that could occur at higher doses of either drug. For example, ATX has been 

associated with subjective reports of sedation (Heil et al., 2002) that are consistent with effects 

on MT mode and trials completed seen in past rodent work (Redding et al., 2019) and in the 

present study (see below). D-serine has been associated with anxiety in mice (Labrie et al., 
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2009). High doses of D-serine have also been associated with nephrotoxicity in rats (Carone & 

Ganote, 1975; Ganote et al., 1974; Krug et al., 2007; Maekawa et al., 2005; Orozco-Ibarra et al., 

2007); however, further research will be required to comprehend the potential nephrotoxic 

effects of D-serine in humans. Current evidence indicates that even if D-serine had the same 

level of nephrotoxicity seen in rats, it would need to be administered at doses of more than 450 

mg/kg for nephrotoxic effects to appear in humans (Hasegawa et al., 2019). This is already 

greater than an order of magnitude more than the doses of D-serine (approximately 30 mg/kg) 

that have been shown to affect cognition in humans (Kantrowitz et al., 2010; Tsai et al., 1998). 

The administration of D-serine with ATX could produce the same or greater effects on attention 

with lower doses of D-serine, further reducing the risk of nephrotoxicity. 

Consistency of D-Serine’s Effects with Other Reports 

D-Serine’s Effects in Humans 

The present effects of D-serine on attentional lapses are consistent with the reported 

effects of other pharmacological agents targeting NMDA receptor glycine-binding sites in 

humans (File et al., 1999; Saletu & Grünberger, 1984; Saletu et al., 1986). D-serine itself 

improved d’ in healthy subjects performing a continuous performance task (CPT; Levin et al., 

2015). On the other hand, the present findings contrast with other reports. For example, 

intravenous glycine did not affect omissions in healthy subjects performing a CPT (D’Souza et 

al., 2000) nor did it affect performance in a vigilance task (Neumeister et al., 2006). 

Additionally, Palmer and colleagues (2008) reported no effects of oral glycine in healthy subjects 

performing a CPT or a choice RT task. Finally, D-serine itself had no effect on the number of 

errors made by older adults performing a computerized attention test (Avellar et al., 2016) and 

had no effect on d’ in patients with schizophrenia performing a CPT (D’Souza et al., 2013). 
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These contrasting reports could be related to the measures used in these studies. 

Specifically, null reports relied on more traditional measures of accuracy and omissions (e.g., 

D’Souza et al., 2000; Neumeister et al., 2006; Palmer et al., 2008). D’Souza and colleagues 

(2013) also found no effects of D-serine on d’. Importantly, past work suggests that measures of 

intraindividual RT variability (RTV), especially those reflecting distribution skew, could be 

especially sensitive to the effects of pharmacological manipulations targeting attention 

performance (see below for discussion of the use of RTV to measure the effects of ATX). 

Additionally, contrasting results of targeting NMDA receptor glycine-binding sites could be 

related to the lower affinity of glycine for these sites relative to D-serine (Matsui et al., 1995); 

however, two studies also reported no effects of D-serine (Avellar et al., 2016; D’Souza et al., 

2013), seemingly contradicting this thinking. The mixed reports of D-serine’s effects could also 

be related to dose. The dose of approximately 30 mg/kg used in studies reporting no effects of D-

serine on attention (Avellar et al., 2016; D’Souza et al., 2013) appears to be borderline effective 

based on the results of studies using cognitive test batteries in patients with schizophrenia. D-

serine at this dose had mixed effects on cognitive performance (D’Souza et al., 2013; Tsai et al., 

1998, 1999), while higher doses improved performance (Kantrowitz et al., 2010) and lower 

doses had no effect (Weiser et al., 2012). Further work will be needed to clarify the potential 

efficacy of D-serine at various doses using measures of RTV to supplement more traditional 

measures of attention.  

D-Serine’s Effects in Rodents 

The present findings are to our knowledge the first reported effects of D-serine in a 

rodent behavioral model of attentional lapses. Consistent with the present findings, a glycine 

transporter inhibitor improved accuracy in impaired Sp4 hypomorphic mice performing a five-
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choice serial RT task (5CSRTT); however, no effects were seen in wild-type controls (Young et 

al., 2015). Beneficial effects of increasing synaptic glycine levels in Sp4 hypomorphic mice, a 

putative model for schizophrenia (Zhou et al., 2010), suggest that the NMDA receptor glycine-

binding site could be an important target for improving sustained attention in individuals with 

schizophrenia. The reported lack of effects in healthy controls could be related to the sensitivity 

of behavioral measures as described above for human studies (see below for discussion of the 

use of RTV to measure the effects of ATX).  

Consistency of Atomoxetine’s Effects with Other Reports 

Atomoxetine’s Effects in Humans 

The finding of reduced attentional lapses following ATX administration in the present 

study (Experiment 3) is consistent with various reports from human studies. For example, ATX 

reduced omissions, increased d’ (Shang & Gau, 2012; Wehmeier et al., 2012; Wehmeier et al., 

2011), and reduced measures of RTV in children with attention-deficit/hyperactivity disorder 

(ADHD) performing CPTs (Kratz et al., 2012; Shang & Gau, 2012; Wehmeier et al., 2011, 

2012). ATX also improved measures of d’ (Fan et al., 2017; Ni et al., 2013), hit rate (Lin & Gau, 

2015), commission errors, and the ex-Gaussian measure of RT distribution skew, τ (Ni et al., 

2016b), in adults with ADHD performing CPTs.  

In contrast to the positive effects of ATX described above, several studies reported no 

effects in impaired individuals. For example, ATX did not affect omissions or RT standard 

deviation in children with ADHD (Bédard et al., 2015) or RT standard error in children with 

ADHD-like impairments (Posey et al., 2006a) performing CPTs. ATX did not affect the 

proportion of targets successfully detected by adults with ADHD performing a CPT 
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(Chamberlain et al., 2007b). Additionally, ATX did not affect RT standard deviation in healthy 

adults performing a stop-signal test (Nandam et al., 2011). Similarly, Ni and colleagues (2016) 

reported no effects of ATX on RT standard error in adults with ADHD performing a CPT.  

Discrepancies in ATX’s effects on attention could be related to the choice of behavioral 

measures. Null reports used either traditional measures (e.g., hit rate in Chamberlain et al., 2007) 

or measures of RTV that do not reflect distribution skew (RT standard deviation in Bédard et al., 

2015; RT standard error in Posey et al., 2006). Interestingly, Ni and colleagues (2016) reported 

reduced τ, a measure that reflects RT distribution skew, without effects on RT standard error. 

These findings support the thinking that measures of RT distribution skew, like τ or IT devmode, 

could be especially sensitive to effects on sustained attention as suggested previously (Redding 

et al., 2019). Despite null effects in some reports that could be related to the use of specific 

behavioral measures, most reports of ATX’s effects on attention agree with the present findings 

of reduced attentional lapses in a visuospatial discrimination task.  

Atomoxetine’s Effects in Rodents 

Mixed effects of ATX have been reported in rodent studies of attention. The current 

findings of reduced attentional lapses following ATX administration are consistent with a 

minority of reports showing improved attention in rodents. For example, ATX improved 

accuracy in rats performing 5CSRTTs (Navarra et al., 2008; Robinson, 2012). Additionally, we 

previously found that ATX reduced IT devmode in rats performing a 2CRTT (Redding et al., 

2019). In contrast to these few positive reports and the present findings, many studies reported 

no effects of ATX on accuracy in rats performing 5CSRTTs (Blondeau & Dellu-Hagedorn, 

2007; Fernando et al., 2012; Hauser et al., 2017; Koffarnus & Katz, 2011; Liu et al., 2015; 

Paterson et al., 2011, 2012; Robinson, 2012; Robinson et al., 2008; Sun et al., 2012; Tsutsui-
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Kimura et al., 2009). ATX also had no effect on d’ in rats performing a rodent CPT (Ding et al., 

2018).  

The effects of ATX could depend on baseline performance, potentially explaining the 

lack of effects found in many rodent studies. Robinson (2012) performed a median split to 

separate rats based on low and high baseline performance in the 5CSRTT. ATX improved 

accuracy in low performing rats without effects in high performing rats. ATX similarly improved 

target discrimination in low performing mice in a rodent CPT with no effects in high performers 

(Caballero-Puntiverio et al., 2019). Finally, ATX improved accuracy and target sensitivity in 

low-performing rats and impaired sensitivity in high-performing rats in a five choice-CPT 

(Tomlinson et al., 2014). The lack of effects or even impairments seen in high performing 

animals could obscure beneficial effects in low-performing animals, potentially explaining the 

numerous studies that reported no effects of ATX on attention. 

The inconsistency in ATX’s effects on attention in rodents could also be related to the 

choice of behavioral measures (as described above for human studies). Studies using more 

traditional measures (e.g., accuracy and d’) reported null findings in 12 out of 14 instances. In 

contrast, the only other study using a measure of RT distribution skew (IT devmode in Redding 

et al., 2019) found positive effects of ATX in agreement with the present findings. This pattern 

of results suggests that analyses of RT (or IT) distribution skew should be used in rodent 

research alongside more traditional measures of sustained attention. This approach would more 

closely parallel the current techniques for measuring attentional lapses using RTV in clinical 

research (Tamm et al., 2012; Kofler et al., 2013).  
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Consistency of Combination Treatment Effects with Other Reports 

To our knowledge the present findings are the first reports of reduced attentional lapses 

following the simultaneous administration of pharmacological agents targeting NMDA receptor 

activation and synaptic NE levels in rats. Only one other study has investigated the possible 

cooperation between the glutamate and NE systems in other cognitive domains. In this study, Liu 

and colleagues (2009) demonstrated that injections of glutamate or NE into the rat bed nucleus of 

the stria terminalis, an area involved in the formation of affective memories, had no effect on the 

conditioning of fear responses to a tone paired with an aversive shock. In contrast, the infusion of 

glutamate and NE into this area increased later fear responses to the conditioned tone, suggesting 

that the cooperative effects of glutamate and NE established a stronger memory for the 

conditioned pairing. Furthermore, pharmacological blockade of NMDA receptors attenuated the 

effects of glutamate, suggesting that the interaction between the glutamate and NE systems 

during affective memory formation involves NMDA receptor activation. Additional work will be 

required to determine if a similar interaction between NMDA receptor activation and NE release 

could affect sensory processing during visuospatial attention.  

How Do NMDA Receptors Support Attention? 

The activation of NMDA receptors could support attention in several different ways. The 

first possible role for NMDA receptors involves the maintenance of endogenous neural activity 

during attention. Endogenous activity and the associated top-down feedback in frontal, parietal, 

and visual cortical areas of the visual processing system are thought to act as a content filter to 

determine what we perceive (Corbetta et al., 2002; Desimone & Duncan, 1995; Kastner & 

Ungerleider, 2000). The persistent endogenous activity in frontal, parietal, and visual cortices 

during the voluntary orienting of attention could be dependent on activation of NMDA receptors. 
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In support of this thinking, spatial attention is thought to be deployed during spatial working 

memory (Awh & Jonides, 2001) and spatial working memory is known to depend on NMDA 

receptor activation (Brunel and Wang, 2001; Compte et al., 2000; van Vugt et al., 2020; Wang, 

2001). NMDA receptor activation could therefore reduce attentional lapses by increasing 

endogenous activity in the neurons representing attended portions of the visual field. These 

effects could prepare frontal, parietal, and visual cortical neurons for selected sensory 

information, increasing the likelihood that it is processed efficiently. This thinking is supported 

by the present findings of reduced attentional lapses (IT devmode) in the 2CRTT following D-

serine administration (Experiment 1).  

The second way that NMDA receptor activation could influence sensory processing and 

perception during attention involves effects on sensory-driven neural activity, including gamma 

synchronization, in frontal, parietal, and visual cortices. Gamma synchronization could facilitate 

bottom-up sensory processing (Fries, 2015) and has been shown to be enhanced in the neurons 

representing attended sensory information (Buffalo et al., 2011; Chalk et al., 2010; Fiebelkorn et 

al., 2018; Fries et al., 2001, 2008; Gregoriou et al., 2009; Ni et al., 2016a; van Kerkoerle et al., 

2014; Vinck et al., 2013). Consistent with the involvement of NMDA receptors in gamma 

synchronization, NMDA antagonism disrupts normal gamma synchronization in rodents 

(reviewed in Hunt & Kasicki, 2013) and humans (Shaw et al., 2015). Furthermore, disrupted 

gamma synchronization has been linked to hypofunction of NMDA receptors located on gamma-

aminobutyric acid (GABA) interneurons (Carlén et al., 2012; Kocsis, 2012) that are critical for 

the generation of gamma synchronization (Buzsáki & Wang, 2012). Together, these findings 

suggest that NMDA receptor activation could enhance the efficiency of processing for attended 

sensory information due to effects on gamma synchronization. This thinking is not supported by 
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the present findings, as D-serine did not affect sensorimotor processing speed (IT mode) in rats 

performing the 2CRTT.  

The third way that NMDA receptors could support attention is via a role in reducing the 

correlations in firing rate variability between frontal, parietal, and visual cortical neurons 

processing attended sensory information. The reliability of stimulus detection could be impaired 

when firing rate variability is correlated in a group of neurons representing the stimulus (Shadlen 

et al. 1996; Abbott & Dayan 1999); however, these noise correlations are reduced in populations 

of neurons processing attended sensory information (Astrand et al., 2016; Buffalo et al., 2011; 

Cohen & Maunsell, 2009; Herrero et al., 2013; Mitchell et al., 2009; Ruff & Cohen, 2014; 

Tremblay et al., 2015). Blockade of NMDA receptors has been shown to prevent the reduction of 

noise correlations during attention, leading to increased RTs that could reflect impaired sensory 

processing (Herrero et al., 2013). These findings suggest that the activation of NMDA receptors 

could enhance the efficiency of bottom-up processing by reducing noise correlations in the 

population of neurons representing attended sensory information. This thinking is also not 

supported by the present findings, as D-serine did not affect sensorimotor processing speed (IT 

mode) in rats performing the 2CRTT.  

The proposed NMDA receptor-mediated effects take place in specific frontal, parietal, 

and visual cortical areas of the visual processing system; however, D-serine was administered 

systemically in the present study. Despite this route of administration, there is reason to expect 

some degree of spatial selectivity in the effects of D-serine. NMDA receptor activation requires 

binding of both a glycine-binding site and a glutamate-binding site (Dingledine et al., 1999; 

Traynelis et al., 2010); therefore, systemic administration of a glycine-binding site agonist like 

D-serine could increase NMDA receptor-mediated effects only at synapses with elevated 
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glutamate levels. Due to the modulation of neural activity during attention, glutamate would be 

expected to be released in higher amounts at synapses that communicate task-relevant 

information (i.e., those receiving inputs from neurons with receptive fields overlapping attended 

locations). This line of reasoning suggests that D-serine could enhance the activation of a subset 

of NMDA receptors located near highly active synapses in the frontal, parietal, and visual 

cortices despite a systemic route of administration.  

To summarize, the present effects of systemic D-serine administration could be related to 

the modulation of endogenous neural activity in frontal, parietal, and visual cortices which could 

act as a content filter to increase the likelihood that selected sensory information is processed 

efficiently. D-serine could also affect the processing of attended sensory processing due to the 

modulation of sensory-driven gamma synchronization or noise correlations. The present findings 

of reduced attentional lapses (IT devmode) following D-serine administration are consistent with 

the first proposition outlining the role of NMDA receptors in maintaining a content filter for 

perception. On the other hand, the lack of effects on sensorimotor processing speed (IT mode) 

suggests that the proposed beneficial effects of NMDA receptor activation on sensory-driven 

neural activity did not take place under the task conditions used in the present research. Further 

research will be required to determine the extent to which the activation of NMDA receptors 

supports attention via each of these proposed mechanisms.  

NMDA Receptor Activation Could Determine NE-Mediated Effects on Sensory Processing 

  Norepinephrine could take part in the modulation of neural activity to influence what we 

perceive. During attention, noradrenergic neurons in the locus coeruleus (LC) fire phasic bursts 

in response to target stimuli (Aston-Jones & Bloom, 1981; Aston-Jones et al., 1994; Bouret & 

Sara, 2002; Foote et al., 1980; Grant et al., 1988; Sara et al., 1994), releasing NE into the cortex 
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(Berridge & Abercrombie, 1999). NE increases synaptic input gain, thereby enhancing signal-to-

noise ratios (Servan-Schreiber et al., 1990). In frontal, parietal, and visual cortical areas of the 

visual processing system, target-evoked NE release could function as a temporal filter to 

facilitate the processing of attended sensory information at appropriate times (i.e., when the 

target appears). Reduced attentional lapses (IT devmode) following administration of ATX in the 

present study (Experiment 3) could be related to enhanced functioning of this temporal filter (as 

in Bari & Aston-Jones, 2013), ensuring that selected sensory information is more likely to be 

processed efficiently when it appears.  

The efficiency of processing for selected sensory information could be determined by the 

effects of NMDA receptor activation on target-evoked NE release (Mather et al., 2016). As 

described in the Glutamate Amplifies Noradrenergic Effects (GANE) model, glutamate activating 

NMDA receptors could determine the release of NE and therefore mediate subsequent effects on 

gain. Gain could be enhanced via modulation of neural firing rates or gamma synchronization, 

both of which could increase the efficiency of sensory processing. In contrast with this thinking, 

we found no effects of D-serine, ATX, or the combination treatment on sensorimotor processing 

speed (IT mode) in the present research. These findings indicate that if D-serine or ATX affected 

sensory-driven firing rates or gamma synchronization in rats performing the 2CRTT, these 

effects did not influence sensorimotor processing speed under the task conditions used in the 

present research. Future work will be required to search for specific effects of NMDA receptor 

activation and target-evoked NE release on the modulation of sensory-driven firing rates and 

gamma synchronization in frontal, parietal, and visual cortical areas during attention. 

Several important questions remain unanswered for now; however, the present findings 

support the idea that a combination treatment enhancing NMDA receptor activation and synaptic 
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NE levels could effectively reduce attentional lapses without increasing unwanted side-effects of 

ATX that could be related to movement speed, motivation, or sedation. These potential side-

effects are discussed in the following section.  

Effects on MT Mode and Trials Completed 

 Separation of IT and MT allowed us to measure effects on sensorimotor processing (IT 

mode) and attentional lapses (IT devmode) relatively free from confounding effects related to 

movement speed, motivation, or sedation (MT mode). We found no effect of D-serine on MT 

mode in the dose-response determination (Experiment 1); however, D-serine (100 mg/kg) 

unexpectedly increased MT mode in the test of the combination treatment in the same group of 

rats (Experiment 2). The final test of the combination treatment using a new group of rats and an 

increased amount of data (three complete sets of repeated measures) revealed no effect of D-

serine on MT mode even at a higher dose (125 mg/kg; Experiment 3). In contrast to the 

unexpected slowing of MT mode in Experiment 2, null results from Experiments 1 and 3 support 

the thinking that D-serine’s effects on movement speed, motivation, or sedation-related factors 

are small or negligible. Supporting this thinking, D-serine did not affect the number of trials 

completed at any dose in the dose-response determination (Experiment 1) or in either of the two 

tests of the combination treatment (Experiments 2 and 3). The number of trials completed could 

be affected by similar factors related to movement speed, motivation, or sedation; therefore, the 

present lack of effects on trials completed following D-serine administration further suggests that 

D-serine does not influence these factors. It is unclear why D-serine (100 mg/kg) increased MT 

mode in the initial test of the combination treatment in (Experiment 2); however, carry-over 

effects due to extended D-serine exposure in this group of rats (during Experiment 1) cannot be 

ruled out. Overall, the lack of additional effects on MT mode (Experiments 1 and 3) and 
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consistent lack of effect on trials completed suggest that D-serine does not have strong effects on 

movement speed, motivation, or sedation.  

In the present study, ATX increased MT mode in both tests of combination treatments 

(0.5 mg/kg in Experiment 2; 0.3 mg/kg in Experiment 3). These findings are consistent with 

ATX-induced increases in MT mode seen in past work (Redding et al., 2019) and numerous 

reports of increased RT in rats (Baarendse & Vanderschuren, 2012; Benn & Robinson, 2017; 

Blondeau & Dellu-Hagedorn, 2007; Caballero-Puntiverio et al., 2019; Ding et al., 2018; 

Fernando et al., 2012; Jentsch et al., 2008; Robinson, 2012; Sun et al., 2012). The combination 

treatment also increased MT mode relative to saline; however, the lack of a difference between 

the combination treatment and ATX alone in the final test of combination treatments 

(Experiment 3) suggests that increased MT mode was driven primarily by ATX. On the other 

hand, the unexpected slowing of MT mode following D-serine administration in Experiment 2 

(described above) indicates that a weak effect of D-serine on MT mode cannot be rule out 

entirely. A similar pattern was seen for effects on trials completed. Both ATX alone and the 

combination treatment reduced trials completed relative to saline, but the number of trials 

completed did not differ between the combination treatment and ATX alone. The present 

findings of increased MT mode and reduced trials completed due to ATX are consistent with 

subjective reports of sedation in patients taking ATX (Heil et al., 2002) and past findings using 

the present model that could be related to movement speed, motivation, or sedation (Redding et 

al., 2019). The fact that the combination treatment did not increase MT mode or reduce trials 

completed more than ATX alone in the present study supports the original hypothesis that the 

combination treatment of D-serine and ATX could improve attention without increasing 

unwanted side-effects of ATX.  
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Effects on Premature Response Rate 

 Premature response rate in the 2CRTT reflects impulsivity by measuring the occurrence 

of nosepoke responses prior to target presentation. We found no effect of D-serine in any 

experiment; however, ATX reduced premature response rates in the initial test of the 

combination treatment (Experiment 2). Premature response rates were reduced by ATX alone 

and the combination treatment relative to saline. In the final test of the combination treatment 

(Experiment 3), premature response rates in the combination treatment condition were reduced 

relative to saline alone.  

Reduced impulsivity in the present study is consistent with reported effects of ATX in 

humans. For example, ATX reduced commission errors in children (Shang & Gau 2012; 

Wehmeier et al. 2011; Wehmeier et al. 2012) and adults (Chamberlain et al. 2007; Ni et al. 

2016b) with ADHD performing CPTs. On the other hand, ATX did not affect commission errors 

in children with ADHD performing Conners’ CPT (Bédard et al. 2015; Posey et al. 2006).  

Reduced impulsivity in the present study is consistent with reported effects of ATX in 

most rodent studies. For example, ATX reduced premature responding in numerous studies 

(Baarendse & Vanderschuren 2012; Benn & Robinson 2017; Blondeau & Dellu-Hagedorn 2007; 

Ding et al. 2018; Jentsch et al. 2008; Liu et al. 2015; Paterson et al. 2011; Paterson et al. 2012; 

Robinson et al. 2008; Robinson 2012; Sun et al. 2012; Tsutsui-Kimura et al. 2009). On the other 

hand, we found no effects of ATX on premature response rate in a previous study using the 

2CRTT (Redding et al., 2019).  

It is unclear why ATX reduced premature response rates in the present study without 

affecting premature response rates in past work using the same task and parameters. In 
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Experiment 2, rats had been exposed to D-serine during Experiment 1, suggesting that carry-over 

effects from D-serine administration could explain the discrepancy with past findings. However, 

this thinking appears to be weakened by the fact that the combination treatment reduced 

premature response rates in Experiment 3 in rats that were naïve to drug exposure as in our past 

research (Redding et al., 2019). The discrepancy in results between Experiment 3 and past work 

could be related to the collection of additional data (three complete dose-response series versus 

two in past research). It is possible that a combination of factors related to carry-over effects 

from D-serine exposure and the collection of additional data could explain the discrepancies seen 

between past work and the present findings of reduced premature response rates following ATX 

administration. The present results together with most findings from cross-species behavioral 

research suggest that ATX can reduce impulsivity during attention; however, additional work 

will be required to explore this possibility.  

Intriguingly, Usher and colleagues (1999) reported reduced false alarms in monkeys 

during periods of high engagement in an attentional task. These periods of increased attention 

and reduced impulsivity were characterized by reduced tonic and enhanced phasic firing of the 

LC as described by the Adaptive Gain theory (Aston-Jones & Cohen, 2005). Reduced tonic LC 

firing and NE release decreases the responsivity of neurons in cortical processing networks. ATX 

has been shown to reduce tonic LC firing, while preserving phasic firing (Bari & Aston-Jones, 

2013). Reduced tonic LC firing could be mediated by the activation of α-2 autoreceptors located 

on noradrenergic neurons in the LC itself (Mateo et al., 1998; Miguelez et al., 2009; Starke & 

Montel, 1973; Svensson et al., 1975; Svensson & Usdin, 1978). Together, these findings suggest 

that the present reductions in impulsivity could reflect an increase in the threshold for stimulus 
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detection in cortical processing networks due to reduced tonic LC firing and NE release 

following the administration of ATX.  

Possible Improvements 

Investigations Using Food-Restricted Animals 

 During the dose-response determination for D-serine’s effects on IT devmode 

(Experiment 1), drug administrations were reduced to a single dose per week after the onset of 

diuresis-induced weight loss. This change was made to protect rats from potentially harmful 

effects of scheduled access to water in combination with drug-induced urination. Following this 

change, repeated measures of drug administration required twice as much time, extending the 

duration of long-term exposure to D-serine. Subsequent tests of combination treatments 

involving D-serine and ATX (Experiment 2 and 3) indicated that twice weekly D-serine 

administration is well-tolerated at lower doses (100 and 125 mg/kg in Experiments 2 and 3, 

respectively) for short periods of time (i.e., the four to six weeks required for two or three 

complete dose response series). Nevertheless, future studies of D-serine in rodents could benefit 

from using food restriction procedures to motivate task performance as this could reduce the risk 

of harmful fluid level reduction. 

Investigations of Effects on Initiation Time Mode 

 While not part of our original hypotheses, increasing NMDA receptor activation or 

inhibiting NE reuptake could also be expected to increase sensorimotor processing speed. 

NMDA receptor activation is thought to be involved in the modulation of sensory-driven gamma 

synchronization or noise correlations during attention. Additionally, NMDA receptor activation 

and the resulting effects on target-evoked NE release could increase the efficiency with which 
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selected sensory information is processed. Specifically, NMDA receptor-mediated variance in 

NE release could be involved in the modulation of sensory-drive firing rates or gamma 

synchronization. All these proposed effects could increase the efficiency with which selected 

sensory information is processed.  

In contrast with the proposed effects of NMDA receptor activation and NE reuptake 

blockade, we did not find effects of D-serine, ATX, or the combination treatment on 

sensorimotor processing speed (IT mode) in the present study. Baseline sensorimotor processing 

speeds (saline administration only) were slower in the present study in comparison to conditions 

with higher target salience (Redding et al., 2019; Sabol et al., 2003); therefore, it should have 

been possible to increase sensorimotor processing speeds. In other words, there should not have 

been a floor effect. We conclude that increasing NMDA receptor activation and blocking NE 

reuptake do not affect sensorimotor processing speed when processing efficiency is limited only 

by stimulus salience as in the current research.  

While the present results suggest that NMDA receptor activation and NE reuptake 

blockade do not increase sensorimotor processing speeds that are limited only by target salience, 

it is unclear whether targeting these mechanisms could produce beneficial effects on 

sensorimotor processing speed under different task conditions. It is possible that sensorimotor 

processing speeds could be increased when they are limited by the competing influences of 

extraneous sensory information. For example, the GANE model proposed that NMDA receptor 

activation could influence the release of NE and resulting effects on firing rates or gamma 

synchronization, two mechanisms thought to promote the processing of selected information 

while suppressing the processing of irrelevant information. Under the conditions used in the 

present research, there were no competing sources of sensory information that needed to be 
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suppressed. Future research should address the impact of NMDA receptor activation, NE 

reuptake blockade, or both treatments on sensorimotor processing speed when target stimuli are 

presented alongside competing sources of sensory stimulation.  

Investigations of Possible Synergy Between D-serine and Atomoxetine 

 The present study explored the potential beneficial effects of a combination treatment 

increasing NMDA receptor activation and synaptic NE levels relative to either treatment on its 

own. Future studies should address possible synergy between drugs targeting NMDA receptors 

and synaptic NE levels. This could be accomplished on a basic level by testing the interaction 

between the effects of D-serine and ATX. There was no such interaction between the effects of 

D-serine and ATX in the present experiments; however, these experiments were not designed to 

test for this interaction. Caution should therefore be applied to judging the lack of an interaction 

in the present study. Additional subjects would be required to attain sufficient power for this test. 

Importantly, the effects of a combination treatment (i.e., additivity vs. synergy) can depend on 

the ratio of the two drugs (e.g., Tallarida & Raffa, 1995). In the present study, we only tested 

combination treatments at two ratios (ATX:D-serine at 0.5 mg/kg:100 mg/kg and 0.3 mg/kg:125 

mg/kg in Experiments 2 and 3, respectively) and only one ratio was tested in drug-naïve animals 

(Experiment 3). Future studies could systematically investigate the effects of these drugs at 

different ratios to determine if synergistic effects on attention could be attained alongside 

reduced side-effects. 

Perhaps the best approach to address the question of additivity versus synergy between 

D-serine and ATX would be to perform an isobolographic analysis (Tallarida, 2000, 2011). 

Dose-response analyses could be performed for both drugs individually to determine the doses 

required to produce a specified change (e.g., ED50) in the dependent variable of interest (e.g., IT 
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mode or IT devmode). These data could then be used to construct a function referred to as an 

isobol that predicts the doses of a combination treatment required to produce the predetermined 

additive effect on IT devmode (i.e., equivalent to ED50) at a given ratio of the two drugs. 

Experimental dose-response determinations could be performed for the combination treatment 

itself at different ratios of the two drugs (i.e., 1:2, 1:1, 2:1). The data for each ratio could then be 

subjected to dose-response analyses to determine ED50 for that ratio. The doses at a particular 

ratio predicted by the isobol function to have the predetermined additive effect (ED50) would be 

compared to the doses determined to have this effect by experimental dose-response analysis of 

the combination treatment at that same ratio. Ratios that produce the predetermined effect at the 

doses predicted by the isobol function are considered additive. Ratios that produce the 

predetermined effect at lower doses than predicted are considered to have synergistic or super-

additive effects. On the other hand, ratios that produce the predetermined effect at higher doses 

are considered to have sub-additive effects. Importantly, it is possible for some ratios to be 

synergistic while others are merely additive or even sub-additive.  

An isobolographic analysis was originally proposed for the present research; however, 

after the collection of dose-response data for D-serine, it became clear that this approach would 

require the collection of additional data due to high variability in the measure of attentional 

lapses (IT devmode). Increased variability in IT devmode reduces the precision of ED50 

estimates that are critical for the final tests of additivity. The aim of the present research was 

shifted to address whether the addition of D-serine to ATX could enhance beneficial effects on 

attentional lapses without enhancing unwanted side-effects related to movement speed, 

motivation, or sedation. This line of research could be improved by conducting a systematic 
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isobolographic analysis for the effects of D-serine and ATX on attentional lapses using 

additional rats and/or additional data. 

Investigations in Rat Models of Neurological Disorders 

 We conducted the present research to explore the potential of targeting specific 

neurotransmitter and neuromodulator systems to improve behavioral measures of attentional 

lapses. Our primary aim is to translate our findings into knowledge that benefits people 

experiencing impaired attention due to neurological disorders, such as attention-

deficit/hyperactivity disorder (ADHD) or schizophrenia. However, we used healthy rats in the 

present research to study the effects of potential treatments on attentional lapses. Building on the 

foundation provided by the present work, the translational value of this line of research could be 

improved by studying behavior in rat models of relevant neurological disorders.  

Spontaneously hypertensive rats are commonly used as a model of ADHD as they 

demonstrate the hallmark behavioral pattern of the ADHD-combined subtype, including 

hyperactivity, impulsivity, and impaired attention (Johansen et al., 2005, 2005; Li et al., 2007; 

Sagvolden, 2000; Sagvolden et al., 1998, 2005). These rats can also be used to model the 

predominately inattentive subtype of ADHD (Sagvolden et al., 2009). Alterations in genes 

related to the expression of NMDA receptor subunits (DasBanerjee et al., 2008) could be related 

to impaired NMDA receptor function reported in the prefrontal cortex of spontaneously 

hypertensive rats (Lehohla et al., 2004). Interestingly, glutamate-stimulated NE release in vitro 

involved NMDA receptors in slices from spontaneously hypertensive rats but not in slices from 

healthy controls (Howells & Russell, 2008), suggesting that NMDA receptors could be 

especially important for NE release in spontaneously hypertensive rats. Blunted NMDA receptor 

function in spontaneously hypertensive rats could reduce the ability of target-evoked NE release 



118 
 

to facilitate the processing of behaviorally relevant sensory information, thereby leading to 

impaired attention. This thinking could be tested further using D-serine or a combination of D-

serine and ATX in spontaneously hypertensive rats performing the 2CRTT. The discovery of 

beneficial effects in this rat model of ADHD could enhance the translational value of the present 

approach. 

Future Directions 

 The present research was based on theories outlining possible roles for NMDA receptor 

activation and subsequent effects on target-evoked NE release during attention. Some of these 

propositions require additional support, providing opportunities for future research. Several 

notable questions remain unanswered. During attention, does NMDA receptor activation support 

the modulation of endogenous and sensory-driven neural activity in frontal, parietal, and visual 

cortical areas of the visual processing system? Does NMDA receptor activation determine target-

evoked NE release? Does target-evoked NE release support attention via the modulation of firing 

rates and gamma synchronization? What specific roles do NE receptor subtypes (e.g., β-1 and α-

2) play in the modulation of sensory-driven firing rates and gamma synchronization in these 

areas? Finally, how do these proposed NMDA receptor and NE-mediated effects relate to 

behavioral measures of attention? Future research could address these questions in behaving 

animal models by taking advantage of electrophysiology to simultaneously record neural activity 

in the LC and cortex, electrical stimulation or optogenetics to manipulate neural activity in the 

LC, microscopy and fluorescent biosensors to image cortical NE release, and intracortical 

pharmacology to probe the involvement of specific receptors. 

Linking Behavior to LC Activity in Monkeys 
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Future work could begin by recording or manipulating LC activity to determine effects 

on behavioral measures of attention. Multi-unit activity (MUA) and local field potentials (LFP) 

could be recorded from the LC in non-human primate or rodent models; however, physical 

limitations make this approach more difficult in awake rodent models using current electrode 

technologies. As described by the Adaptive Gain theory (Aston-Jones & Cohen, 2005), 

recordings from the LC of monkeys would be expected to show reduced tonic firing and 

enhanced phasic responses to target stimuli when animals are attentive. Periods of enhanced 

tonic firing during attention would likely be reflected in impaired performance (Aston-Jones et 

al., 1994; Usher et al., 1999), while reduced tonic firing would likely translate to enhanced 

performance (Aston-Jones et al., 1994, 1999). Phasic LC firing in response to target stimuli 

would be expected to promote target detection and therefore be associated with enhanced 

performance (Aston-Jones et al., 1994, 1999).  

Direct electrical microstimulation could then be used to manipulate LC activity and NE 

release. This technique is somewhat imprecise due to excitation of many neurons surrounding the 

stimulation site. Precision could be especially important considering recent evidence pointing to 

heterogeneity of noradrenergic projections from the LC (Chandler et al., 2014, 2019; Totah et al., 

2019). Despite a lack of selectivity, electrical stimulation of the monkey LC preceding target 

presentation would be expected to impair performance by inducing false alarms. In contrast, 

electrical stimulation following target presentation would be expected to enhance performance 

by triggering additional NE release and facilitating target detection. 

Linking Behavior to LC Activity and NE Release Using Rats 

Many powerful tools are currently available for rodent research, including optogenetics 

for manipulating LC activity and fluorescent biosensors for imaging NE release. Different 
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colored retroactive fluorescent tracers could first be injected into relevant parts of the rat cortex 

(e.g., posterior parietal and visual cortex). Microscopy could then be used to image the 

expression of the fluorescent tracers in the LC, revealing the degree of overlap between LC 

ensembles projecting to different cortical areas (as in Uematsu et al., 2017). As suggested by this 

study, LC ensembles projecting to different cortical areas would be expected to have relatively 

little overlap. Optogenetic tools could then be used to directly excite or inhibit selected 

ensembles of neurons in the LC of behaving rats. The effects of LC activity on cortical NE 

release could then be confirmed with millisecond precision using fluorescent biosensors (Feng et 

al., 2019) in combination with two-photon microscopy in rats performing head-fixed attention 

tasks.  

Cortical NE release would be expected to reflect the manipulation of LC activity with 

predictable effects on behavior. Tonic optogenetic stimulation of LC activity would be expected 

to increase cortical NE release prior to target presentations. These epochs would be expected to 

correspond with poorer performance due to increased distractibility. In contrast, phasic 

optogenetic excitation following target presentation could enhance the release of NE and 

improve performance by facilitating the processing of targets. Optogenetic inhibition of LC 

firing would be expected to impair performance by attenuating target-evoked NE release in the 

cortex.  

Linking Behavior to the Effects of LC Firing on Cortical Neural Activity 

The effects of LC activity on cortical neural activity could then be determined using 

recordings of MUA and LFPs in cortical areas and the synchronization between these areas. 

Activity could be recorded simultaneously in the LC and regions of visual, parietal, and frontal 

cortices in monkeys or rodents performing attention tasks. Periods of reduced tonic firing during 
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attention (monkeys) would be expected to correspond with reduced firing rates or gamma 

synchronization in the cortex. We predict this pattern would be associated with improved 

performance due to reduced distractibility. On the other hand, increased tonic firing (monkeys) 

or tonic optogenetic excitation of the LC (rodents) would be expected to enhance cortical firing 

rates or gamma synchronization prior to target presentation. This enhanced baseline cortical 

activity would be expected to correspond with increased distractibility and would therefore be 

expected to impair performance. The effects of increased tonic LC activity could be especially 

strong in the presence of distractors. Phasic LC firing in response to target stimuli (monkeys) or 

optogenetic excitation of the LC following target presentation (rodents) would be expected to 

enhance sensory-driven firing rates or gamma synchronization in cortical areas. Furthermore, 

increased NE release following phasic LC firing could enhance gamma synchronization between 

cortical areas to facilitate communication of sensory information across the visual processing 

system. These predicted effects on cortical activity would be expected to improve target 

detection and therefore improve performance measures in tests of attention. In contrast, 

optogenetic inhibition of cortically projecting LC ensembles (rodents) would be expected to 

reduce NE release, thereby preventing NE-mediated modulation of neural activity. This 

manipulation would be expected to impair performance by disrupting target detection. 

Linking Behavior to the Effects of NMDA and NE Receptors on Cortical Neural Activity 

Intracortical administration of selected antagonists could be used to test the involvement 

of NMDA receptors and NE receptor subtypes in modulating firing rates or gamma 

synchronization recorded in the cortex. Direct administration of an NMDA antagonist into 

selected areas of cortex in monkeys or rats performing visuospatial attention tasks would be 

predicted to attenuate the endogenous activity that precedes visual stimulation. Antagonism of 
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NMDA receptors could also prevent the enhancement of sensory-driven gamma synchronization 

or the reduction of noise correlations that would be expected to occur during attention. Finally, 

the blockade of NMDA receptors could also prevent the modulation of gain by blunting target-

evoked NE release and therefore reducing its effects on sensory-driven firing rates or gamma 

synchronization. Administration of an NMDA receptor antagonist could be used in combination 

with fluorescent biosensors to further probe the involvement of NMDA receptors in cortical NE 

release. Due to disruption of one or a combination of the proposed roles for NMDA receptors 

(maintenance of endogenous activity, modulation of sensory-driven activity, or mediating target-

evoked NE release), NMDA receptor antagonism would be expected to impair performance.  

Selective antagonists could also be used to test the involvement of specific NE receptor 

subtypes in the enhancement of gain via modulation of firing rates or gamma synchronization. 

Administration of a NE β-1 receptor antagonist into the cortex would be predicted to attenuate 

the positive modulatory effects of NE release. Specifically, blockade of β-1 receptors in the 

cortex could prevent the enhancement of sensory-driven firing rates or gamma synchronization 

in neurons communicating task-relevant information. This manipulation would be expected to 

impair performance by preventing the facilitated processing of attended sensory information. 

Application of an α-2 antagonist into the cortex would be predicted to attenuate the negative 

modulatory effects of NE release. In other words, blockade of α-2 receptors could prevent the 

suppression of sensory-driven firing rates or gamma synchronization in neurons that 

communicate irrelevant sensory information. This manipulation could impair performance by 

preventing the suppression of unattended sensory information, especially if salient distractors are 

presented in tandem with the target stimulus.  

Summary of Future Directions 
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Current theories describing potential roles for NMDA receptor activation and NE-

mediated neuromodulation in attention point to several unanswered questions. Researchers 

currently have a vast toolbox comprising non-human primate and rodent models, behavioral 

paradigms, and electrophysiological, optogenetic, and pharmacological techniques that could be 

used to address these questions. This research will undoubtedly be important for understanding 

not only how attention functions to help us perceive the world around us, but also how the 

complex systems that support attention could be disrupted in certain neurological disorders. 

Conclusion 

 Attention shapes our perception of the world by selecting the most relevant information 

from the complex array that we are often presented with in naturalistic scenes. During attention, 

modulation of endogenous neural activity occurs in the frontal, parietal, and visual cortical areas 

that are specialized for processing selected sensory information. The top-down feedback that is 

associated with the modulation of endogenous neural activity could function as a content filter 

for perception that facilitates the bottom-up processing of expected sensory information. The 

modulation of endogenous neural activity and therefore the maintenance of the content filter 

could be mediated by the activation of NMDA receptors. Consistent with this thinking, we report 

reduced attentional lapses as measured by IT devmode following administration of the NMDA 

glycine-binding site agonist, D-serine, in rats performing a 2CRTT. This finding supports the 

notion that NMDA receptor activation supports the functioning of the content filter, thereby 

increasing the likelihood that selected sensory information is processed efficiently. 

During attention, noradrenergic neurons in the LC fire phasic bursts in response to target 

stimuli. This target-evoked NE release and its effects on gain (Servan-Schreiber et al., 1990) 

could function as a temporal filter for perception to ensure that expected sensory information is 
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detected only when present (Aston-Jones & Cohen, 2005). Such effects could protect against 

false alarms and increase the likelihood that selected sensory information is processed efficiently 

when it appears. Consistent with this thinking, we found reduced attentional lapses following the 

administration of the NE reuptake inhibitor, ATX. Increasing synaptic NE levels could promote 

the target-evoked release of NE (Bari & Aston-Jones, 2013), thereby reducing the number of 

lapses during which sensory information is processed with lower efficiency. Furthermore, we 

report reduced premature response rates following ATX administration, consistent with the 

thinking that false alarms are reduced by the target-dependence of NE release.  

In the present study, we also tested a combination treatment targeting both NMDA 

receptor activation (D-serine) and synaptic NE levels (ATX). The combination treatment was 

found to reduce attentional lapses with greater efficacy than either treatment alone. These 

findings are consistent with the proposed roles of NMDA receptor activation and target-evoked 

NE release in supporting the content and temporal filtering of sensory processing during 

attention.  

In addition to ensuring that selected sensory information is processed efficiently at 

appropriate times, NMDA receptor activation or target-evoked NE release could enhance the 

maximum efficiency at which attended sensory information can be processed. For example, 

sensory processing could be promoted by effects on sensory-driven gamma synchronization or 

noise correlations which could involve NMDA receptor activation. NMDA receptor activation 

could also play a role in determining the effects of target-evoked NE release (Mather et al., 

2016). Activation of NMDA receptors on LC projections could boost NE release to enhance 

neural activity (firing rates or gamma synchronization) related to the processing of attended 

sensory information. On the other hand, lack of NMDA receptor activation could inhibit NE 
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release to suppress neural activity related to the processing of unattended or ignored sensory 

information. These effects could lead to more efficient and therefore faster processing of 

attended sensory information. In contrast with these ideas, we found no effects of D-serine, 

ATX, or the combination treatment on IT mode, a measure of sensorimotor processing speed.  

The effects of D-serine and ATX on IT devmode suggest that NMDA receptors and 

target-evoked NE release enhance the likelihood that sensory information will be processed 

efficiently by rats performing the 2CRTT. On the other hand, the complete lack of effects on IT 

mode suggests that NMDA receptor activation and target-evoked NE release do not strongly 

influence the peak efficiency at which attended sensory information can be processed under the 

conditions tested in the present study. Future work will be required to determine whether 

targeting these mechanisms could increase the speed of sensorimotor processing under different 

task conditions (e.g., in the presence of distracting sensory information).  

In conclusion, the present findings provide further support for the distribution analysis 

developed by Sabol and colleagues (2003). This approach can be used to simultaneously test for 

effects on attentional lapses and sensorimotor processing speed in rodents in a manner that 

reflects current clinical techniques (Tamm et al., 2012). In support of our hypotheses, the present 

results suggest that D-serine could be an effective treatment for impaired sustained attention. The 

present results also suggest that a combination treatment composed of D-serine and ATX at 

relatively low doses could effectively reduce attentional lapses without increasing unwanted 

side-effects related to nephrotoxicity (D-serine) or movement speed, motivation, and sedation 

(ATX). These results could be important first steps toward the development of safer and more 

effective treatments for people experiencing impairments in sustained attention due to various 

neurological disorders.   
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Experiment 1: D-serine Dose-Response Determination 

Table 1 – Timeline for D-serine Dose-Response Determination 

Week(s) 1 2 – 4 5 6 7 8 9 – 13 

Stage First D-R 
Series 

First D-R 
Series 

300 mg/kg No Drug 300 mg/kg No Drug Second D-R 
Series 

Administration  
Day 

Tuesday & 
Friday 

Fridays Friday None Friday None Fridays 

Table 1.  Timeline for the D-serine dose-response determination. 
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Figure 3 - Experiment 1 Results 
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Table 2 – Experiment 1 Contrasts 

 

 

 

  

IT Devmode Contrasts 

Dose (mg/kg) 
Mean Difference 

(versus saline) 
df 95% CI [Low, High] p 

10 -15.5 163.023 [-40.24, 9.24] .218 

50 -4.4 163.023 [-29.14, 20.34] .726 

100 -7.77 163.023 [-32.51, 16.97] .536 

150 -21.09 163.023 [-45.83, 3.64] .094 

300 -51.89 163.047 [-76.85, -26.93] < .001 

Table 2.   Post-hoc comparisons conducted for the D-serine dose-response determination. All p values 
are uncorrected. 
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Experiment 2: Test of Combination Treatments 

Figure 4 - Experiment 2 Results
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Table 3 – Experiment 2 Contrasts 

 

 

 

 

 

 

 

 

  

IT Devmode Contrasts 

Drug Treatment 
Mean Difference  

(vs. saline + saline) 
df 95% CI [Low, High] p 

D-serine + saline 4.36 101.758 [-14.35, 23.08] .645 

Saline + ATX -17.0 101.783 [-35.9, 1.9] .077 

D-serine + ATX -24.97 101.804 [-44.07, -5.87] .011 

MT Mode Contrasts 

Drug Treatment 
Mean Difference  

(vs. saline + saline) 
df 95% CI [Low, High] p 

D-serine + saline 19.06 104.008 [3.82, 34.31] .015 

Saline + ATX 44.38 104.008 [29.13, 59.62] < .001 

D-serine + ATX 53.44 104.023 [38.05, 68.84] < .001 

Trials Completed Contrasts 

Drug Treatment 
Mean Difference  

(vs. saline + saline) 
df 95% CI [Low, High] p 

D-serine + saline -2.84 104 [-11.56, 5.87] .519 

Saline + ATX -25.72 104 [-34.43, -17.01] < .001 

D-serine + ATX -28.2 104.064 [-36.99, -19.4] < .001 

Premature Response Rate Contrasts 

Drug Treatment 
Mean Difference  

(vs. saline + saline) 
df 95% CI [Low, High] p 

D-serine + saline 0 104.014 [-0.013, 0.013] .985 

Saline + ATX -0.017 104.014 [-0.029, -0.004] .012 

D-serine + ATX -0.018 104.058 [-0.031, -0.005] .008 

Table 3.   Post-hoc comparisons conducted for the initial test of combination treatments (Experiment 
2). All p values are uncorrected. 
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Experiment 3: Final Test of Combination Treatments 

Figure 5 - Experiment 3 Results 
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Table 4 – Experiment 3 Contrasts 

 

 

 

IT Devmode Contrasts 

Contrast Mean Difference 95% CI [Low, High] p 

Sal + Sal vs. D-serine + Sal  14.8 [-1.53, 31.12] .072 

Sal + Sal vs. ATX + Sal 42.43 [23.94, 60.93] < .001 

Sal + Sal vs. ATX + D-serine 64.2 [47.08, 81.32] < .001 

D-serine + Sal vs. ATX + D-serine 49.4 [33.47, 65.34] < .001 

ATX + Sal vs. ATX + D-serine 21.77 [11.96, 31.58] < .001 

MT Mode Contrasts 

Contrast Mean Difference 95% CI [Low, High] p 

Sal + Sal vs. D-serine + Sal  -6.98 [3.35, -17.31] .17 

Sal + Sal vs. ATX + Sal -18.75 [-6.56, -30.94] .005 

Sal + Sal vs. ATX + D-serine -25.1 [-11.72, -38.49] .001 

D-serine + Sal vs. ATX + D-serine -18.12 [-8.42, -27.83] .001 

ATX + Sal vs. ATX + D-serine -6.35 [5.63, -18.34] .276 

Trials Completed Contrasts 

Contrast Mean Difference 95% CI [Low, High] p 

Sal + Sal vs. D-serine + Sal  3.81 [0.76, 6.87] .018 

Sal + Sal vs. ATX + Sal 9.6 [3.76, 15.45] .003 

Sal + Sal vs. ATX + D-serine 15.5 [6.25, 24.75] .003 

D-serine + Sal vs. ATX + D-serine 11.69 [3.75, 19.62] .007 

ATX + Sal vs. ATX + D-serine 5.9 [-1.43, 13.23] .107 

Premature Response Rate Contrasts 

Contrast Mean Difference 95% CI [Low, High] p 

Sal + Sal vs. D-serine + Sal  0.007 [-0.008, 0.023] .343 

Sal + Sal vs. ATX + Sal 0.026 [0.007, 0.046] .011 

Sal + Sal vs. ATX + D-serine 0.03 [0.011, 0.048] .004 

D-serine + Sal vs. ATX + D-serine 0.023 [0.006, 0.039] .01 

ATX + Sal vs. ATX + D-serine 0.003 [-0.007, 0.014] .497 

Table 4.   Post-hoc comparisons conducted for final test of combination treatments (Experiment 3). All 
p values are uncorrected. 
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