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ABSTRACT Versatile Video Coding (VVC/H.266) is the next-generation international video coding
standard and a successor to the widespread High Efficiency Video Coding (HEVC/H.265). This paper
analyzes the rate-distortion-complexity characteristics of the VVC reference software (VTM10.0) by using
HEVC reference software (HM16.22) as an anchor. In this independent study, the rate-distortion performance
of VTM was benchmarked against HM with the objective PSNR, SSIM, and VMAF quality metrics and
the associated encoder and decoder complexities were profiled at function level using Intel VTune Profiler
on Intel Xeon E5-2699 v4 22-core processors. For a fair comparison, all our experiments were conducted
under the VTM common test conditions (CTC) that define 10-bit configurations of the VTM codec for
the addressed All Intra (AI), Random Access (RA), and Low Delay B (LB) conditions. The VTM CTC
test set was also extended with complementary 4K UHD sequences to elaborate RD characteristics with
higher resolutions. According to our evaluations, VTM improves the average coding efficiency over HM,
depending on quality metric, by 23.0-23.9% under the AI condition, 33.1-36.6% under the RA condition, and
26.7-29.5% under the LB condition. However, the coding gain of VTM comes with 34.0×, 8.8×, and 7.5×
encoding complexity over that of HM under the AI, RA, and LB conditions, respectively. The corresponding
overhead of the VTM decoder stays steady at 1.8× across all conditions. This study also pinpoints the most
complex parts of the VTM codec and discusses practical implementation aspects of prospective real-time
VVC encoders and decoders.

INDEX TERMS Common test conditions (CTC), HEVC test model (HM), high efficiency video coding
(HEVC), objective quality analysis, performance profiling, rate-distortion-complexity (RDC), UVG dataset,
versatile video coding (VVC), video codec, VVC test model (VTM).

I. INTRODUCTION
Our society is surrounded by a myriad of media applica-
tions where digital video is of the essence. According to
Cisco, the global IP video traffic will increase fourfold from
2017 and account for 82% of all IP traffic by 2022 [1].
Moreover, Comcast estimates that the prevailing COVID-19
crisis has increased Voice over Internet Protocol (VoIP) and
videoconferencing by 210–285% and other video consump-
tion by 20–40% over that of the pre-pandemic period [2]. This
snowballing growth is mainly driven by the omnipresent con-
nectivity and proliferation of advanced multimedia solutions
that support emerging bandwidth-greedy formats like 4K/8K
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Ultra High Definition(UHD) or 360-degree omnidirectional
videos.

Over the past three decades, ISO/IEC MPEG and ITU-T
VCEGhave addressed the exponential growth of digital video
consumption by publishing a series of international video
coding standards. The latest two established MPEG/ITU-T
standards,Advanced Video Coding (AVC/H.264) [3] andHigh
Efficiency Video Coding (HEVC/H.265) [4], were ratified
in 2003 and 2013, respectively. As of now, AVC holds its
position as the mainstream standard in existing applications
but HEVC is gradually gaining market share in the state-of-
the-art devices and services [5].

However, even HEVC is not able to meet the prospec-
tive industry needs, and future application scenarios call for
more efficient compression for media storage and transmis-
sion [6]. Therefore, VCEG and MPEG again joined forces
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and formed the Joint Video Exploration Team (JVET) in Oct.
2015 to investigate coding techniques beyond the capabilities
of HEVC. After a two-year exploratory phase, JVET was
able to provide adequate evidence for the need of the new
video coding standard that was named Versatile Video Coding
(VVC/H.266). In Oct. 2017, the JVET was reformed as Joint
Video Experts Team with the goal of doubling the coding
efficiency of VVC over that of HEVC for the same visual
quality. The first version of the VVC standard was approved
by ITU-T in July 2020 [7] and published by ISO/IEC as
ITU-T H.266 | ISO/IEC 23090-3 in August 2020 [8].

The VVC reference software is called VVC test model
(VTM) [9]. It is the successor to Joint Exploration Model
(JEM) that JVET used as an experimental software in the
exploration phase [10]. JEM was based on the HEVC refer-
ence software called HEVC test model (HM) [11]. It attained
around 30% better coding efficiency than HM but at a cost of
9−36× computational complexity [10]. Therefore, JEMwas
replaced by VTM that originally contained a minimum set
of coding tools and was gradually expanded thereafter. The
latest version of VTM supports all normative coding tools
of VVC and therefore serves as the most appropriate public
reference for VVC. The evaluation of VTM is recommended
to be performed under the four VTM common test conditions
(CTC) [12]: All Intra (AI), Low Delay P (LP), Low Delay B
(LB), and Random Access (RA).
This paper provides a comprehensive rate-distortion-

complexity (RDC) comparison between the VVC and HEVC
video codecs. In practice, the results were obtained by bench-
marking the reference encoders and decoders of HM version
16.22 (HM16.22) and VTM version 10.0 (VTM10.0) under
the AI, RA, and LB conditions. For a fair comparison, both
VTM and HMwere configured according to VTMCTC [12].
The rate-distortion (RD) performances are reported in terms
of Bjøntegaard delta bitrates (BD-rates) [13], [14] for iden-
tical visual quality measured with three different objective
quality metrics: Peak Signal-to-Noise Ratio (PSNR), Struc-
tural SIMilarity (SSIM) [15], and Video Multimethod Assess-
ment Fusion (VMAF) [16]. The computational complexities
are detailed at function level using Intel VTune Profiler [17]
on Intel Xeon E5-2699 v4 22-core processors. The applied
test set contains all natural VTM CTC sequences as well as
eight versatile 4K120p sequences from our own Ultra Video
Group (UVG) dataset [18].

Over the past two years, a couple of works have already
compared the features of VVC and HEVC, but most of them
address VTM8.0 or earlier versions [19]–[25], i.e., before the
VVC standard was approved, which makes them outdated.
This study is also far more extensive than the most recent
one [26], especially in terms of different qualitymetrics, num-
ber of test sequences, and comprehensiveness in complexity
analysis and classification of coding tools. Altogether, our
results were compiled from over 1300 encoding and decoding
runs that took approximately 1650 days of CPU time. This
way, we are able to provide the video coding community with
a reliable and comprehensive codec comparison. The selected

evaluation methodology follows our independent academic
approach with HEVC and AVC in 2012 [27] and thereby
continues the series of our baseline comparison studies.

The remainder of this paper is organized as follows.
Section II investigates the comprehensiveness and up-to-
datedness of the existing comparisons between VVC and
HEVC. Section III presents the main differences between
HEVC and VVC coding tools. Section IV describes the
experimental setup and objective assessment criteria used in
our comparative RDC analysis. Section V analyzes the RD
characteristics of the VTM codec by reporting its coding effi-
ciency over that of the HM codec. The absolute function-level
complexities and relative complexity overheads of VTM are
reported over HM by addressing the encoders in Section VI
and the decoders in Section VII. Section VIII discusses prac-
tical aspects of real-time HEVC and VVC coding. Finally,
Section IX concludes the paper.

II. PRIOR COMPARISONS BETWEEN VVC AND HEVC
Table 1 highlights the key differences between the existing
comparisons and ours. Related works can be classified into
three categories: 1) RD comparisons [19], [20]; 2) complexity
comparisons [21], [22]; and 3) RDC comparisons [23]–[26].

TABLE 1. Existing comparisons of VTM and HM encoders.

A. RATE-DISTORTION COMPARISONS
The existing RD comparisons are focused on the older
VTM5.0 [19], [20] under the RA condition. In [19], only
the PSNR metric and nine sequences were used, but the
comparison also included encoders other than VTM and HM.

The evaluation in [20] dealt with seven UHD and down-
sampled HD sequences. PSNR, SSIM, and VMAF BD-rates
were provided as well as subjective results based on a
five-point grading scale.

B. COMPLEXITY COMPARISONS
The main contribution of [21] was memory profiling results
of VTM8.0, containing the shares of memory accesses per
each tool category. In addition, a more in-depth analysis
of inter prediction was conducted since it causes the most
memory accesses. The results were obtained using the 17 first
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frames of eight sequences under the RA and Low Delay (LD)
conditions (not specified whether LP or LB).

In [22], VTM6.0 was used to quantify the average shares
of different encoding and decoding tool categories. HM
served as an anchor. The analysis was performed with six
VTM CTC sequences under the AI, RA, and LD conditions.
Additionally, the average memory bandwidth requirements
of the VTM codec were evaluated with three CTC 1080p
sequences under the LD condition.

C. RATE-DISTORTION-COMPLEXITY COMPARISONS
In [23], VTM5.0 was compared with HM16.9 using
19 sequences, but only PSNR BD-rate results under the RA
condition were provided. The complexity of VTM was con-
sidered with and without the Single InstructionMultiple Data
(SIMD) optimizations that were shown to reduce the encoding
time by roughly a third. Amore thorough complexity analysis
was also performed by providing the relative time for each
VTM tool category in comparison with HM.

In [24], VTM2.0 was compared with HM16.16 under the
RA condition, but only PSNR BD-rate and encoder complex-
ity results were reported.

In [25], only PSNR BD-rate and encoder complexity
results of VTM4.0 were provided under the AI and RA con-
ditions. However, the analysis also included other encoders.

Similarly, the comparison made by JVET [26] only
included PSNR BD-rate results, but under the AI, RA, LB,
and LP conditions. In addition, both encoder and decoder
complexity results were given but only in terms of overall
coding time.

To the best of our knowledge, our study is the most com-
prehensive RDC analysis between VTM and HM containing
three different quality metrics (PSNR, SSIM, and VMAF),
30 test sequences (from 240p to 2160p), three diverse test
conditions (AI, RA, and LB), and VTM encoder and decoder
complexity profiling at function level.

FIGURE 1. Simplified block diagram of a VVC encoder.

III. COMPARISON OF VVC AND HEVC CODING TOOLS
Fig. 1 depicts an overview of the VVC encoder architecture.
Both VVC and HEVC encoding processes are based on the
well-known block-based hybrid video coding scheme that is

composed of five stages: intra prediction (IP), motion esti-
mation and compensation (ME/MC) a.k.a. inter prediction,
forward/inverse transform and quantization (TR/Q), entropy
coding (EC), and loop filtering (LF).

Table 2 summarizes the main coding tools of HEVC and
VVC. Generally speaking, VVC has adopted many new cod-
ing tools in each coding stage. Please refer to VVC algorithm
description [29] and specification [30] by JVET for further
information.

IV. EXPERIMENTAL SETUP
All our experiments were performed under the VTM
CTC [12]. The benchmarked codecs were VTM10.0 [9] and
HM16.22 [11] Main 10 profile that were the latest available
versions during our experiments.

A. TEST SEQUENCES
Table 3 details our test set that features a broad range
of sequence parameters (spatial resolution, frame rate, and
bit depth) and content (motion, texture, and illumination).
It includes all 22 natural full-length 8-bit and 10-bit YUV420
test sequences specified ‘‘mandatory’’ in the VTM CTC
(classes A − E) [12]. In addition, it was extended with eight
4K120p sequences from our UVG dataset [18] for more
exhaustive RD analysis with future media formats. Our RD
analysis is based on the entire test set but, to save profiling
time, the complexity profiling was only conducted on the
sequences of each VTM CTC class with the highest (H ) and
the lowest (L) complexities. The selection of these sequences
was based on their overall encoding complexities averaged
across all test runs.

B. CODING CONFIGURATIONS AND CONDITIONS
The VTM and HM encoders were configured to 10-bit mode.
They adopted the AI, RA, and LB conditions with the base
quantization parameter(QP) values of 22, 27, 32, and 37 from
the VTM CTC [12]. The respective 10-bit configuration files
are available online on per sequence basis at [9] for VTM and
at [11] for HM.

Under the AI condition, all frames were encoded as
I-frames in display order without any QP offsets. The com-
plexity of the VTM intra coding was reduced by encoding
only every eighth frame (I0, I8, . . . ) as per the VTM CTC.
For a fair comparison, the same subsampling ratio was used
with HM.

Under the RA condition, both VTM10.0 and HM16.22
encoders exploited a five-layer hierarchical coding structure
with the group of pictures (GOP) size of 16. Table 4 details
the coding order of the frames with the associated layers
(L1 . . .L5) and QP offsets (−3 . . . +6). However, the QP
offsets of the B-frames are subject to vary as a function of a
scaling coefficient specified for each layer. The intra refresh
period depends on the frame rate of the sequence and is
rounded to multiples of the GOP size so that the time between
successive I-frames is approximately 1 second, as defined
by the VTM CTC. The interval between I-frames is filled
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TABLE 2. Main coding tools of HEVC and VVC [28].

with B-frames. Each B-frame has 2-5 reference frames
depending on its layer in a GOP.

Under the LB condition, both VTM and HM encoders used
a three-layer hierarchical coding structure (L1 . . .L3) with a
GOP size of eight, as shown in Table 4. Only the first frame
of the sequence is an I-frame, and the others are B-frames
(I0, B1, B2, . . . ) with four reference frames. All frames were

coded in display order. The LB GOP also used the QP offset
scaling.

C. QUALITY METRICS
The coding efficiencies of the VTM and HM codecs
were compared using the well-known BD-rate evaluation
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TABLE 3. Test sequences.

TABLE 4. Hierarchical coding structures of the RA and LB conditions.

method [13], [14] that computes average bitrate differences
for the same quality. In this paper, HM was used as an anchor
for the BD-rate calculations, so negative values imply better
coding efficiency for VTM over that of HM. In practice,
the average difference between the RD curves of VTM and
HM was interpolated per sequence with piecewise cubic
interpolation through RD points of four base QP values: 22,
27, 32, and 37 (see Fig. 2). In our comparison, BD-rate
is computed with three objective image quality metrics:
1) PSNR, 2) SSIM [15], and 3) VMAF [16]. VMAF score
partially depends on surrounding frames, so it is not reported
for the AI condition where only every eighth frame was
encoded as defined in VTM CTC. Although subjective qual-
ity assessments such as the mean opinion score (MOS) tend
to be considered as the most reliable indicators of perceived

FIGURE 2. PSNR RD curves. (a) RitualDance (1920 × 1080). (b) Tango
(4096 × 2160). (∗) The actual AI coding rate is eight times as high due to
sequence subsampling.

TABLE 5. Profiling platform for complexity analysis.

media quality, they are cumbersome to organize. Therefore,
our evaluation is focused on automatic and repeatable objec-
tive quality measures.

D. COMPLEXITY PROFILING SETUP
Our complexity profiling environment was composed of two
identical Intel Xeon E5-2699 v4 22-core processors detailed
in Table 5. The profiling was performed with Intel VTune
Profiler [17], which is able to quantify the complexity of each
encoder and decoder function in CPU cycles. For a reliable
complexity analysis, a codec under test was the only software
running at the time. Furthermore, the function-level profiling
does not only monitor the number of function calls but also
their internal complexities.

The complexity distributions were reported by categoriz-
ing all functions into the main encoding and decoding stages
according to their functionality and function call hierarchy.
However, a part of the functions cannot be assigned to a
single category because they are called by different func-
tions or they do not unambiguously belong to any specific
category. Therefore, they were allocated to several categories
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TABLE 6. BD-rates of VTM over HM for the same PSNR, SSIM, and VMAF values under the AI, RA, and LB conditions.

by calculating their relative shares from call hierarchy trees
created by VTune Profiler.

The codecs were benchmarked with the SIMD optimiza-
tions that were enabled in the default configurations. This
approach favors VTM over HM because SIMD-optimized
functions account for a larger relative share in VTM, e.g.,
enabling them in VTM5.0 decreases the encoding time by
a third [23]. Nevertheless, our approach follows that of
JVET [26]. Furthermore, executing our massive test set took
more than 1650 days of CPU time even with the chosen opti-
mizations, so it was considered reasonable to keep them on.

V. COMPARATIVE RD ANALYSIS OF VTM AND HM
Table 6 tabulates the BD-rates of VTM over HM for our
entire test set under the AI, RA, and LB conditions. The
BD-rate results are given with the PSNR, SSIM, and VMAF
metrics.

A. RD COMPARISON OF THE VTM AND HM CODECS
VTM is shown to achieve an average BD-rate improvement
of 23.0% and 23.9% with the PSNR and SSIM metrics under

the AI condition, respectively. The corresponding sequence-
specific variations are 13.5%–33.1% and 10.9%–37.7%.
Under the RA condition, the average BD-rate increases to
33.1% (23.8%–47.7%) for PSNR and 36.6% (21.5%–52.2%)
for SSIM. The results are also consistent with VMAF: 34.4%
(16.5%–51.8%). Correspondingly, the coding gains under the
LB condition are 27.2% (18.9%–37.3%) for PSNR, 29.5%
(14.2%–39.9%) for SSIM, and 26.7% (10.6%–40.5%) for
VMAF. One should note that the bit rate savings of VTM
are more limited with the Beauty and Lips sequences than
with other 2160p sequences because their noisy dominant
black backgrounds introduce non-redundancy that is difficult
to compress.

Our previous study [27] reported 23%, 35%, and 40%
PSNR BD-rate gains for HEVC over AVC under the AI,
RA, and LB conditions, respectively. The results here, with
a more versatile test set though, verify that VVC continues to
improve coding efficiency close to the rate of its predecessors.
The relative progress is consistent under the AI condition but
around 2 and 13 percentage points lower under the RA and
LB conditions, respectively.
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Fig. 2(a) and Fig. 2(b) plot the PSNR RD curves of
the VTM and HM codecs for the RitualDance and Tango
sequences, respectively. Solid curves represent the VTM
results and dotted curves HM results under the AI, RA,
and LB conditions marked in blue, red, and green, respec-
tively. The corresponding BD-rates are highlighted in gray
in Table 6. Only the PSNR RD curves are presented since
the SSIM and VMAF curves behave similarly. In addition,
the reported AI coding rate is for the subsampled sequence,
i.e., the actual bit rate in AI coding is eight times as high.

The RD curves plotted for the RitualDance sequence
represent most of the cases where VTM improves both coding
efficiency and quality on each QP value. In addition, the rela-
tionship between the AI, RA, and LB conditions tends to
remain the same in all cases. However, occasional irregu-
larities were found. For example, with the Tango sequence
VTM outputs more bits than HM at QP 22 under the AI and
LB conditions.

B. COMPARISON AS A FUNCTION OF RESOLUTION
The results in Table 6 confirm that VVC excels at higher
resolutions. Indeed, new features of VVC, such as larger
CTUs, are particularly introduced to provide bit rate savings
for high-resolution sequences.

TABLE 7. BD-rate of VTM over HM as a function of resolution.

This aspect is more carefully considered in Table 7 that
reports the BD-rates of VTM over HM as a function of
resolution. The benchmarked CatRobot and ReadySetGo
sequences were downsampled from the original 2160p res-
olution to 2560×1440 (1440p), 1080p, 720p, 480p, and
240p formats by using the bilinear interpolation filter in
FFmpeg [31].

Our previous study [27] showed that increasing resolu-
tion favors HEVC over AVC and the same trend continues
between VVC and HEVC. In most cases, there is a logarith-
mic relationship between BD-rate values and resolution. The
largest deviation to this relation can be found between 2160p
and 1440p resolutions, where the gains of VTM are higher.

This particularly holds for the VMAF results under the RA
condition.

VI. ENCODING COMPLEXITY ANALYSIS
Our complexity analysis is carried out by dividing the encoder
functions into six encoding tool categories (see Section III):
1) Entropy coding (EC); 2) Forward/inverse transform and
quantization (TR/Q); 3) Intra prediction (IP); 4)Motion esti-
mation and compensation (ME/MC); 5) Loop filtering (LF);
and 6)Miscellaneous (Misc.).

This categorization divides VTM and HM into logical
and consistent entities that cannot be further divided into
meaningful subcategories because VTM has many tools not
found in HM. Additionally, the functions of VTM and HM
do not always follow the single-responsibility principle which
complicates categorization. The Misc. category contains the
functions, such as high-level control-logic and memory man-
agement, that cannot be allocated to any other category.

A. COMPLEXITY ANALYSIS OF THE VTM ENCODER
Table 8 tabulates the complexity results of the VTM encoder
for the base QP values under the AI, RA, and LB conditions.
The results include the relative complexity shares between
the six encoding tool categories and the absolute complexities
in thousand cycles per pixel (kcpp). This allows us to fairly
compare sequences with different frame rates and resolutions.
In each column, the highest and the lowest relative shares per
QP are colored red and green, respectively.

Overall, the absolute complexity is inversely proportional
to the QP value and depends on both the resolution and the
content of the sequence. Furthermore, the cycle count per
pixel is inversely proportional to the resolution because the
smaller resolutions tend to be split into smaller CUs whose
processing time is relatively higher. The new QT/MTT par-
titioning scheme was shown to have the largest effect on the
intra coding complexity [32], and the same can be assumed
for inter coding because the QT/MTT partitioning increases
the plurality of blocks and thereby complexity. However,
the block partitioning overhead is distributed among the
encoding tools and cannot be extracted from Table 8.

Fig. 3(a) depicts the absolute complexity in cycle counts
per pixel for each encoding tool category of VTM. The results
are averaged across the profiled sequences and given for each
base QP value under the AI, RA, and LB conditions.

Under the AI condition, the absolute complexity and rel-
ative share of the EC correlate with those of TR/Q as a func-
tion of the QP value. Incrementing the QP value decreases
the number of non-zero coefficients after quantization and
thereby the number of encoded symbols.

Correspondingly, increasing the QP value indirectly
degrades the absolute complexity of IP. The higher the num-
ber of zero coefficients, the more all-zero blocks are cho-
sen. All-zero blocks trigger the termination mechanisms that
reduce the number of QT/MTT [29] splitting options. The
relative share of IP still increases with the QP value, since
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TABLE 8. Complexity breakdown of the VTM encoder under the AI, RA, and LB conditions.

the QP value directly affects the absolute complexities of EC
and TR/Q.

Unlike the other categories, the absolute complexity of LF
stays practically the same for each QP value and thus the
relative share increases with the QP value. The absolute com-
plexity of LF is related to the resolution and is independent
of the content.

The small shares ofME/MC inAI coding stem from unnec-
essarily initializations in VTM and could be optimized out.

Under the RA and LB conditions, the absolute cod-
ing complexities are practically on a par with each other.
However, when compared with AI coding, their overall abso-
lute complexity ratios are between 0.5× and 4×. The range
is smaller with higher QP values. The largest complexity
increase falls on the Campfire sequence, which is mainly
intra coded. Conversely, the largest decrease is found in the

class E sequences because inter prediction dominates their
coding.

EC and TR/Q are coupled as in the AI case, but the role
of IP is much smaller, because it is skipped with B-frames
whenever the result of ME/MC is accurate enough.

The absolute complexity of IP is three times as high in the
RA case because only the first frame is intra coded in the
LB case. Additionally, ME is not as effective for the lower
layer frames in RA coding since there are large temporal gaps
between compared frames.

The classes with smaller sequences have higher relative
complexity in ME/MC because the search is performed for
smaller CUs and in turn for a larger number of CUs. Con-
versely, when ignoring the effect of the content, the higher
resolution sequences tend to have larger relative shares of
ME/MC, because the movements in pixels are larger.
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FIGURE 3. Absolute complexities in cycles per pixel under the AI, RA, and LB conditions. (a) VTM encoder. (b) HM encoder. Results averaged across the
sequences for each QP value.

FIGURE 4. Relative complexities of the VTM and HM encoders under the AI, RA, and LB conditions. Results averaged across QP values and sequences.

B. COMPLEXITY COMPARISON OF THE VTM
AND HM ENCODERS
Fig. 3(b) replicates the bar diagrams of Fig. 3(a) for the
HM encoder with three main observations: 1) the com-
plexity overhead of VTM is much evident under the AI
condition; 2) the QP value has much higher impact on
the complexity of VTM; and 3) the QP value has particu-
larly higher effect on the complexity of IP and ME/MC in
VTM, mostly due to pronounced role of early termination
mechanisms [29].

Fig. 4 shows the average complexity shares of the encoding
tool categories in VTM and HM across all base QP values
and sequences. Under all test conditions, the introduction
of ALF [29] has increased the absolute complexity of LF
over hundredfold. Despite that new transform types elevate
the absolute complexity of TR/Q by an order of magnitude
in VTM, the relative share of TR/Q is still smaller than in
HM. Similarly, the relative share of ME/MC decreases in
VTM even though the numerous new inter coding tools bring
around tenfold complexity. IP is the only category whose
relative share decreases in AI coding but increases otherwise.
Nevertheless, the absolute complexity of IP is 20- to 30-fold
in VTM, depending on the condition. This becomes apparent

when comparing the complexity shares of IP under the RA
condition. In fact, about 15% of the total RA coding overhead
of VTM comes from IP.

Fig. 5(a)–(c) present the absolute encoding complexities
of VTM (in blue) and HM (in red) as a function of resolu-
tion under the AI, RA, and LB conditions, respectively. The
dashed lines are plotted using the average complexities of the
sequences for QP 32. The results are similar for the other
QP values. The lines are annotated with average complexity
ratios between VTM and HM.

Our results show that the complexities of both encoders
have a linear relationship with the resolution. The complexity
drop with the 720p resolution is due to the content specificity
of the class E sequences. The colored regions around the lines
reflect the deviations of the individual complexity results.
An almost unnoticeable red region around the HM curve
indicates that the complexity of VTM varies more than that
of HM. For 2160p sequences, the complexity of VTM varies
around the average by ±10% under the AI condition, ±30%
under the RA condition, and ±20% under the LB condition.
This variation comes mainly from the termination mecha-
nisms of the QT/MTT splitting process [29] which correlates
with the content.
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FIGURE 5. Encoding complexity as a function of resolution for QP 32.
Results averaged across the sequences of the same resolution. Blue and
red areas show the variation between minimum and maximum
complexities. (a) AI condition. (b) RA condition. (c) LB condition.

FIGURE 6. Absolute complexities in cycles per pixel and ratios of the VTM
and HM encoders under the AI, RA, and LB conditions averaged across
sequences.

Fig. 6 depicts the absolute encoding complexities of VTM
and HM for each QP value under the AI, RA, and LB con-
ditions. The results are averaged across all sequences. The
blue bars are annotated with the average complexity ratios
between VTM and HM. The encoder complexities and the
gap between them decrease as the QP value increases.

On average, the complexity of VTM is 34.1× that
of HM under the AI condition with a QP-specific
variation of 21.8×−45.4×. The respective metrics are
8.8× (5.5×−11.8×) under the RA condition and 7.5×
(4.8×−9.8×) under the LB condition. The highest gap
between VTM and HM exists in AI coding because VTM
introduces many new directional IP modes and intra coding
tools such as CCLM, PDPC, MRL, and ISP (see Table 2).
All in all, a comparison with our previous study [27] reveals
that the complexity increase is much higher than that between
HEVC and AVC.

VII. DECODING COMPLEXITY ANALYSIS
The decoder functions are respectively divided into six decod-
ing tool categories: 1) Entropy decoding (ED); 2) Inverse
quantization and transform (IQ/IT); 3) Intra prediction (IP);
4) Motion compensation (MC); 5) Loop filtering (LF); and 6)
Miscellaneous (Misc.).

A. COMPLEXITY ANALYSIS OF THE VTM DECODER
Table 9 tabulates the complexity results of the VTM decoder
for the same sequences as with the encoder. As in Table 8,
the lowest and the highest relative shares per QP are colored
in green and red in each column, respectively. Additionally,
Fig. 7(a) depicts the absolute complexities of the decoding
tool categories in cycles per pixel (cpp) for each base QP
value under the AI, RA, and LB conditions.

In general, the QP value has the largest effect on the decod-
ing complexity, but the impact is still smaller than with the
encoder. Decoding is also dependent on both resolution and
content. In particular, the class E sequences can be decoded
with relatively low complexity.

Under the AI condition, ED is the most complex part
of the decoder with small QP values, because most of
the decoded symbols come from the quantized residual.
As the QP value raises, the absolute complexity shrinks with
the number of residual symbols. Additionally, the sequences
with the highest relative EC complexities at the encoder side
have also the highest relative shares in ED. However, contrary
to the encoder, the complexity of IQ/IT does not correlate
with that of ED, because of the absence of the Rate Distortion
Optimized Quantization (RDOQ) [33] in the decoder.
The highest and lowest relative shares of IP also correlate

with those of the encoder, although not as strongly. The
complexity of IP depends on the number of CUs in the final
CTU structure. With higher QP values, the CTU tends to be
split into fewer CUs, explaining why the absolute complexity
of IP decreases as the QP value increases.

LF is the least complex part of the encoder but it turns out to
be themost compute-intensive part of the decoder with higher
QP values. This is explained by the fact that, apart from ALF,
the LF algorithms themselves require little iteration during
encoding and thus almost the same operations are executed
by the encoder and the decoder.

As for the encoder, the MC category should be ignored
when considering the overall complexity.
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TABLE 9. Complexity breakdown of the VTM decoder under the AI, RA, and LB conditions.

Under the RA and LB conditions, the absolute complex-
ities of all common categories apart from Misc. are smaller
than those of AI coding because the RA and LB coding
efficiencies are higher and the decoder has less symbols to
process. ED remains the most complex part of the decoder
with small QP values.

As justified with the encoder, the sequences with higher
relative IP share have lower relative MC share and vice versa.
Conversely to the encoder, both the absolute and relative
complexities ofMC are slightly higher in the RA case because
it introduces new biprediction tools that are more complex
than the unidirectional prediction tools used in LB coding.
As in AI coding, LF is the most complex part of the decoder
in the LB case, whereas MC or LF has the highest complexity
in the RA case, depending on the QP value.

B. COMPLEXITY COMPARISON OF THE VTM
AND HM DECODERS
Fig. 7(b) replicates the bar diagrams of Fig. 7(a) for the HM
decoder. The main observation is that the QP value has a
similar effect on complexity for all decoding tool categories
of VTM and HM.

Fig. 8 presents the complexity shares of the decoder tool
categories in VTM and HM. The results are averaged across
the base QP values and sequences. The complexity distribu-
tions between the different decoding tool categories remain
similar between VTM and HM, except for Misc. and LF. The
absolute complexities of theMisc. categories are close to each
other because they are mainly composed of the similar writ-
ing operations of the decoded file. The absolute complexity
increase of LF in VTM is due to the introduction of the new

VOLUME 9, 2021 67823



A. Mercat et al.: Comparative Rate-Distortion-Complexity Analysis of VVC and HEVC Video Codecs

FIGURE 7. Absolute complexities in cycles per pixel under the AI, RA, and LB conditions. (a) VTM decoder. (b) HM decoder. Results averaged across the
sequences for each QP value.

FIGURE 8. Relative complexities of the VTM and HM decoders under the AI, RA, and LB conditions. Results averaged across QP values and sequences.

ALF and LMCS filters, which also have a significant impact
on the overall decoding complexity. In general, the differ-
ences between the VTM and HM decoders are consistent
across the different conditions.

Fig. 9(a)–(c) show the absolute decoding complexities of
VTM (in blue) and HM (in red) as a function of resolution
under the AI, RA, and LB conditions, respectively. The nota-
tion is the same as that with the encoders in Fig. 5. Results
show a linear relation between complexity and resolution in
each case. However, as for the encoder side, the absolute
complexity slightly drops for the 720p sequences due to the
specificity of the class E. The blue and red areas denote a low
variation between the minimum and maximum complexities.
These results attest to the stability of the absolute complexity
of the VTM and HM decoders.

Fig. 10 presents the absolute complexities of the VTM and
HM decoders for each QP value under the AI, RA, and LB
conditions. The results are averaged across all sequences. The
blue bars are annotated with the average complexity ratios
between VTM and HM. The complexity gap decreases as the
QP value increases and the degradation is more significant
under the AI condition due to lower coding efficiencies.
On the other hand, the results show that the complexity

overhead of VTM is very stable, around 1.8× under all test
conditions.

With regard to our previous study [27], the ED complexity
gap between the VVC and HEVC decoders is smaller than
that with HEVC and AVC decoders. Otherwise, the decoder
complexities behave similarly between these standards.

VIII. REAL-TIME HEVC AND VVC VIDEO CODING
In general, the complexity requirements of video coding
are polarized between offline and real-time media applica-
tions. Video on demand (VoD) services such as YouTube,
Netflix, TikTok, Amazon Prime Video, Hulu, and Bilibili
prefer coding efficiency to speed since a majority of their
operating expenditure comes from video delivery rather than
compression. Even though numerous compression formats
are supported, each of them needs to be encoded only once.
There are also many powerful cloud services hosted, e.g.,
by AWS Elemental, Coconut, Qencode, and Zencoder for
third-party offline coding.

On the other end of the spectrum are live streaming, com-
munication, and broadcasting applications such as Microsoft
Teams, Zoom, Twitch, Google Hangouts Meet, Skype, Face-
book Live, Instagram Live Stories, and Periscope, for which
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FIGURE 9. Decoding complexity as a function of resolution for QP 32.
Results averaged across the sequences of the same resolution. Blue and
red areas show the variation between minimum and maximum
complexities. (a) AI condition. (b) RA condition. (c) LB condition.

FIGURE 10. Absolute complexities in cycles per pixel and ratios of the
VTM and HM decoders under the AI, RA, and LB conditions averaged
across sequences.

coding speed is the most valuable attribute. In addition, codec
latency has become a crucial factor in many vision-based
applications gaining ground, e.g., in autonomous driving,
robotics, and smart manufacturing. Advanced network tech-
nologies such as 5G andWiFi 6 will further broaden the range
of real-time video applications in the future. Here, our pri-
mary focus is to envisage forthcoming practical VVC codec

implementations from the perspective of existing solutions
and our RDC results.

A. EXISTING REAL-TIME HEVC VIDEO CODECS
Since HEVC was standardized, real-time HEVC codecs have
been released by many companies such as MainConcept
(MainConcept HEVC), Huawei (HW265), Tencent (Tencent
V265), Nanjing Yunyan (sz265), and ByteDance (Bytedance
V265) [34]. In addition, many commercial [35]–[37] and aca-
demic [38]–[40] hardware implementations for up to 4K120p
format have been published. Nowadays, a hardware HEVC
codec is an integral component in many state-of-the-art video
cameras, smartphones, tablets, TVs, PCs, and gaming con-
soles. For instance, Qualcomm systems-on-chip has been
equipped with 4K30p UHD HEVC encoders and 4K60p
UHD 10-bit HEVC decoders since the release of Snapdragon
820 in 2016.

There also exist a couple of noteworthy practical open-
source HEVC encoders and decoders out of which only
x265 encoder [41], our Kvazaar encoder [42], and Open-
HEVC decoder [43] are under active academic research
and development. In these implementations, real-time HEVC
coding speed has been reached by implementing hardware
optimizations through handcrafted assembly functions, vec-
torization, and by exploiting high-level parallelism [44].

B. PROSPECTIVE REAL-TIME VVC VIDEO CODECS
The emergence of real-time VVC decoders is the key to
global adoption of the VVC standard. Therefore, close atten-
tion has been paid to hardware-friendliness during the VVC
standardization. If the complexity gap of 1.8× reported here
between VTM and HM decoders also holds for practical
HEVC and VVC decoders, the rapid advances in processing
technologies are alone able to overcome that overhead [45].
Until now, a couple VVC software decoders have been
released and we believe there are many others already
on the horizon. A proof-of-concept 4K real-time hardware
VVC decoder was already shown [46] and still unreleased
OpenVVC was used in the UHD video demonstration [47].
A VLC player plugin called O266dec [48], [49] and Fraun-
hofer VVdeC [50], [51] are two practical VVC decoder
software implementations that include multiple levels of
parallelization.

The VVC standard only defines the decoding process so
there are several degrees of freedom to optimize nonnorma-
tive VVC encoding tools. Even though tackling the reported
7-9 times complexity of VVC encoding is a challenging task,
there are many approaches to simplify or create close approx-
imations of the nonnormative VVC encoding tools. These
design decisions tend to be taken at the cost of RD loss over
VTM, but it is also the case with practical HEVC encoders.
Hence, we anticipate that the RD performance of VVC
encoders will gradually improve and coding gain reported
here will thereby turn into reality in practical encoders in
the long run. So far, MulticoreWare has formed a new multi-
company consortium to develop x266 for open-source VVC
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encoding [52] and Fraunhofer HHI is developing VVenC
[53], [54]. VVenC is an optimized implementation of the
VTM encoder, but further optimizations are still needed
before reaching real-timeVVC encoding performancewith it.

The trend in the recent years has been to increase coding
speed with parallelism and intelligent coding techniques [55]
so we believe that the following three implementation
approaches will gain traction in practical software VVC
encoders: 1) state-of-the-art machine learning (ML) tech-
niques that dynamically adapt to video content and predict
the advantageous coding decisions beforehand; 2) parallel
processing with novel vector extensions, such as AVX2 and
AVX-512; and 3) multi-level threading strategies on the
latest high-end multicore processors. Further speedup and
lower power dissipation can be obtained by offloading the
compute-intensive coding tools to custom hardware acceler-
ators or implementing the entire VVC encoder on FPGA or
ASIC. In addition, ML approaches may particularly benefit
fromGPUs. Anyway, implementing a real-timeVVC encoder
with a reasonable coding efficiency, implementation cost,
and power budget requires novel encoder optimizations and
powerful computing platforms.

IX. CONCLUSION
This paper presented a comparative rate-distortion-
complexity analysis between the reference video codecs
of VVC (VTM10.0) and HEVC (HM16.22). To the best
of our knowledge, this is the first independent wide-scale
RDC study between VTM and HM containing three different
quality metrics (PSNR, SSIM, and VMAF), 30 versatile test
sequences (from 240p to 2160p), and three diverse test con-
ditions (AI, RA, and LB). In addition, complexity hotspots of
the VTM encoder and decoder were highlighted by in-depth
profiling at cycle level. For a fair comparison, the VTM and
HM codecs were benchmarked under the same VTM CTC
test conditions.

TABLE 10. Summary of VVC and HEVC reference codec comparison.

Table 10 summarizes our main results that serve as a
baseline for future VVC codec implementations. On average,
VTM improves AI coding efficiency over that of HM by
around 23% but at the cost of over 34× encoding complexity.
The respective metrics are 35% and 8.8× for the RA case and
28% and 7.5× for the LB case.
The first-generation practical encoders are facing the chal-

lenge of tackling the encountered 7–9 times complexity
growth with acceptable RD trade-offs. In the course of time,
the next-generation fully-fledged encoders will gradually

be able to take better advantage of the coding gains of
VVC through novel ML techniques, parallelization, hard-
ware acceleration, and more powerful processing technology.
On the other hand, the VTM decoding overhead of 1.8×
over HM is already well compensated even by the current
state-of-the-art mobile computing platforms. The existing
implementations already serve as a clear evidence for VVC
practicality and foster the deployment of VVC in the next-
generation media applications worldwide.
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