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1. Introduction an image interchange format was raised at a meeting of the
Astronomy section of the U.S. National Science Foundation i
January 1979, which led to the formation of a task force tokwor
e . ; on the problem. Most of the technical details of the first tbasi
scription device, neither the software nor the hardware g1 agreement (with files consisting of only a primary header
that Wrote: the dqta W'". be_ "?Va"ab'e when the d_ata followed by a data array) were subsequently developed by Don
are read.'Preservmg SQ'em'f'C Data on our Physical Wells and Eric Greisen (NRAO) in March 1979. After further
Universe, p. 60. Steering Committee for the Study | ofinements, and successful image interchange tests betbee
'(I)'n tr?e. L(l)ng-TerrS Refter;]tlon OL Sellected Scientific and servatories that used widelyffrent types of computer systems,
echnical Records of the Federal Government, [US] the first papers that defined tRéTS format were published in
National Research Council, National Academy Press 1qg1 {\ells et il 1981: Greisen & Harten 1981). FiESfor-
1995. mat quickly became the de facto standard for data interahang
) . . within the astronomical community (mostly on nine-trackgna
This document, hereafter referred to as the ‘Standard’, dgatic tape at that time), and wasfioially endorsed by the 1AU
scribes the Flexible Image Transport SystefiTg), which is ;1982 (IAU [1988). Most national and international astnoro
the standard archlva! (;lata formgit for astronomlca_l data. sqkal projects and organizations subsequently adoptedrEi8
Although FITS was originally designed for transporting imaggormat for distribution and archiving of their scientifictdarod-

data on magnetic tape (which accounts for the ‘I' and T" ie thy;cts. Some of the highlights in the developmental histofio5
name), the capabilities of tH8 TS format have expanded to ac-are shown in Tablgl 1.

commodate more-complex data structures. The rolD$ has

also grown from simply a way to transport data betwedfedi

ent analysis software systems into the preferred formaddta 1.2. Version history of this document

in astronomical archives, as well as the on-line analysiné o .
used by many software packages. The fgndamental qeﬂmtlon of. thEITS format was originally

This standard is intended as a formal codification of trfgontained in a series of published papers (Wells et.al. 11981;
FITS format, which has been endorsed by the Internatior@feisen & Harten | 1981; Grosbglefal._1988; Harten et al.
Astronomical Union (IAU) for the interchange of astronoatic 1988). ASFITS became more widely used, the need for a sin-
data (AU [198B). It is fully consistent with all actions and-e gle document to unambiguously define the requirements of the
dorsements of the IABITSWorking Group (IAUFWG), which FITS format became apparent. In 1990, the NASA Science
was appointed by Commission 5 of the 1AU to oversee furth&lffice of Standards and Technology (NOST) at the Goddard
development of th&ITS format. In particular, this standard de-SPace Flight Center provided funding for a technical paoel t
fines the organization and content of the header and dafanit develop the first version of this Standard document. As shown
all standardFITSdata structures: the primary array, the randoni® Table[2, the NOST panel produced several draft versions,
groups structure, the image extension, the ASCII-tablerext culm_matmg in the first NOST standard document, NOST 100-
sion, and the binary-table extension. It also specifies mim 1.0, in 1993. A'thOUQh this dqcument was developed under a
structural requirements and general principles govertiagre- NASA accreditation process, it was subsequently formatly a
ation of new extensions. For headers, it specifies the psyper prov_ed by the IAUFWG, which is the international control au-
tax for keyword records and defines required and reserved k&ority for theFITSformat. The small update to the Standard in
words. For data, it specifies character- and numeric-vapeer 1995 (NOST 100-1.1) added a recommendation on the physical
sentations and the ordering of contents within the bytastre  Units of header keyword values.

One important feature of thEITS format is that its struc- ~ The NOST technical panel was convened a second time to
ture, down to the bit level, is completely specified in docntse make further updates and clarifications to the Standarditres
(such as this standard), many of which have been publishedng in the NOST 100-2.0 version, which was approved by the
refereed scientific journals. Given these documents, whieh IAUFWG in 1999 and published in 2001 (Hanisch etlal. 2001).
readily available in hard copy form in libraries around therld  In 2005, the IAUFWG formally approved the variable-length
as well as in electronic form on the Internet, future redears array convention in binary tables, and a short time later ap-
should be able to decode the stream of bytes inFdfiBformat  proved support for the 64-bit integers data type. New versio
data file. In contrast, many other current data formats ahg o®f the Standard were released to reflect both of these changes
implicitly defined by the software that reads and writes thesfi (Versions IAUFWG 2.1 and IAUFWG 2.1D).

If that software is not continually maintained so that it d¢an In early 2007 the IAUFWG appointed its own technical panel
run on future computer systems, then the information erttod® consider further modifications and updates to the Stahdar
in those data files could be lost. The changes proposed by this panel, which were ultimately ap
proved in 2008 by the IAUFWG after a formal public review
process, are shown in the Version 3.0 of the document, fhddlis
inlPence et all (2010).

The FITS format evolved out of the recognition that a standard Since 2006 a Registry f&1I TS conventions submitted by the
format was needed for transferring astronomical images fracommunity was established under the care of the IAUFWG at
one research institution to another. The first prototypeeevhttp://fits.gsfc.nasa.gov/fits_registry.html. The
opments of a universal interchange format that would evenfRegistry was intended as a repository of documentation -of us
ally lead to the definition of th&ITS format began in 1976 be- ages, which, although not endorsed as part oFIi& Standard,
tween Don Wells at KPNO and Ron Harten at the Netherlandse otherwise perfectly legal usagesrif'S. In 2014 a small
Foundation for Research in Astronomy (NFRA). This need fdeam was formed to evaluate the possible incorporationrogso

An archival format must be utterly portable and self-
describing, on the assumption that, apart from the tran-

1.1. Brief history of FITS


http://fits.gsfc.nasa.gov/fits_registry.html

Table 1: Significant milestones in the developmerfEGfS.

Date  Milestone Section
1979 InitialFITSAgreement and first interchange of files

1981 Published original (single HDU) definition (Wells et 4981)

1981 Published random-groups definition (Greisen & Harté81} Sect b
1982 Formally endorsed by the IAU (IAU_1983)

1988 Defined rules for multiple extensions (Grosbgl et aB8)9

1988 IAUFITSWorking Group (IAUFWG) established

1988 Extended to include ASCII-table extensions (Harteal.e1988) Secf 712
1988 Formal IAU approval of ASCII tables (IAU_1988) Sdctl7.2
1990 Extended to include IEEE floating-point data (Wells &8zl 1990) Sedt. 3.3
1994 Extended to multipleMAGE-array extensions (Ponz et al. 1994) Skeci 7.1
1995 Extended to binary-table extensions (Cotton et al.5199 Sect[7Z.B
1997 Adopted four-digit-year date format (Bunclark & Rot897) Secl{4.7]2
2002 Adopted proposals for world-coordinate systems gBre& Calabretta 2002) Se[i. 8
2002 Adopted proposals for celestial coordinates (Catb8eGreisen 2002) Sedi. 8.3
2004 Adopted MIME types foFITSdata files (Allen & Wells_2005) App1G
2005 Extended to support variable-length arrays in birables Sect. 7.35
2005 Adopted proposals for spectral-coordinate systemsigén et al. 2006) Sefi 8.4
2005 Extended to include 64-bit integer data type $ecids.2.
2006 Adopted WCS HEALPIx projection (Calabretta & Rouken0?) Sect 813
2006 Establishe#ITSconvention registry

2014 Adopted proposals for time coordinates (Rots et al.5p01 Sect[®
2016 Adopted proposals for compressed data Sect[10
2016 Adopted various registered conventions App.[H3
2018 General language editing App.[HZ

conventions within the Standard, while another small teaam wof the IAUFWG, to whom any questions or comments regarding

Table 2: Version history of the Standard.

\ersion Date Status

NOST 100-0.1 1990 December First Draft Standard

NOST 100-0.2 1991 June Second Revised Draft Standard
NOST 100-0.3 1991 December  Third Revised Draft Standard
NOST 100-1.0 1993 June NOST Standard

NOST 100-1.1 1995 September NOST Standard

NOST 100-2.0 1999 March NOST Standard

IAUFWG 2.1 2005 April IAUFWG Standard

IAUFWG 2.1b 2005 December |IAUFWG Standard

IAUFWG 3.0 2008 July IAUFWG Standard

IAUFWG 4.0 2016 July IAUFWG Standard (approved)
IAUFWG 4.0 2018 August IAUFWG Standard (language-edited)

in charge to update the Standard document with a summarnyttis Standard should be addressed.
the WCS time representation (Rots et al. 2015), which in the

meanwhile had been voted natively as part offHES Standard. 1.3. Acknowledgments

Details on the conventions that have been incorporated into _ _
this latest version of the Standar€O§TINUE long-string key- The members of the three technical panels that produced this
words, blank header spadg{ECKSUM, column limits, tiled im- Standard are shown below.
age and table compression) or only briefly mentioned (key-: .
word inheritance and Green Bank conventions) are desc'rribeti'rst technlcal_panel, 19901993 .
Appendix(EL3, which also lists the correspondirfteated sec- obert J. Hanisch (Chair) Space Telescope Science Inst.

. ! Lee E. Brotzman Hughes STX
tions of the Standard
' Edward Kemper

_ Hughes STX
After the approval by the IAUFWG in July 2016 theggrry M. Schlesinger ~ Raytheon STX

Standard was subjected to a thorough language editing (Withpeter 3. Teuben University of Maryland
impact on the technical prescriptions) before the finaléssu pjichael E. Van SteenbergNASA Goddard SFC
2018. Detz_iils about the language editing changes are FmeidNayne H. Warren Jr. Hughes STX
in AppendixH.4. Richard A. White NASA Goddard SFC
The latest version of the Standard, as well as other infor-
mation about thé=ITS format, can be obtained from tHdTS Second technical panel, 1994—-1999
Support Gfice website @tittp: //fits.gsfc.nasa.gov. This Robert J. Hanisch (Chair) Space Telescope Science Inst.
website also contains the contact information for the Ghair Allen Farris Space Telescope Science Inst.
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2. Definitions, acronyms, and symbols

2.1. Conventions used in this document

ASCIl text The restricted set of ASCII characters decimal 32
through 126 (hexadecimal 20 through 7E).

BasicFITS The FITS structure consisting of the primary
header followed by a single primary data array. This is also
known as Single Imag€&ITS (SIF), as opposed to Multi-
ExtensionFITS (MEF) files that contain one or more exten-
sions following the primary HDU.

Big endian The numerical data format used KHTS files in
which the most-significant byte of the value is stored first
followed by the remaining bytes in order of significance.

Bit A single binary digit.

Byte An ordered sequence of eight consecutive bits treated as a
single entity.

Card image An obsolete term for an 80-character keyword
record derived from the 80-column punched computer cards
that were prevalent in the 1960s and 1970s.

Character string A sequence of one or more of the restricted
set of ASCII-text characters, decimal 32 through 126 (hex-
adecimal 20 through 7E).

Conforming extension An extension whose keywords and or-
ganization adhere to the requirements for conforming exten
sions defined in Sedt._3.4.1 of this Standard.

Data block A 2880-byteFITS block containing data described
by the keywords in the associated header of that HDU.

Deprecate To express disapproval of. This term is used to refer
to obsolete structures thahould notbe used in newITS
files, but whichshall remain valid indefinitely.

Entry A single value in an ASClI-table or binary-table standard
extension.

Extension A FITSHDU appearing after the primary HDU in a
FITSfile.

Extension type nameThe value of theXTENSION keyword,
used to identify the type of the extension.

Terms or letters set iCourier typeface represent literal Field A component of a larger entity, such as a keyword record

strings that appear iRITSfiles. In the case of keyword names,
such asNAXISn, the lower-case letter represents a positive in-

or a row of an ASClII-table or binary-table standard exten-
sion. A field in a table-extension row consists of a set of

teger index number, generally in the range 1 to 999. The empha zero-or-more table entries collectively described by glsin

sized wordsmust shall, should may, recommendedequired

format.

andoptionalin this document are to be interpreted as describtfﬂﬂe A sequence of one or more records terminated by an end-

in IETF standard, RFC 2110 (Bradner 1997).

2.2. Defined terms

. Used to designate an ASCII space character.
ANSI American National Standards Institute.

of-file indicator appropriate to the medium.

FITS Flexible Image Transport System.

FITSblock A sequence of 2880 eight-bit bytes aligned on
2880-byte boundaries in tdTSfile, most commonly either
a header block or a data block. Special records are another
infrequently used type d¥ITSblock. This block length was

Array A sequence of data values. This sequence corresponds tochosen because it is evenly divisible by the byte and word

the elements in a rectilinear;dimensional matrix (I n <

999, orn = 0 in the case of a null array).

Array value The value of an element of an array ifr& Sfile,
without the application of the associated linear transérm

tion to derive the physical value.

ASCIl American National Standard Code for Information

Interchange.

lengths of all known computer systems at the tiRhi€Swas
developed in 1979.
FITSfile Afile with aformatthat conformsto the specifications
in this document.
FITSstructure One of the components of TS file: the pri-
mary HDU, the random-groups records, an extension, or,
collectively, the special records following the last exdiem.

ASCII character Any member of the seven-bit ASCII characF1TS Support Office The FITS information website that is

ter set.

ASCII digit One of the ten ASCII characters ‘0’ through ‘9’

maintained by the IAUFWG and is currently hosted at
http://fits.gsfc.nasa.gov.

which are represented by decimal character codes 48 throdddating point A computer representation of a real number.

57 (hexadecimal 30 through 39).

Fraction The field of the mantissa (or significand) of a floating-

ASCIINULL The ASCII character that has all eight bits setto  point number that lies to the right of its implied binary poin

Zero.

ASCII space The ASCII character for space, which is repre-

sented by decimal 32 (hexadecimal 20).

Group parameter value The value of one of the parameters
preceding a group in the random-groups structure, without
the application of the associated linear transformation.


http://fits.gsfc.nasa.gov

HDU Header and Data Unit. A data structure consisting of 8IF Single Image-ITS i.e., aFITSfile containing only a pri-
header and the data the header describes. Note that an HDUmary HDU, without any extension HDUs. Also known as
mayconsist entirely of a header with no data blocks. BasicFITS

Header A series of keyword records organized within one oBpecial records A series of one or morelTSblocks following
more header blocks that describes structuregoamihta that the last HDU whose internal structure does not otherwise

follow it in the FITSfile. conform to that for the primary HDU or to that specified for
Header block A 2880-byteFITS block containing a sequence a conforming extension in this Standard. Any use of spe-

of thirty-six 80-character keyword records. cial records requires approval from the IAUTS Working
Heap The supplemental data area following the main data table Group.

in a binary-table standard extension. Standard extension A conforming extension whose header and
IAU International Astronomical Union. data content are completely specified in Sé¢t. 7 of this
IAUFWG International Astronomical UniorFITS Working Standard, namely, an image extension, an ASClII-table ex-

Group. tension, or a binary-table extension.

IEEE Institute of Electrical and Electronic Engineers.
IEEE NaN IEEE Not-a-Number value; used to represent unde-
fined floating-point values ifITSarrays and binary tables. 3. FITS file organization
IEEE special values F_Ioatmg-pomt numt_)er byte patternsg_l_ Overall file structure
that have a special, reserved meaning, such-@&s+oo,
+underflow, +overflow, +denormalized, +NaN. (See A FITSfile shallbe composed of the followingI TS structures,
AppendiXE). in the order listed:
Indexed keyword A keyword name that is of the form of a
fixed root with an appended positive integer index number. — Primary header and data unit (HDU).
Keyword name The first eight bytes of a keyword record, — Conforming Extensionsoptional.
which contain the ASCII name of a metadata quantity (un— Other special recordeptional restricted).

less it is blank).

Keyword record An 80-character record in a header block corf? FITS file composed of only the primary HDU is sometimes

sisting of a keyword name in the first eight characters foggferred to as a BasiEITSfile, or a Single Imagé&ITS (SIF)

lowed by anoptional value indicator, value, and commen ile, and aFITSfile containing one or more extensions following
string. The keyword recorghall be c1ompos,ed only of the the primary HDU is sometimes referred to as a Multi-Extensio

restricted set of ASCII-text characters ranging from datim"TS (MEF) file. i ,
32 to 126 (hexadecimal 20 to 7E). EachFITS structureshall consist of an integral number of

Mandatory keyword A keyword thatmustbe used in alFITS FITS blocks, which are each 2880 bytes (23040 bits) in length.

files or a keywordrequired in conjunction with particular The p_rimary HDUshaII start with the firstFITS block of the
FITSstructures. FITSfile. The firstFITS block of each subsequeRtTS struc-

Mantissa Also known as significand. The component of atpreshallbe theFITS_bIockimmediatelyfollowingthe lagtITS
IEEE floating-point number consisting of an explicit or imPlock of the precedingITSstructure.

plicit leading bit to the left of its implied binary point ard _ _This Standard neither imposes a limit on the total size of a

fraction field to the right. FI_TS_flIe, nor imposes a limit on the size of an |nd|V|<_juaI HDU
MEF Multi-ExtensionFITS, i.e., aFITS file containing a pri- W|th|n aFITS_f|Ie. Software packages that read or write data ac-

mary HDU followed by one or more extension HDUS. cording to this Standard could be limited, however, in thee si

NOST NASA/Science @ice of Standards and Technology. of files that are supported. In particular, some softwaréesys
Physical value The value in physical units represented by af@ve historically only supported files up @' dytes in size (ap-
element of an array and possibly derived from the array valREeximately 21 x 10° bytes).
using the associated, boptional linear transformation.
Pixel Short for ‘Picture element’; a single location within ang > nqgividual FITS Structures

array. _ _ _

Primary data array The data array contained in the primarylhe primary HDU and every extension HD$hall consist of
HDU. one or more 2880-byte header blocks immediately followed by

Primary HDU The first HDU in aFITSfile. an optional sequence of associated 2880-byte data blocks. The

Primary header The first header in &I TSfile, containing in- header blockshall contain only the restricted set of ASCII-text
formation on the overall contents of the file (as well as on trgharacters, decimal 32 through 126 (hexadecimal 20 through
primary data array, if present). 7E). The ASCII control characters with decimal values lassit

Random Group A FITSstructure consisting of a collection of32 (including the null, tab, carriage return, and line-febdrac-
‘groups’, where a group consists of a subarray of data andiedgis), and the delete character (decimal 127 or hexade@iR)al
set of associated parameter values. Random groups are degst noappear anywhere within a header block.
recated for any use other than for radio interferometry.data

Record A sequence of bits treated as a single logical entity.

Repeat count The number of values represented in a field in ‘2’1’3' Primary header and data unit

binary-table standard gxtension. The first component of &ITS file shall be the primary HDU,
Reserved keyword An optional keyword thatmustbe used which always contains the primary header analybe followed
only in the manner defined in this Standard. by the primary data array. If the primary data array has zero

length, as determined by the values of N&XIS andNAXISn



The individual data valueshallbe stored in big-endian byte or-
der such that the byte containing the most-significant Hitb@
value appears first in theITS file, followed by the remaining
bytes, if any, in decreasing order of significance.

AL 1,...,1),
A2, 1,...,1),

A(NAXISL, 1, ..., 1),

AL 2,...,1), '
Agz, 2,..., 13, 3.4. Extensions

3.4.1. Requirements for conforming extensions

A(NAXISL, 2,..., 1), All extensions, whether or not further described in thisv\@td,

3 shall fulfill the following requirements to be in conformance
A(1, NAXIS2, ..., NAXISm), with this FITS Standard. New extension typebouldbe cre-

. ated only when the organization of the information is sudt th
it cannot be handled by one of the existing extension types. A
FITSfile that contains extensions is commonly referred to as a
multi-extensiorFITS (MEF) file.

Fig. 1: Arrays of more than one dimensishall consist of a se-
quence such that the index along Axis 1 varies most rapidly a8 4.1.1. 1dentity
those along subsequent axes progressively less rapidly.

A(NAXIS1, NAXIS2, ...,NAXISm)

Each extension typshall have a unique type name, speci-
keywords in the primary header (Selct. 414.1), then the psim&ied in the header by thETENSION keyword (SectiZ.411). To
HDU shall contain no data blocks. preclude conflict, extension type nanmesstbe registered with
the IAUFWG. The current list of registered extensions isgiv
in AppendiXF. An up-to-date list is also maintained on &S

3.3.1. Primary header Support Glice website.

The header of a primary HDWhall consist of one or more
header blocks, each containing a series of 80-characterdtdy
records containing only the restricted set of ASCII-texarett-

ters. Each 2880-byte header block contains 36 keyword decorT
The last header bloakustcontain theEND keyword (defined in

3.4.1.2. Size specification

he total number of bits in the data of each extension

Sect[ZZ1), which marks the logical end of the header. Kegw s?:élcbriebzréeiglféeed in thelheaderfor that extension, in the manner
records without information (e.g., following tHeND keyword) P 1441

shall be filled with ASCII spaces (decimal 32 or hexadecimal

20). 3.4.2. Standard extensions

_ A standard extension is a conforming extension whose organi
3.3.2. Primary data array zation and content are completely specified in Séct. 7 of this
Standard. Only one extension fornsiall be approved for each

The primary data array, if preseshall consist of a single data type of data organization.

array with from 1 to 999 dimensions (as specified byNAEIS
keyword defined in Sedi.4.4.1). The random-groups conventi
in the primary data array is a more-complicated structuk ag.4.3. Order of extensions
is discussed separately in Sddt. 6. The entire array of ddia v . )
ues are represented by a continuous stream of bits startthg wAn extensiormayfollow the primary HDU or another conform-
the first bit of the first data block. Each data vakleall con- INg extension. Standard extensions and other conformitegiex
sist of a fixed number of bits that is determined by the value 8fonsmayappear in any order inITSfile.
the BITPIX keyword (Secf_4.4]1). Arrays of more than one di-
me_nsionshall consist qf a sequence suc_h that the index a}loryg5_ Special records (restricted use)
Axis 1 varies most rapidly, that along Axis 2 next most raypid|
and those along subsequent axes progressively less rapittly Special records are 2880-byfdTS blocks following the last
that along Axism, wherem is the value olNAXIS, varying least HDU of the FITS file that have an unspecified structure that
rapidly. There is no space or any other special characterdsgt does not meet the requirements of a conforming extensios. Th
the last value on a row or plane and the first value on the néixst eight bytes of the special recontisist notcontain the string
row or plane of a multi-dimensional array. Except for thealoc ‘XTENSION'. It is recommendedhat they do not contain the
tion of the first element, the array structure is independétite  string ‘SIMPLE...’. The contents of special records are not oth-
FITSblock structure. This storage order is shown schematicalywise specified by this Standard.
in Fig.[I and is the same order as in multi-dimensional ariys ~ Special records were originally designed as a way for the
the Fortran programming language (1SO_2004). The indexoWFITS format to evolve by allowing neWITS structures to be
along each axishall begin with 1 and increment by 1 up to themplemented. Following the development of conforming axte
value of theNAXISn keyword (Sec{_4.4]1). sions, which provide a general mechanism for storirfipdént

If the data array does not fill the final data block, the remaitypes of data structures FITSformat in a well defined manner,
der of the data blockhall be filled by setting all bits to zero. the need for other new types BITS data structures has been



greatly reduced. Consequently, further use of specialrdscis keywords (e.g., by grouping sequencesCOMMENT keywords
restricted and requires the approval of the IAU'S Working at specific locations in the header, or appendib§TORY key-

Group. words in chronological order of the data processing stepsor
ing CONTINUE keywords to generate long-string keyword val-
. . ues).
3.6. Physical blocking A formal syntax, giving a complete definition of the syntax
3.6.1. Bit-stream devices of FITSkeyword records, is given in AppendiX A. Itis intended
. ) ) ) . . i as an aid in interpreting the text defining the Standard.
For bit-stream devices, including but not restricted tadagfile In earlier versions of this StandardF&T Skeyword, assumed

systemsFITSfiles shall be interpreted as a sequence of one g5 an item whose value is to be looked up by name (and pre-
more 2880-bytd-ITS blocks,. regardles_s of the_phy3|cal blo_c,k'sumably assigned to a variable) byF4TSreading program,

ing structure of the underlying recording media. When wati \ya5 associated one to one to a single header keyword record.
aFITSfile on media with a physical block size unequal to th@yith the introduction of continued (long-string) keyworgiee
2880-byteFITS block length, any bytes remaining in the |as§ect.@11.2), suckITS keywordsmay span more than one

physical block following the end of theITS file shouldbe set neader keyword record, and the vakhell be created by con-
to zero. Similarly, when readingI TS files on such media, any catenation as explained,in Sdct 412.1.2.

bytes remaining in the last physical block following the eri

theFITSfile shallbe disregarded.
4.1.2. Components

3.6.2. Sequential media 4.1.2.1. Keyword name (Bytes 1 through 8)

The FITS format was originally developed for yvriting files onThe keyword nameshall be a left justified, eight-character,
sequential magnetic-tape devices. The following rules @ h gh5ce-filled, ASCII string with no embedded spaces. Alltdigi
to write to sequential media (Grosbel & Wells _1994) are noy ihrough 9 (decimal ASCII codes 48 to 57, or hexadecimal 30
irrelevant to most current data-storage devices. to 39) and upper case Latin alphabetic charactarsthrough
__Ifphysically possibleFITSfiles shallbe written on sequen- » 7. (gecimal 65 to 90 or hexadecimal 41 to 5A) are permitted:;
tial media in blocks that are from one to ten integer mulB@é |\ver-case characteshall not be used. The underscoré._(
2880 bytes in length. If this is not possible, i Sfile shallbe  jocimal 95 or hexadecimal 5F) and hyphen, decimal 4’5
written as a bit stream using the native block size of the 88qu o hexadecimal 2D) are also permitted. No other characters
tial device. Any bytes remaining in the last block followitfe 416 permitte. For indexed keyword names that have a single
end of theFITSfile shallbe set to zero. , _ positive integer index counter appended to the root name,
When readingFITS files on sequential media, any filese countershall not have leading zeros (e.gNAXIS1, not
shorter than 2880 bytes in length (e.g., ANSI tape labels) afax15901). Note that keyword names that begin with (or
not considered part of tHel TSfiles andshouldbe disregarded. .5qsist solely of) any combination of hyphens, underscaned
digits are legal.

3.7. Restrictions on changes

Any structure that is a vali§I TS structureshall remain a valid 4-1.2.2. Value indicator (Bytes 9 and 10)
FITSstructure at all future times. Use of certain vafid Sstruc-

turesmaybe deprecated by this or futuRdTS Standard docu- !f the two ASCII characters'=." (decimal 61 followed
ments. by decimal 32) are present in Bytes 9 and 10 of the keyword

record, this indicates that the keyword has a value field-asso
ciated with it, unless it is one of the commentary keywords
4. Headers defined in Secf._4.4.2 (i.e., HSTORY, COMMENT, or completely

The first two sections of this chapter define the structure arq!:;lmk keyword name), which, by definition, have no value.

content of header keyword records. SEct] 4T8rs recommen-

dations on how physical units should be expressed. The fidal.2.3. Value/comment (Bytes 11 through 80)

section defines the mandatory and reserved keywords for pri-

mary arrays and conforming extensions. In keyword records that contain the value indicator in By8es

and 10, the remaining Bytes 11 through 80 of the recrall

contain the value, if any, of the keyword, followed bptional

comments. In keyword records without a value indicator,

4.1.1. Syntax Bytes 9 through 8&houldbe interpreted as commentary text,
) however, this does not preclude conventions that intereet

Each 80-character header keyword recgivdll consist of a key- content of these bytes in other ways.

word name, avalue indicat(_)r (ongquiredif a value is present), The value field, when presershall contain the ASCII-text

anoptionalvalue, and amptionalcomment. Keywordsayap- representation of a literal string constant, a logical tamis or

pear in any order except where specifically stated otherinisez nymerical constant, in the format specified in Seci. 4.2 Th
this Standard. It isecommendethat the order of the keywordsgjye fieldmay be a null field; i.e., itmay consist entirely of

in FITS files be preserved during data processing operations
because the designers of tRETS file may have used conven- 3 This requirement diers from the wording in the origin&ITS pa-
tions that attach particular significance to the order ofaier pers. See AppendixIH.

4.1. Keyword records




spaces, in which case the value associated with the keyword'he value ofkEYWORD1 is a null, or zero-length string whereas
undefined. the value of th&EYWORD?2 is an empty string (nominally a single

The mandatoryFITS keywords defined in this Standardspace character because the first space in the string ificagj
must notappear more than once within a header. All other keyut trailing spaces are not). The valuek@ifWORD3 is undefined
words that have a valughould notappear more than once. If aand has an indeterminate data type as well, exceptin casggwh
keyword does appear multiple times withHfdrent values, then the data type of the specified keyword is explicitly definethis
the value is indeterminate. Standard.

If a comment follows the value field, ihustbe preceded The maximum length of a string value that can be repre-
by a slash {/’, decimal 47 or hexadecimal 2F)A space be- sented on a single keyword record is 68 characters, with the
tween the value and the slash is strongdggommendedThe opening and closing quote characters in Bytes 11 and 80, re-
commentmay contain any of the restricted set of ASCII-textsspectively. In general, no length limit fewer than 68 is imagl
characters, decimal 32 through 126 (hexadecimal 20 throuighi character-valued keywords.
7E). The ASCII control characters with decimal values lbessit Whenever a keyword value is declared ‘string’ or said to
32 (including the null, tab, carriage return, and line-feedrac- ‘contain a character string’, the length limits in this sectap-
ters), and the delete character (decimal 127 or hexade@iR)al ply. The next section applies when the value is declaredydon
must notappear anywhere within a keyword record. string’.

4.2. Value [42.712 Continued string (long-string) keywords

The structure of the value field depends on the data type of the _ ) ) )

value. The value field represents a single value and not ag arr Earlier versions of this Standard only defined single-recor
of values? The value fieldnustbe in one of two formats: fixed String keywords as described in the previous section. The
or free. The fixed-format isequired for values of mandatory Standard now incorporates a convention (originally dgvetb

keywords and isecommendetbr values of all other keywords. for use inFITSfiles from high-energy astrophysics missions) for
continuing arbitrarily long string values over a potenyiainlim-

) ited sequence of multiple consecutive keyword recordsythia
4.2.1. Character Strlng fo”owing procedure_

4.2.111 Single-record string keywords 1. Divide the long-string value into a sequence of smalléx su
strings, each of which contains fewer than 68 characters.

A character-string valuehall be composed only of the set of ~ (NOte thatif the string contains any literal single-qudtae
restricted ASCII-text characters, decimal 32 through Ia8{ acters, then thesustbe represented as a pair of single-
adecimal 20 through 7E) enclosed by single-quote chasacter duOte characters in theiTS-keyword value, and these two
(“*”, decimal 39, hexadecimal 27). A single quote is represente charactersnustboth be contained Wl’thln a single substring).
within a string as two successive single quotes, e.g., O'MAR 2. Append an ampersand charactét’() to the end of each
'0' "HARA'. Leading spaces are significant; trailing spaces are SUPstring, except for the last substring. This characterese
not. This Standard imposes no requirements on the case sensi@S & flag td-ITSreading software that this string valoeay
tivity of character string values unless explicitly staiedthe be continued on the following keyword in the header.
definition of specific keywords. 3. E_ncl_o_se each substring with single-quote charactera- No

If the value is a fixed-format character string, the starting Significant space charactemsy occur between the amper-

single-quote charactenustbe in Byte 11 of the keyword record . Sand character and the closing quote character.
and the closing single quotaustoccur in or before Byte 80. 4. Write the first substring as the value of the specified key-
Earlier versions of this Standard aleemuiredthat fixed-format _ Word- . .
characters stringsustbe padded with space characters to ap- VVrite each subsequent substring, in order, to a seriesyef k
least a length of eight characters so that the closing qu@e ¢ words that all ha\_/e the reserved keyword naO8TINUE
acter does not occur before Byte 20. This minimum character- (5¢€ Sect.4.4.2) in Bytes 1 through 8, and have space char-
string length is no longerequired except for the value of the actersin Bytes 9and 10 of.the keyword record. The substring
XTENSION keyword (e.g.,' INAGE......" and 'TABLE......'; see maybe located anywhere in Bytes 11 through 80 of the key-
Sect[7), whichmustbe padded to a length of eight characters Word record andnaybe preceded by non-significant space
for backward compatibility with previous usage. characters starting in Byte 11. A comment stringyfollow
Free-format character strings follow the same rules asfixed 1€ substring; if present, the comment strmgstbe sepa-
format character strings except that the starting singtetgy  'ated from the substring by a forward-slash charactgf.
charactemayoccur after Byte 11. Any bytes preceding the start- Also, it is strongly recommendattiat the slash character be
ing quote character and after Byte hustcontain the space ~ Preceded by a space character.

character. _ o _ TheCONTINUE keywordmust notbe used with of any of the
Note that there is a subtle distinction between the foll@virmandatory or reserved keywords defined in this Standardsinle
three keywords. explicitly declared of type long-string.
' . The following keyword records illustrate a string valuettha
KEYWORD1= ' ' / null string keyword is continued over multiple keyword records. (Note: the tbnaf
KEYWORD2= / empty string keyword  iye supstrings have been reduced to fit within the page lgyout
KEYWORD3= / undefined keyword

WEATHER = 'Partly cloudy during the evening f&'



CONTINUE ‘'ollowed by cloudy skies overnight.&' Table 3: IAU-recommended basic units.
CONTINUE ' Low 21C. Winds NNE at 5 to 10 mph.'

N ) Quantity Unit Meaning Notes
If needed, additional space for thg keyword comment field g pases supplementary units

can be generated by continuing the string value with one @®mo  |ength n meter

null strings, as illustrated schematically below. mass kg kilogram g gram allowed
time s second

STRKEY = 'This keyword value is continued &' plane angle rad radian

CONTINUE ' over multiple keyword records.&' solid angle sr steradian

CONTINUE '&' / The comment field for this temperature K kelvin

CONTINUE '&' / keyword is also continued electric current A ampere

CONTINUE '' / over multiple records. amount of substance mol  mole

luminous intensity cd candela

FITSreading software can reconstruct the long-string value

by following an inverse procedure of checking if the strirzdue IAU-recognized derived units

1
ends with the’&’ character and is immediately followed by a gﬁgfgeyncy IJ{Z jhoﬂtez zm
conformingCONTINUE keyword record. If both conditions are power W watt Jst
true, then concatenate the substring from@A8¥TINUE record electric potential v volt Jct
onto the previous substring after first deleting the trgill&’ force N newton kg m 2
character. Repeat these steps until all subseqQeMIINUE pressure, stress Pa pascal N m?
records have been processed. electric charge C coulomb As

Note that if a string value ends with tH&’ character, but electric resistance ~ Ohm  ohm VAT
is not immediately followed by @ONTINUE keyword that con- electric conductance S siemens  AV!
forms to all the previously described requirements, therl &1 electric capacitance  F farad cvt
characteshouldbe interpreted as the literal last character in the ~magnetic flux Wb weber Vs
string. Also, any ‘orphaned’ONTINUE keyword records (for- .”‘39”9“0““)( density T Lega \\//vvg A”Jl
mally not invalidating the~ITS file, although likely represent- :Emuiﬁtoahnscﬁux Iilm |uiqg1 cd sr
ing an error with respect to what the author of the file meant) ;;;minance 1x lux Im m-2

shouldbe interpreted as containing commentary text in Bytes 9—

80 (similar to aCOMMENT keyword).
( Y ) A floating-point number is represented by a decimal number

. followed by anoptionalexponent, with no embedded spaces. A

4.2.2. Logical decimal numbeshall consist of &’ +’ (decimal 43 or hexadeci-

mal 2B) or’ -’ (decimal 45 or hexadecimal 2D) sign, followed
LV a sequence of ASCII digits containing a single decimahpoi

(’.”), representing an integer part and a fractional part of the
floating-point number. The leading ’ sign isoptional At least
one of the integer part or fractional pantustbe present. If the
fractional part is present, the decimal paimtistalso be present.
4.2.3. Integer number If only the integer part is present, the decimal ponatybe omit-
ted, in which case the floating-point number is indistinpatse
from an integer. The exponent, if present, consists of am-exp
nent letter followed by an integer. Letters in the exporaioirm

If the value is a fixed-format logical constantstiall appear as
an upper-casg or F in Byte 30. A logical value is represente
in free-format by a single character consisting of an upjase

T or F as the first non-space character in Bytes 11 through 80

If the value is a fixed-format integer, the ASCII represdntat
shall be right-justified in Bytes 11 through 30. An integer con

sists of a’+’ (decimal 43 or hexadecimal 2B) o’ (decimal ., or 'D*}A shall be upper case. The full precision of 64-bit
45 or hexadecimal 2D) sign, followed by one or more contiglioy o5 cannot be expressed over the whole range of valugs usi
QSC::]S'%'BS ((jdeumal 4_?hto|57dc1)r he>i<ar(]j<ieC|mt?l r?ol tl? 3?j)ihw'tl?he fixed-format. This Standard neither imposes an uppeér lim
0 embedded spaces. The leadirg sign isoptional Leading on the number of digits of precision, nor any limit on the rang
zeros are permitted, but are not significant. The integeesem- . floating-point keyword values. Software packages thad @

tation shall always be interpreted as a signed, decimal numb ite data according to this Standard could be limited, hae

This Standard does not limit the range of an integer keyWO( the range of values and exponents that are supportede.g.
value, however, software packages that read or write data a%

cording to this Standard could be limited in the range of galu oeinrtar?grig:; can be represented by a 32-bit or 64-bit ftpatin

that are supported (e.g., to the range that can be reprelsieyltep '

a 32-bit or 64-bit signed binary integer). A free-format floating-point value follows the same rules as
A free-format integer value follows the same rules as fixe@:fixed-format floating-point value except that the ASClireep

format integers except that the ASCII representati@yoccur sentatiormayoccur anywhere within Bytes 11 through 80.
anywhere within Bytes 11 through 80.

4.2.4. Real floating-point number

. . . . 4 The’D’ exponent form is traditionally used when representing val-
If the value is a fixed-format real floating-point number, th@es that have more decimals of precision or a larger magnthah can
ASCII representatioshall be right-justified in Bytes 11 through be represented by a single-precision 32-bit floating-poimhber, but
30. otherwise there is no distinction betweth’ or ’D’.



Table 4: Additional allowed units.

Quantity Unit Meaning Notes
plane angle deg degree of arc /180 rad
arcmin  minute of arc 160 deg
arcsec second of arc /3600 deg
mas milli-second of arc 13 600 000 deg
time min minute 60s
h hour 60 min= 3600 s
d day 86400 s
T a year gJuIian; 31557600 s (365.25 d), peteadforbidden
T oyr year (Julian ais IAU-style
energy T eV electron volt 16021765x 107%° ]
i erg erg 1073 ,
Ry rydberg %(Z”h—f) mec? = 13605692 eV
mass$ solMass solar mass D891x 10°° kg
u unified atomic mass unit .8605387x 102" kg
luminosity solLum  Solar luminosity 3B268x 1075 W
length i Angstrom angstrom 10 m
solRad  Solar radius ®599x 10° m
AU astronomical unit 19598x 10 m
lyr light year 9460730x 10'°m
T pc parsec 857x 10 m
events count count
ct count
photon  photon
ph photon
flux density 1 Jy jansky 108 W m2Hz?
T mag (stellar) magnitude
T R rayleigh 16°/(4r) photons m? st srt
magnetic field 11 G gauss 100 T
area pixel Eimagedetectorg pixel
pix imagedetector) pixel
+1 barn barn 1028 m?
Miscellaneous units
D debye 1x10%#Cm
Sun relative to Sun e.g., abundances
chan (detector) channel
bin numerous applications (including the one-dimensionalacanaf pixel)
voxel three-dimensional analog of pixel
t bit binary information unit
T byte (computer) byte eight bits
adu Analog-to-digital converter
beam beam area of observation as inklsam

Notes.() Addition of prefixes for decimal multiples and submultiptee allowed® Deprecated in IAU Style Manudl (McNally 1988) but still in
use.® Conversion factors from CODATA Internationally recommedd/alues of the fundamental physical constants 28@24(: //physics.

nist.gov/cuu/Constants/).

4.2.5. Complex integer number

There is no fixed-format for complex integer numkers.

If the value is a complex integer number, the vatestbe
represented as a real part and an imaginary part, separate
a comma and enclosed in parentheses €13.3, 45). Spaces

4.2.6. Complex floating-point number

J%ere is no fixed-format for complex floating-point numbers.

may precede and follow the real and imaginary parts. The real ) _ .
and imaginary parts are represented in the same way asiistege !f the value is a complex floating-point number, the value
(Sect[Z.Z3). Such a representation is regarded as a simigle Must be represented as a real part and an imaginary part,

for the complex integer number. This representati@ybe lo-

cated anywhere within Bytes 11 through 80.

5 This requirement diers from the wording in the origin®ITS pa-

pers. See Appendx]H.

separated by a comma and enclosed in parentheses, e.g.,
(123.23, -45.7). Spacesmnay precede and follow the real
and imaginary parts. The real and imaginary parts are repre-
sented in the same way as floating-point values ($ect.]4.2.4)
Such a representation is regarded as a single value for the co
plex floating-point number. This representatioay be located
anywhere within Bytes 11 through 80.


http://physics.nist.gov/cuu/Constants/
http://physics.nist.gov/cuu/Constants/

4.2.7. Date Table 5: Prefixes for multiples and submultiples.

There is strictly no such thing as a data type filate valued Submult _ Prefix _Char _Mult _Prefix _ Char
keywords, however a pseudo data typelafetimeis defined in

1 -
Sect[9. 111 an(h_ustbe used to write ISO-860datetimestrings 1g2 Ssﬁ!ﬂ g 182 sgg; ia
as character strings. 103 milli m 10  kilo K
If a keyword needs to expresstime in JD or MJD (see 106 micro u 16 mega M
Sect[®), this can be formatted as an arbitrary precisionosum 10°° nano n 10 giga G
optionally separating the integer and fractional part acsied 10712 pico p 102 tera T
in Sect[9.2P. 10715 femto £ 10 peta P
10718 atto a 10" exa E

. 102 zepto  z 10?0 zetta z

4.3. Units 10 yocto y 107 yotta Y

When a numerical keyword value represents a physical gyanti
it is recommendedhat units be provided. Unitshall be rep- recommendeevhenever the order of operations might be sub-
resented with a string of characters composed of the redricject to misinterpretation. A space character implies rplitta-
ASCII-text character set. Unit strings can be used as valfiestion, which can also be conveyed explicitly with an astedska
keywords (e.qg., for the reserved keywoRIRIIT, andTUNITn), period. Therefore, although spaces are allowed as sympal se
as an entry in a character-string column of an ASClI-table oators, their use is discouraged. Note that, per IAU conwgant
binary-table extension, or as part of a keyword commemgtricase is significant throughout. The IAU style manual forltias
(see Secf. 4.3 2, below). use of more than one slash/(') character in a units string.

The units of alFITSheader keyword values, with the excepHowever, since normal mathematical precedence rules apply
tion of measurements of angleshouldconform with the rec- this context, more than one slastaybe used but is discouraged.
ommendations in the IAU Style Manual (McNally 1988). For A unit raised to a power is indicated by the unit string fol-
angular measurements given as floating-point values are spgwed, with no intervening spaces, by iationalsymbols** or
ified with reserved keywords, the ungbouldbe degrees (i.e., ~ followed by the power given as a numeric expression, called
deg). If a requirement exists within this Standard for the uoits expr in Table[6. The powemaybe a simple integer, with or
a keyword, then those unitsustbe used. without sign,optionally surrounded by parenthesesmayalso

The units for fundamental physical quantities recommended a decimal number (e.d., 5, 0.5) or a ratio of two integers
by the IAU are given in Tablg]3. Table 4 lists additional unitge.g.,7,/9), with or without sign, whichmustbe surrounded by
that are commonly used in astronomy. Further specificafams parentheses. Thus meters squareybe indicated byn** (2),
time units are given in Sedt. 9.3. The recommended plaih-tea*+2, m+2, m2, m" 2, m" (+2), etc. and per meter cubaedaybe
form for the 1AU-recognizedbase unitsare given in Column 2 indicated bym**-3, m-3, m" (-3), /m3, and so forth. Meters to
of both table§] All base units stringsnaybe preceded, with no the three-halves powenaybe indicated byn(1.5), m"(1.5),
intervening spaces, by a single character (two for decantakn**(1.5), m(3/2), m**(3/2), andm” (3/2), butnot by ms/2
from Table[$ and representing scale factors mostly in stépsagrmi.5.
10°. Compound prefixes (e.gzYeV for 10 eV) must notbe
used.

4.3.2. Units in comment fields

4.3.1. Construction of units strings If the units of the keyword value are specified in the commént o
the header keyword, it ircommendethat the units string be
enclosed in square brackets (i.e., enclosed[bgnd ‘]") at the
beginning of the comment field, separated from the slagh)(
88mment field delimiter by a single space character. An exam-
ple, using a non-standard keyword, is

EXPTIME = 1200. / [s] exposure time in seconds

This widespread, bubptional practice suggests that square
Bracketsshouldbe used in comment fields only for this pur-
pose. Nonetheless, softwasbould notdepend on units being
expressed in this fashion within a keyword comment, and soft
{vareshould notdepend on any string within square brackets in
a comment field containing a proper units string.

Compound units stringmay be formed by combining strings
of base units (including prefixes, if any) with the recommenhd
syntax described in Tablg 6. Two or more base units strin
(called str1 and str2 in Table[6) may be combined using
the restricted set of (explicit or implicit) operators thbvide
for multiplication, division, exponentiation, raisinggamments to
powers, or taking the logarithm or square-root of an argume
Note that functions such akog actually require dimension-
less arguments, so thabg (Hz), for example, actually means
log(x/1 Hz). The final units string is the compound string, o
a compound of compounds, preceded byoational numeric
multiplier of the form10**k, 18"k, or 18+k wherek is an inte-
ger,optionallysurrounded by parentheses with the sign character

requiredin the third form in the absence of parentheses. Creatafs. Keywords

of FITSfiles are encouraged to use the numeric multiplier only

when the available standard scale factors of Table 5 wilsnbt 4.4.1. Mandatory keywords

fice. Parentheses are used for symbol grouping and are Monl\%andatory keywords areequiredin every HDU as described

6 These tables are reproduced from the first in a series of pap8t the remainder of this subsection. Theyistbe used only as
on world-coordinate systenrs (Greisen & Calabrétta 200Bjctwpro- described in this Standard. Values of the mandatory keysvord
vides examples and expanded discussion. mustbe written in fixed-format.
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Table 6: Characters and strings allowed to denote matheaatiyjven in TabldB. Writers oFITS arraysshouldselect 8BITPIX
operations. data type appropriate to the form, range of values, and acgur
of the data in the array.

String Meaning

strl str2  Multiplication NAXIS keyword. The value fieldshall contain a non-negative
strl*str2  Multiplication integer no greater than 999 representing the number of axes i
strl.str2  Multiplication the associated data array. A value of zero signifies that te da
strl/str2  Dwision follow the header in the HDU.

strl**expr Raised to the powesxpr
strl”expr Raised to the powesxpr

strlexpr Raised to the powesxpr NAXISn keywords. The NAXISn keywordsmustbe present for
log(strl) ~ Common Logarithm (to base 10) all valuesn = 1, ...,NAXIS, in increasing order of, and for
In(strl) Natural Lc_’ga“thnz no other values oh. The value field of this indexed keyword
exp(strl)  Exponential ¢57) shall contain a non-negative integer representing the number of

sqrr(strl)  Square root elements along Axis of a data array. A value of zero for any of

the NAXISn signifies that no data follow the header in the HDU

Table 7: Mandatory keywords for primary header. (however, the random-groups structure described in SHtas6
NAXIS1 = 0, but will have data following the header if the other
Position  Keyword NAXISn keywords are non-zero). NAXIS is equal to®, there
1 SIMPLE = T shall notbe anyNAXISn keywords.
2 BITPIX
3 NAxiS END keyword. This keyword h iated val
4 yword. is keyword has no associated value. Bytes 9

.NAXIsn’ n=1,....NAXIS through 80shallbe filled with ASCII spaces (decimal 32 or hex-

adecimal 20). Th&ND keyword marks the logical end of the

kother keywords) header andanustoccur in the last 2880-byt€ITS block of the
. header.
last ~ END The total number of bits in the primary data array, exclusive
of fill that is needed after the data to complete the last 28@e-
Table 8: Interpretation of vali#ITPIX value. data block (Seck._3.3.2), is given by the following expressi

Value Data represented Npiis = [BITPIX| X (NAXIS1 X NAXIS2 X --- X NAXISm), (1)

8  Character or unsigned binary integer whereNpis mustbe non-negative and is the number of bits ex-
16 16-bit two's complement binary integer cluding fill, m is the value offAXIS, andBITPIX and theNAXISn
2421 2‘213:: mgz ggmp:gmgm E:Eg:y :Ezggg represent the values associated with those keywords. Rate t
_32  |EEE single-preé)ision floating %ointg the rar_mdom-groups convention.in the primary array has a-more
—64 IEEE double-precision floating point compllc_:ated structure _wh(_)se size is given by[Hqg. 4. The_heade
of the firstFITS extension in the file, if preserghall start with
. the firstFITS block following the data block that contains the
4.4.1.1. Primary header last bit of the primary data array.
_ _ _ An example of a primary array header is shown in Téble 9.
The SIMPLE keyword is required to be the first keyword | aqdition to the required keywords, it includes a few of the

in the primary header of a#ITSfiles. The primary headenust agerved keywords that are discussed in $ect4.4.2.
contain the other mandatory keywords shown in Table 7 in the

order given. Other keywordsust notintervene between the _ _
SIMPLE keyword and the lastAXISn keyword. 4.4.1.2. Conforming extensions

. ) ) All conforming extensions, whether or not further speci-
SIMPLE keyword. The value fieldshall contain a logical con- fied in this Standardnustuse the keywords defined in Tablg 10
stant with the valud if the file conforms to this Standard. Thisin the order specified. Other keywordsust not intervene
keyword is mandatory for the primary header andst notap-  petween theXTENSION keyword and theGCOUNT keyword.

pear in extension headétsA value of F signifies that the file The BITPIX, NAXIS, NAXISN, andEND keywords are defined in
does not conform to this Standard. Sect[4.411.

BITPIX keyword. The value fieldshall contain an integer. The XTENSION keyword. The value fieldshall contain a character
absolute value is used in computing the sizes of data stegtu string giving the name of the extension type. This keyword is
It shall specify the number of bits that represent a data valuermandatory for an extension header andst notappear in the
the associated data array. The only valid valueBIfPIX are primary headef. To preclude conflict, extension type names
mustbe registered with the IAUFWG. The current list of reg-

7 This requirement diers from the wording in the origin&ITSpa- istered extensions is given in Appendix F. An up-to-dateidis
pers. See AppendixIH. also maintained on theITS Support Qfice website.
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Table 9: Example of a primary array header.

Keyword records

SIMPLE = T / file does conform to FITS Standard
BITPIX = 16 / number of bits per data pixel
NAXIS = 2 / number of data axes

NAXIS1 = 250 / length of data axis 1

NAXIS2 = 300 / length of data axis 2

OBJECT = 'Cygnus X-1'

DATE = '2006-10-22"'

END

PCOUNT keyword. The value fieldshall contain an integer that ~ Table 10: Mandatory keywords in conforming extensions.
shallbe used in any way appropriate to define the data structure, _
consistent with Eq.]2. ITMAGE (Sect[Z.]l) an@ABLE (Sect[Z.P) Position Keyword

extensions this keyworchusthave the value; in BINTABLE 1 XTENSION
extensions (Sedf._4.3) it is used to specify the number aiyt 2 BITPIX
that follow the main data table in the supplemental data area 3 NAXIS
called the heap. This keyword is also used in the randompgrou 4 NAXISn,n=1,... NAXIS
structure (Seckl6) to specify the number of parameterspieg 5 PCOUNT
each array in a group. 6 GCOUNT
(other keywords)

GCOUNT keyword. The value fieldshall contain an integer that

shall be used in any way appropriate to define the data struc- :
ture, consistent with E§J 2. This keywonalisthave the valua last END
in the IMAGE, TABLE, andBINTABLE standard extensions defined

in Sect[J. This keyword is also used in the random-groupsstr %he two-digit day of the month. When both date and time are

ture (SectLE) to specify the number of random groups presen iven, the literalT shall separate the date and tinmey shall

The total number of bits in the extension data array (exclf- - : o
. ' : e the two-digit hour in the daym the two-digit number of
sive of fill that is needed after the data to complete the 18802 minutes after the hour, ang[ . sss. . .] the number of seconds

byte data block) is given by the following expression: (two digits followed by anoptional fraction) after the minute.
Default valuesmust notbe given to any portion of the datiene
Npits = |[BITPIX| X GCOUNT X . . ' .
bits = | | string, and leading zeraaust notbe omitted. The decimal part
(PCOUNT + NAXTS1 X NAXIS2 X --- X NAXISM),  (2) of the seconds field i®ptional and may be arbitrarily long,
. . : so long as it is consistent with the rules for value formats of
whereNpjiis mustbe non-negative and is the number of bits eXSect.[E]Z. Otherwise said, the format fATE keywords writ-

cluding fill; m is the value ofNAXIS; and BITPIX, GCOUNT :
’ : L ' ten after January 1, 200hall be the ISO-860Hatetimeform
PCOUNT, and theNAXISn represent the values associated wit escribed in Sed91.1. See also Secl. 9.5.

those keywords. INyis > 0, then the data arrashall be con- .
tained in)gr\: integral number of 2880—bﬁé|’8dz$a‘11blocks. The _ Ihevalue of th®ATE keywordshallalways be expressed in
header of the nexEITS extension in the file, if anyshall start  JTC when in this format, for all data sets created on Earth.

with the firstFITS block following the data block that contains ~ The following formatmay appear on files written before
the last bit of the current extension data array. January 1, 2000. The value field contains a character string

giving the date on which the HDU was created, in the form

DD/MM/YY, whereDD is the day of the monthiM the month
4.4.2. Other reserved keywords number with January given by 01 and December by 12,¥and
the last two digits of the year, the first two digits being unde

present in the header theyustbe used only as defined in thiSstood to be 19. Specification of the date using Universal Téme

Standard. They apply to ar§iTS structure with the meaningsrecommendedut notassumed.

and restrictions defined below. ABITS structuremayfurther When a newly created HDU is substantially a verbatim copy

HDU maybe retained in the new HDU instead of updating the
value to the current date and time.

The reserved keywords described below amional but if

4.4.2.1. General descriptive keywords

ORIGIN keyword. The value fieldshall contain a character

DATE keyword. The value fieldshall contain a character string string identifying the organization or institution ressisle for
giving the date on which the HDU was created, in the foreating theFI TSfile.

YYYY-MM-DD, or the date and time when the HDU was created, in

the formYYYY-MM-DDThh:mm: ss[.sss...], whereYYYY shall

be the four-digit calendar year numb#H, the two-digit month EXTEND keyword. The value fieldshall contain a logical value
number with January given by 01 and December by 12 Dind indicating whether th&ITSfile is allowed to contain conform-
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ing extensions following the primary HDU. This keywontey TELESCOP keyword. The value fieldshall contain a character
only appear in the primary header amdist notappear in an ex- string identifying the telescope used to acquire the dagacks
tension header. If the value fieldTghen therenaybe conform- ated with the header.

ing extensions in theITSfile following the primary HDU. This

keyword is only advisory, so its presence with a valudoes i .

not require that th&ITS file contains extensions, nor does thdNSTRUME keyword. The value fieldshall contain a character
absence of this keyword necessarily imply that the file dags r$tring identifying the instrument used to acquire the dasoai-
contain extensions. Earlier versions of this Standaredtttat ated with the header.

theEXTEND keywordmustbe present in the primary header if the

file contained extensions, but this is no longauired OBSERVER keyword. The value fieldshall contain a charac-

ter string identifying who acquired the data associateth Wit

BLOCKED keyword. This keyword is deprecated astiould not header.

be used in neviFITSfiles. It is reserved primarily to prevent its

use with other meanings. As previously defined, this keywibrd oBJECT keyword. The value fieldshall contain a character
used, wasequiredto appear only within the first 36 keywords instring giving a name for the object observed.

the primary header. Its presence with thquiredlogical value

of T advised that the physical block size of g Sfile on which

it appearsnaybe an integral multiple of thEITS block length 4.4.2.3. Bibliographic keywords

and not necessarily equal to it.

AUTHOR keyword. The value fieldshall contain a character
string identifying who compiled the information in the dats:
sociated with the header. This keyword is appropriate when t
data originate in a published paper or are compiled from many
sources.

4.4.2.2. Keywords describing observations

DATE-OBS keyword. The format of the value field for
DATE-0BS keywordsshall follow the prescriptions for thBATE
keyword (Sectl 4.4]2 and SeCf 911.1 Either the four-digdry pprrenc keyword. The value fieldshall contain a char-
format or the two-digit year formahaybe used for observation 5.ter string citing a reference where the data associ-
dates from 1900 through 1999, although the four-digit fdri®a gieq with the header are published. It iscommended
recommended that either the 19-digit bibliographic identiflerused in
When the format with a four-digit year is used, the defaultithe Astrophysics Data System bibliographic databases
terpretations for timshouldbe UTC for dates beginning 1972-(http://adswww.harvard.edu/) or the Digital Object
01-01 and UT before. Other date and time scales are perteissildentifier http://doi.org) be included in the value
The value of theDATE-0BS keywordshall be expressed in the string, when available (e.g.; 1994A&AS..103..135A" or
principal time system or time scale of the HDU to which it be2doi: 10.1006/jmbi.1998.2354”).
longs; if there is any chance of ambiguity, the chabeuldbe
clarified in comments. The value DATE-0BS shallbe assumed
to refer to the start of an observation, unless anotherpnaés-
tion is clearly explained in the comment field. Explicit sifiec

cation of the time scale iecommendedBy default, times for  Thege keywords provide commentary information about the
TAl'and times that run simultaneously with TAI, e.g., UTC andnntents or history of thEITSfile andmayoccur any number of
TT, will be assumed to be as measured at the detector (Oryjifjes in a header. These keywostllhave no associated value
practical cases, at the observatory). For coordinate W€ as  eyen if the value indicator characters..' appear in Bytes 9 and
TCG, TCB, and TDB, the defautthall be to include light-time 10 (hence it isecommendethat these keywords not contain the
corrections to the associated spatial origin, namely o€ ya|ue indicator). Bytes 9 through 80aycontain any of the re-

ter for TCG and the Solar System barycenter for the other Wgricteq set of ASClI-text characters, decimal 32 throug 1
Conventionsnaybe developed that use other time systems. T'n"(ﬁexadecimal 20 through 7E).

scales are now discussed in detail in Sect. 9.2.1 and [able 30", e versions of this Standard continued string key-

When the value oDATE-0BS is expressed in the two-digit words (see Sectl_4.2.1.2) could be handled as commen-
year form, allowed for files written before January 1, 200thwi tary keywords if the relevant convention was not supported.
ayear in the range 1900-1999, there is no default assurmgiomMow CONTINUE keywordsshall be honoured as specified in
to whether it refers to the start, middle or end of an obs@wmat Sect[4.2.11.2.

4.4.2.4. Commentary keywords

DATExxxx keywords. The value fields for all keywords begin-COMMENT keyword. This keywordmay be used to supply any
ning with the stringDATE whose value contains date, ang- comments regarding tHeTSfile.

tionally time, informationshall follow the prescriptions for the
DATE-0BS keyword. See also SeCt. 9.1L.1 for thetetimeformat, & This bibliographic conventior (Schmitz etlal, _1995) wasidtiiy
and Sect 915 for further global time keywords specified [® thieveloped for use within NED (NASAPAC Extragalactic Database)
Standard. and SIMBAD (operated at CDS, Strasbourg, France).
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HISTORY keyword. This keywordshouldbe used to describe the default value of . ®, and theBZERO keywordshall have one

the history of steps and procedures associated with thegsec of the integer values shown in Talblel 11.

ing of the associated data. Since theFITS format does not support a native unsigned
integer data type (except for the unsigned eight-bit byte da
type), the unsigned values are stored in Bi€S array as na-

tive signed integers with the appropriate integéset specified

by the BZERO keyword value shown in the table. For the byte

Hata type, the converse technique can be used to store signed
byte values as native unsigned values with the neg8a¥R0
offset. In each case, the physical value is computed by adding
A sequence of one or more entirely blank keyword recordide dfset specified by thBZERO keyword to the native data type

(consisting of 80 ASCII space characters) that immedigisty Vvalue that is stored in thelTSfile

cede theEND keywordmaybe interpreted as non-significant fill

space thataybe overwritten when new keywords are append

to the header. This usage convention enables an arbittairijg

amount of header space to be preallocated wheRfh§ HDU

is first created, which can help mitigate the potentiallyetim

consuming alternative of having to shift all the followingtd

in the file by 2880 bytes to make room for a n8l S header

block each time space is needed for a new keyword. BLANK keyword. This keywordshall be used only in headers
with positive values oBITPIX (i.e., in arrays with integer data).
Bytes 1 through 8 contain the strinGLANK,_....."' (ASCII spaces

in Bytes 6 through 8). The value fiekhall contain an integer

These keywords are used to describe the contents of that specmgs the value that is usepl within the Integer awoay
array, either in the primary array, in aIMAGE extension represent pixels that have an undefined physical value.

optional but if they appear in the header describing an arralues ofL.0 and9.9, respectively, then the value of tBeANK

or groups, theymustbe used as defined in this section of thieyword mustequal the actual value in theITS data array
Standard. Theyshall notbe used in headers describing otheifat is used to represent an undefined pixel and not the corre-

structures unless the meaning is the same as defined here. sponding physical value (computed from Eg. 3). To cite a spe-
cific, common exampleynsignedL6-bit integers are represented

in a signedintegerFITS array (withBITPIX = 16) by setting
BSCALE keyword. This keywordshall be used, along with the BZERO = 32768 andBSCALE = 1. If it is desired to use pixels
BZERO keyword, to linearly scale the array pixel values (i.e., thghat have amunsignedvalue (i.e., the physical value) equal to 0
actual values stored in tHeTSfile) to transform them into the to represent undefined pixels in the array, thenRh&NK key-
physical values that they represent using[Eg. 3. word mustbe set to the value32768 because that is the actual
value of the undefined pixels in thdTS array.

Keyword field is blank. This keywordmaybe used to supply
any comments regarding thdTSfile. It is frequently used for
aesthetic purposes to provide a break between groups tédel
keywords in the header.

%qJNIT keyword. The value fieldshall contain a character string
describing the physical units in which the quantities in &ne
ray, after application dSCALE andBZERO, are expressed. These
unitsmustfollow the prescriptions of Sedt. 4.3.

4.4.2.5. Keywords that describe arrays

physicalvalue = BZERO + BSCALE x arrayvalue

The value fieldshall contain a floating-point number representbATAMAX keyword. The value fieldshall always contain a
ing the codicient of the linear term in the scaling equation, thfoating-point number, regardless of the valueBaTPIX. This
ratio of physical value to array value at zeriset. The default numbershallgive the maximum valid physical value represented
value for this keyword i . 8. Before support for IEEE floating- by the array (from Ed.13), exclusive of any IEEE special value
point data types was addedRtr S (Wells & Grosbgl 1990), this

technique of linearly scaling integer values was the only tea ! )
represent the full range of floating-point values iRl@Sarray. DATAMIN keyword. The value fieldshall always contain a
This linear scaling technique is still commonly used to gy floating-point _number, _re_gardless_ of the_valueBaiTPIx. This
the size of the data array by a factor of two by representing 334mbemshallgive the minimum valid physical value represented
bit floating-point physical values as 16-bit scaled intsger by the array (from EQ.I3), exclusive of any IEEE special value

BZERO keyword. This keywordshall be used, along with the WCS keywords. An extensive set of keywords have been de-

BSCALE keyword, to linearly scale the array pixel values (i.e., thi€d to describe the world coordinates associated with ray.ar

actual values stored in tHETSfile) to transform them into the 'Nese keywords are discussed separately in Sect. 8.

physical values that they represent using[Bq. 3. The valig fie

shall contain a floating-point number representing the physical

}/(?r“tjﬁigirerjvsvg?g?gg@to an array value of zero. The defaliteva™, A more computationally ficient method of adding or subtracting
. . S . . . the BZERO values is to simply flip the most-significant bit of the bi-

__ Besidesits use in representing floating-point values d8dcanary value. For example, using eight-bit integers, therdatialue 248

integers (see the description of B®CALE keyword), theBZERO  minus theBZERO value of 128 equals 120. The binary representation

keyword is also used when storing unsigned-integer vaiuti  of 248 is 11111000. Flipping the most-significant bit giviee binary

FITS array. In this special case tBSCALE keywordshall have value 01111000, which is equal to decimal 120.
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Table 11: Usage a8ZERO to represent non-default integer data types.

BITPIX Native Physical BZERO
data type data type
8 unsigned signed byte -128 (-2
16  signed  unsigned 16-bit 32768 (2%)
32 signed  unsigned 32-bit 2147483648 (2%

64 signed unsigned 64-bit 9223372036854775808  (2%9)

4.4.2.6. Extension keywords records). For this purpose, each 2880-Uy¥€S logical record
shouldbe interpreted as consisting of 720 32-bit unsigned inte-

The next three keywords were originally defined for usgers. The four bytes in each integaustbe interpreted in or-

within the header of a conforming extension, however they alder of decreasing significance where the most-significateat isy

may appear in the primary header with an analogous meanitfigst, and the least-significant byte is last. Accumulatestima of

If these keywords are present, itrescommendethat they have these integers using ones’ complement arithmetic in whigh a

a unigue combination of values in each HDU of @& Sfile. overflow of the most-significant bit is propagated back itie t
least-significant bit of the sum.

EXTNAME keyword. The value fieldshall contain a character ~ The DATASUM value is expressed as a character string (i.e.,
string to be used to distinguish amondfeient extensions of enclosed in single-quote characters) because supportedull

the same type, i.e., with the same valu&®ENSION, in aFITS range of 32-bit unsigned-integer keyword values is proklgm
file. Wi;hin this context, the primary arraghouldbe considered in some software systems. This strimgybe padded with non-

as equivalent to amMAGE extension. significant leading or trailing blank characters or leadiegos.

A string containing only one or more consecutive ASCII bisink
may be used to represent an undefined or unknown value for
the DATASUM keyword. TheDATASUM keyword may be omit-

ted in HDUs that have no data records, but it is preferable to
include the keyword with a value df. Otherwise, a missing
DATASUM keyword asserts no knowledge of the checksum of
%he data records. Recording in the comment field the ISO-8601
formatted Datetime (ISO_2004b) when the value of this keyivor
record is created or updatedesommended

EXTVER keyword. The value fielashall contain an integer to be
used to distinguish amongftérent extensions inl T Sfile with
the same type and name, i.e., the same valuesTENSION and
EXTNAME. The values need not start withfor the first extension
with a particular value cEXTNAME and need not be in sequenc
for subsequent values. If tTBXTVER keyword is absent, the file
shouldbe treated as if the value wete

EXTLEVEL keyword. The value fieldshall contain an integer

specifying the level in a hierarchy of extension levels & &x- CHECKSUM keyword. The value field of the€HECKSUM keyword
tension header containing it. The vakleallbe 1 for the highest shallconsist of an ASCII character string whose value forces the
level; levels with a higher value of this keywostiall be subor- 32-hit ones’ complement checksum accumulated over theeenti
dinate to levels with a lower value. If ttRXTLEVEL keyword is FITS HDU to equal negative 0. (Note that ones’s complement
absent, the filshouldbe treated as if the value wete arithmetic has both positive and negative zero elemerttss. |
recommendedhat the particular 16-character string generated
by the algorithm described in Appendix J be used. A string con
The following keyword isoptional but is reservedfor use taining only one or more consecutive ASCII blamkaybe used
by the convention described in AppendiX K. If presenshiall  to represent an undefined or unknown value for GHECKSUM
appear in the extension header immediately after the mandatkeyword.

keywords, and be used as described in the appendix. o
The CHECKSUM keyword valuemustbe expressed in fixed

) ) ) format, when the algorithm in Appendik J is used, otherwse t
INHERIT keyword. The value fieldshallcontain a logical value ysage of fixed format isscommendedRecording in the com-
of T or F to indicate whether or not the current extension shoulgent field the 1ISO-8601-formatted Datetime when the value of
inherit the keywords in the primary header of frd Sfile. this keyword record is created or updatedeisommended

) . If the CHECKSUM keyword exists in the header of the HDU
4.4.217 Data-integrity keywords and the accumulated checksum is not equal-@o or if the
DATASUM keyword exists in the header of the HDU and its value
gdoes not match the data checksum, then this provides a strong
dication that the content of the HDU has changed subseqoent t
the time that the respective keyword value was computech Suc
an invalid checksum may indicate corruption during a priler fi
DATASUM keyword. The value field of theDATASUM keyword copy or transfer operation, or a corruption of the physicatia
shall consist of a character string thahould contain the on which the file was stored. It may alternatively reflect an in
unsigned-integer value of the 32-bit ones’ complement khedentional change to the data file by subsequent data proggssi
sum of the data records in the HDU (i.e., excluding the headbe CHECKSUM value was not also updated.

The two keywords described here provide an integrity che
on the information contained IRITSHDUSs.
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Normally both keywords will be present in the header if aithes.2.4. Sixty-four-bit
is present, but this is naequired These keywords applgnly o i _
to the HDU in which they are contained. If these keywords agXty-four-bit integersshall be two’s complement signed binary
written in one HDU of a multi-HDUFITSfile then it isstrongly ~ integers, contained in eight bytes with decimal values iremg
recommendethat they also be written to every other HDU infrom —9223372036854775808 49223372036854775807.
the file with values appropriate to each HDU in turn; in that
case the checksum accumulated over the entire file will eq%aé 5 Unsianed integers
-0 as well. TheDATASUM keywordmustbe updated before the ™= 9 9

CHECKSUM keyword. In general updating the two checksum keyrhe FITSformat does not support a native unsigned integer data
words should be_the final step pf any update to either data @Ype (except for the unsigned 8-bit byte data type) theeetor
header records inRITSHDU. It is highly recommendethat if signed 16-bit, 32-bit, or 64-bit binary integers cannot tozes
aFITSfile i; intended for public d.istrib.ution, then the CheCkSUI'HireCﬂy in aFITSdata array. Instead, the appropriafisetmust
keywords, if presenshouldcontain valid values. be applied to the unsigned integer to shift the value intodhge

of the corresponding signed integer, which is then storeten
FITS file. The BZERO keywordshall record the amount of the
offset needed to restore the original unsigned value BEQ&LE

; ; s - keywordshall have the default value df. @ in this case, and the
New keywordsmay be devised in addition to those descnbegopropriateBzERo value, as a function cBITPTX, is specified

in this Standard, so long as they are consistent with thergen
alized rules for keywords and do not conflict with mandatoﬂy Tab!e[ll ] ) )

or reserved keywords. Any keyword that refers to or depends This same techniqumustbe used when storing unsigned
upon the existence of other specific HDUs in the same or otHaegers in a binary-table column of signed integers (§e&{2).

files shouldbe used with caution because the persistence of thdg8ehis case tha@SCALn keyword (analogous t8SCALE) shalll
HDUs cannot always be guaranteed. have the default value df. 9, and the appropriatB2ZEROn value

(analogous t®ZERO) is specified in Tablg_19.

4.4.3. Additional keywords

. .3. IEEE-754 floati ]
5. Data representation 53 54 floating point

Transmission of 32- and 64-bit floating-point data withire th

Primary and extension dathall be represented in one of theg|Ts format shall use the ANSIEEE-754 standard (IEEE
formats described in this sectioRLTS datashall be interpreted 198%) BITPIX = -32 andBITPIX = -64 signify 32- and 64-bit

to be a byte stream. Bytes are in big-endian order of dee/@as|eE fioating-point numbers, respectively: the absolutaeaf
significance. The byte that includes the sigrsbiallbe first, and gy1p1y is used for computing the sizes of data structures. The
the byte that has the ones bftall be last. full IEEE set of number forms is allowed féTSinterchange,
including all special values.
5.1. Characters TheBLANK keywordshould nobe used wheBITPIX = -32
or -64; rather, the IEEE NaMNhouldbe used to represent an
Each characteshall be represented by one byte. A charactéidefined value. Use of thBSCALE and BZERO keywords is
shall be represented by its seven-bit ASCII_(ANSI_1977) codeot recommended
in the low-order seven bits in the byte. The high-ordersbiall AppendiXE has additional details on the IEEE format.
be zero.

5.4. Time

5.2. Integers . . .
g There is strictly no such thing as a data typetfiore valuediata,

5.2.1. Eight-bit but rules to encode time values are given in §dct. 9 and in more
detail in/Rots et al! (2015).

Eight-bit integershallbe unsigned binary integers, contained in

one byte with decimal values ranging from 0 to 255.

6. Random-groups structure

5.2.2. Sixteen-bit The random-groups structure allows a collection of ‘groups

Sixteen-bit integershallbe two’s complement signed binary in-Where a group consists of a subarray of data and a set of as-
tegers, contained in two bytes with decimal values rangiogf Sociated parameter values, to be stored withinRHieS primary
_32768 to+32767. data array. Random groups have been used almost exclusively

for applications in radio interferometry; outside this diethere

is little support for reading or writing data in this form&ither
5.2.3. Thirty-two-bit than the existing use for radio interferometry data, theloam-

groups structure is deprecated asttbuld notbe further used.
Thirty-two-bit integersshall be two’s complement signed binaryFor other applications, the binary-table extension (§&8).pro-
integers, contained in four bytes with decimal values maggivides a more extensible and better documented way of associa
from —2147483648 ta-2147483647. ing groups of data within a single data structure.
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Table 12: Mandatory keywords in primary header preceding ragcounT keyword. The value fieldshall contain an integer equal
dom groups. to the number of random groups present.

Position  Keyword

END keyword. This keyword has no associated value. Bytes 9

% E?qu]ii =T through 80shall contain ASCII spaces (decimal 32 or hexadec-
3 NAXTS imal 20).
4 NAXIS1 =0
5 NAXISN,n=2,..., value ONAXIS The total number of bits in the random-groups records exclu-
: sive of the fill described in Sedt_6.2 is given by the follogin
(other keywords, whicimustinclude .. .) expression:
GROUPS =T
PCOUNT
GCOUNT Npits = |IBITPIX| X GCOUNT X
: (PCOUNT + NAXIS2 X NAXIS3 x --- X NAXISm),  (4)
last END whereNy;s is non-negative and the number of bits excluding fill;
m is the value olNAXIS; andBITPIX, GCOUNT, PCOUNT, and the
6.1. Keywords NAXISnrepresent the values associated with those keywords.

6.1.1. Mandatory keywords
6.1.2. Reserved keywords

The SIMPLE keyword isrequiredto be the first keyword in the
primary header of alFITSfiles, including those with random-
groups records. If the random-groups format records fottosv
primary header, the keyword records of the primary heauest
use the keywords defined in Tallg 12 in the order specified.
other keywordsnayintervene between ti8IMPLE keyword and
the lastNAXISn keyword.

PTYPEn keywords. The value fieldshall contain a character
string giving the name of Parameterlf the PTYPEn keywords

for more than one value of have the same associated name in
Iq'be value field, then the data value for the parameter of taen
iSto be obtained by adding the derived data values of the€orr
sponding parameters. This rule provides a mechanism byhwhic
a random parametenayhave more precision than the accompa-
nying data array elements; for example, by summing two 16-bi

SIMPLE keyword. The keyword record containing this keywordv@lues with the first scaled relative to the other such treastim
is structured in the same way as if a primary data array wefms a number of up to 32-bit precision.
present (Seci. 24.4.1).

PSCALn keywords. This keywordshall be used, along with the
ZERON keyword, when the™ FITS group parameter value is
ot the true physical value, to transform the group paramete

value to the true physical values it represents, usind Eghé.

value fieldshallcontain a floating-point number representing the

NAXIS keyword. The value fieldshall contain an integer rang- Cogficient of the linear term in E@I5, the scaling factor between

ing from 1 to 999, representing one more than the number e values_and groupparametervalues at zfseb The default
axes in each data array. value for this keyword i4 . 0.

BITPIX keyword. The keyword record containing this keywor
is structured as prescribed in Séct. 4.4.1.

PZEROn keywords. This keywordshall be used, along with the
PSCALN keyword, when then FITS group parameter value
is not the true physical value, to transform the group parame
ter value to the physical value. The value fisldall contain a
floating-point number, representing the true value cooedp
NAXISn keywords (n = 2, ..., value of NAXIS). The NAXISn ing to a group parameter value Qf zero. The dgfault valuenier t
keywordsmustbe present for all values = 2, ...,NAXIS, in keyword is®.0. The transformation equation is as follows:
increasing order ofi, and for no larger values af. The value
field shall contain an integer, representing the number of po
tions along Axisn — 1 of the data array in each group.

NAXIS1 keyword. The value fieldshall contain the intege®,
a signature of random-groups format indicating that theneoi
primary data array.

%hysicalvalue = PZERONn + PSCALN x groupparamvalue (5)

. . . 6.2. Data sequence
GROUPS keyword. The value fieldshall contain the logical con-

stantT. The valueT associated with this keyword implies thafRandom-groups dathall consist of a set of groups. The num-
random_groups records are present_ ber of grOUpSha" be SpeCIerd by th€COUNT keyWOfd in the

associated header. Each gralnall consist of the number of pa-

rameters specified by ttRCOUNT keyword followed by an array
PCOUNT keyword. The value fieldshall contain an integer equal with the number of element¥eem given by the following ex-
to the number of parameters preceding each array in a grouppression:
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Table 13: Mandatory keywords IMAGE extensions.

Nelem = (NAXIS2 x NAXTIS3 X --- X NAXISm), (6) Position  Keyword

where Neiem is the number of elements in the data array in a % gggg{w_“ THAGE o

group,m is the value ofNAXIS, and theNAXISn represent the 3 NAXIS

values associated with those keywords. 4 NAXISN,n=1,... NAXIS
The first parameter of the first grospall appear in the first 5 PCOUNT = 0

location of the first data block. The first element of eachyarra 6 GCOUNT =1

shallimmediately follow the last parameter associated with that
group. The first parameter of any subsequent gshglimme-
diately follow the last element of the array of the previotsup.
The arraysshall be organized internally in the same way as an :
ordinary primary data array. If the groups data do not fill the last END
final data block, the remainder of the bloskall be filled with
zero values in the same way as a primary data array (Sed).3.
If random-groups records are present, therall be no primary
data array.

kother keywords ...)

3BITPIX keyword. The value fieldshall contain an integer. The
absolute value is used in computing the sizes of data stegtu
It shall specify the number of bits that represent a data value.
The only valid values oBITPIX are given in TablEl8. Writers of
6.3. Data representation IMAGE extensionshouldselect @BITPIX data type appropriate

- . . . to the form, range of values, and accuracy of the data in tlag.ar
Permissible data representations are those listed in Bect. g y tiay

Parameters and elements of associated data ahajlhave the
same representation. If more precision is required for snas
ated parameter than for an element of a data array, the paam
shall be divided into two or more addends, represented by t
same value for theTYPEn keyword. The valushallbe the sum
of the physical values, whiclmayhave been obtained from the
group parameter values using #8&CALn andPZERON keywords.

NAXISn keywords. The NAXISn keywordsmustbe present for
7. Standard extensions all valuesn = 1, ...,NAXIS, in increasing order ofi, and for

no other values oh. The value field of this indexed keyword
A standard extension is a conforming extension whose arganishall contain a non-negative integer, representing the number of
tion and content are completely specified in this Standahné. Telements along Axia of a data array. If the value of any of the
specifications for the three currently defined standarchesit@s, NAXISn keywords is zero, then thEMAGE extensionshall not
namely, have any data blocks following the heademWAXIS is equal to
0 thereshould notbe anyNAXISn keywords.

AXTS keyword. The value fieldshall contain a non-negative
teger no greater than 999, representing the number ofiaxes
associated data array. If the value is zero thenIMa&E

extensiorshall nothave any data blocks following the header.

1. IMAGE extensions;
2. TABLE ASClI|-table extensions; and

3. BINTABLE binary-table extensions PCOUNT keyword. The value fieldshall contain the integes.

are given in the following sections. A list of other conformi

extensions is given in Appendi F. . ) )
GCOUNT keyword. The value fieldshall contain the integet;

. eachIMAGE extension contains a single array.
7.1. Image extension

TheFITS IMAGE extension is nearly identical in structure to the . .
the primary HDU and is used to store an array of data. Multipfa'® keyword. This keyword has no associated value. Bytes 9

IMAGE extensions can be used to store any number of arrays i ariou_gh 8Gshallbe filled with ASCII spaces (decimal 32 or hex-
singleFITSfile. The first keyword record in aTMAGE extension 2decimal 20).
shallbeXTENSION=,,'IMAGE. . .".

7.1.2. Other reserved keywords
7.1.1. Mandatory keywords
The reserved keywords defined in SEct. 4.4.2 (exce@XBEND
dBLOCKED) may appear in an image-extension header. The
eywordsmustbe used as defined in that section.

The XTENSION keyword isrequiredto be the first keyword of
all IMAGE extensions. The keyword records in the header of
image extensiomustuse the keywords defined in Talple] 13 i
the order specified. No other keyworggyintervene between

theXTENSION andGCOUNT keywords. 7.1.3. Data sequence

XTENSION keyword. The value fieldshall contain the character The data formashallbe identical to that of a primary data array
string ' IMAGE._....". as described in Se¢i._3.8.2.
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Table 14: Mandatory keywords in ASClII-table extensions.

Position  Keyword

1 XTENSION=_'TABLE_..'
2 BITPIX = 8
3 NAXIS =2
4 NAXIS1
5 NAXIS2
6 PCOUNT = 0
7 GCOUNT = 1
8 TFIELDS
kother keywords, including (ifFIELDS is not zero) ...)
TTYPEn,n = 1,2,...,k, wherek is the value offFIELDS (recommended
TBCOLn,n=1,2,..., k, wherek is the value offFIELDS (required
TFORMN, n = 1, 2,...,k, wherek is the value offFIELDS (required
last ﬁND
7.2. The ASCIl-table extension Table 15: ValidTFORMn format values irmrABLE extensions.
The ASCII-table extension provides a means of storing cgtal
and tables of astronomical dataffilr'Sformat. Each row of the Fieldvalue Data type
ta_lb_le consists of a fixed-length sequence of ASCII character Aw  Character
divided into fields that correspond to the columns in thedabl In  Decimal integer
The first keyword record in an ASClI-table extensisimall be Fu.d Floating-point, fixed decimal notation
XTENSION=_'TABLE_...". Ew.d Floating-point, exponential notation

Dw.d Floating-point, exponential notation

7.2.1. Mandatory keywords

Notes.w is the width in characters of the field adds the number of

The header of an ASCIlI-table extensiowstuse the keywords digits to the right of the decimal,

defined in Tabld_14. The first keywonshust be XTENSION;
the seven keywords followingTENSION (BITPIX ...TFIELDS)

mustbe in the order specified with no intervening keywords. TFIELDS keyword. The value fieldshall contain a non-negative

integer representing the number of fields in each row. The-max
imum permissible value is 999.

XTENSION keyword. The value fieldshall contain the character

string ' TABLE....".

. _ _ TBCOLn keywords. The TBCOLn keywordsmustbe present for

BITPIX keyword. The value fieldshall contain the intege8, all valuesn = 1, ..., TFIELDS and for no other values af.
denoting that the array contains ASCII characters. The value field of this indexed keywosthall contain an integer
specifying the column in which Field starts. The first column

NAXIS keyword. The value fieldshall contain the integez, de- of a row is numbered 1.

noting that the included data array is two-dimensional:sawd
columns.

TFORMn keywords. The TFORMn keywordsmustbe present for
NAXIS1 keyword. The value fieldshall contain a non-negative all valuesn = 1, ..., TFIELDS and for no other values af.
integer, giving the number of ASCII characters in each row dthe value field of this indexed keyworhall contain a char-
the table. This includes all the characters in the defineddfielacter string describing the format in which Figids encoded.
plus any characters that are not included in any field. Only the formats in Tablg15, interpreted as Fortran (ISO4200

input formats and discussed in more detail in SEct. V.26, ar

. . . permitted for encoding. Format cod@sistbe specified in upper

NAXIS2 keyword. The value fieldshall contain a non-negative case. Other format editing codes common to Fortran suclpas re
integer, giving the number of rows in the table. etition, positional editing, scaling, and field terminatiare not

permitted. All values in numeric fields have a number base of
PCOUNT keyword. The value fieldshall contain the integes. ten (i.e., the_y are decimal); b|_nary, octal, hexadeumui,(at_her

representations are not permitted. Tid&SPn keyword, defined

in Sect[7.2Pmaybe used taecommendhat a decimal integer
GCOUNT keyword. The value fieldshall contain the integet; value in an ASCII table be displayed as the equivalent binary
the data blocks contain a single table. octal, or hexadecimal value.
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Table 16: ValidTDISPn format values irTABLE extensions.

Field value Data type
Aw  Character

Iw.m Integer

Bw.m Binary, integers only

Oow.m Octal, integers only

Zw.m Hexadecimal, integers only

Fw.d Floating-point, fixed decimal notation

Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes.w is the width in characters of displayed valuess the minimum number of digits displayedijs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

END keyword. This keyword has no associated value. BytesWherefield value is the value that is actually stored in that
through 80shall contain ASCII spaces (decimal 32 or hexadedable field in theFITSfile.
imal 20).

TZEROnN keywords. This indexed keywordhall be used, along
7.2.2. Other reserved keywords with theTSCALn keyword, to linearly scale the values in the table
. . . Field n to transform them into the physical values that they rep-
In addition to the reserved keywords deflr_led in Sect. #.42 (§egent using Ed] 7. The value fiedtlall contain a floating-point
cept for EXTEND and BLOCKED), the following other reserved ,mper representing the physical value corresponding &r-an
keywordsmaybe used to describe the structure of an ASCll,y \a1ye of zero. The default value for this keyword i9. This

table data array. They aoptional but if they appear within an | d t nob d for A-f t field
ASClII-table extension header, theyustbe used as defined in eywordmust nobe used for A-tormat Ields.

this section of this Standard.
TNULLn keywords. The value field for this indexed keyword

' - shall contain the character string that represents an undefined
TTYPEn keywords. The value field for this indexed keyword,q)ye for Fieldn. The string is implicitly space filled to the width
shall contain a character string giving the name of Fieldt ¢ the field.

is strongly recommendethat every field of the table be as-
signed a unique, case-insensitive name with this keyword, a
it is recommendedhat the character string be composed on§DISPn keywords. The value field of this indexed keyword
of upper- and lower-case letters, digits, and the undeeg¢ot, shall contain a character string describing the format recom-
decimal 95, hexadecimal 5F) character. Use of other chensiist mended for displaying an ASCII-text representation of & th
not recommendelecause it may be flicult to map the column contents of Fielch. This keyword overrides the default display
names into variables in some languages (e.g., any hyphehs, format given by tha@FORMn keyword. If the table value has been
or ’+’ characters in the name may be confused with mathemsgaled, the physical value, derived using Esfall be dis-
ical operators). String comparisons with thi&YPEn keyword played. All elements in a fieldhall be displayed with a single,
valuesshould notbe case sensitive (e.g.TIME’ and Time’ repeated format. Only the format codes in Tdble 16, intéepre
shouldbe interpreted as the same name). as Fortran (ISQ _2004) output formats, and discussed in m&re d
tail in Sect[7.3}4, are permitted for encoding. The fornuates

i i mustbe specified in upper case. If tB&.m, Ow.m, andZw.m

TUNITn keywords. The value fieldshall contain a character.formatS are not readily available to the reader, them display

string describing the physical units in which the quantity ifoymatmaybe used instead, and if tE#iw . d andESw.. d formats
Field n, after any application ofSCALn and TZERON, iS €X- 5re not availableEw . d maybe used.

pressed. Unitsustfollow the prescriptions in Sedi. 4.3.

. The following four keywordsnaybe used to specify minimum
TSCALn keywords. This indexed keyworghall be used, along 434 maximum values in numerical columns d@SASCII or
with t_he TZERONn keyword, to Ilnearly scale 'ghe values in the tabinary table. These keywordsusthave the same data type as
ble Fieldn to transform them into the physical values that they,o physical values in the associated column (either agémter
represent using Eql 7. The value fieball contain a floating- 4 fioating-point number). Any undefined elements in the colum

point number representing the dbeient of the linear term in gpa)|he excluded when determining the value of these keywords.
the scaling equation. The default value for this keywordl.is.

This keywordmust notbe used for A-format fields. _ _ _
The transformation equation used to compute a true physi@@MINn keywords. The value fieldshall contain a number giv-

value from the quantity in Field is ing the minimum physical value contained in Columiof the
table. This keyword is analogous to th&TAMIN keyword that
physicalvalue = TZERON + TSCALn x field_value (7) is defined for arrays in Se¢t. 4.4.2.5.
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TDMAXn keywords. The value fieldshall contain a number giv- are not included in any field, (e.g., between fields, or befioge
ing the maximum physical value contained in Columaof the first field or after the last field). Any seven-bit ASCII chaterc
table. This keyword is analogous to th&TAMAX keyword that mayoccur in characters of a table row that are not included in a
is defined for arrays in Se€f. 4.4.2.5. defined field. A common convention is to include a space char-
acter between each field for added legibility if the table isw
displayed verbatim. It is also permissible to add contralrel-
ters, such as a carriage return or line-feed characteawolip

the last field in each row as a way of formatting the table i§it i
l%rinted or displayed by a text-editing program.

TLMINn keywords. The value fieldshall contain a number that
specifies the minimum physical value in Columnthat has
a valid meaning or interpretation. The column is mequired

to actually contain any elements that have this value, aed
column may contain elements with physical values less than

TLMINNn, however, the interpretation of any such out-of-range2.5. Entries

column elements is not defined. . L .
All data in an ASCII-table extension fieghallbe ASCII text in

a format that conforms to the rules for fixed field input in Famnt
TLMAXn keywords. The value fieldshall contain a number that (ISO [2004) format, as described below. The only possible for
specifies the maximum physical value in Columthat has a matsshall be those specified in Table]15. If values-é3 and
valid meaning or interpretation. The column is meguiredto  +0 need to be distinguished, then the sign charagieuldap-
actually contain any elements that have this value, anddhe cpear in a separate field in character fornTtULLn keywords
umn may contain elements with physical values greater thanaybe used to specify a character string that represents an un-
TLMAXn, however, the interpretation of any such out-of-ranggefined value in each field. The characters representing@er un
column elements is not defined. fined valuemaydiffer from field to field butmustbe the same

within a field. Writers of ASCII tableshouldselect a format for

The TLMINn and TLMAXn keywords are commonly used Wheneach field that is appropriate to the form, range of valued, an

constructing histograms of the data values in a column. Feor geeuracy (.)f t_he data in that field. This Standarq does n0t$.|e_1po
ample, if a table contains columns that give hendY pixel an upper limit on the nu_mber of digits of precision, nor amyii
location of a list of photons that were detected by a photoﬂp the range of numeric values. Software packages that read o

counting device, then thELMINn and TLMAXn keywords could Yxnttﬁed?;ﬁ aé:coareg}getg g‘r'% S;sngr?é?] éomgtbaergrgﬁed’ome(e
be used respectively to specify the minimum and maximum vz%l- 9 P PP -9-

ues that the detector is capable of assigning toXhand Y 0 thte) rar)1ge that can be represented by 32-bit or 64-bit pinar
| _ numbers). . . _
columns The value of each entrghall be interpreted as described in

the following paragraphs.
7.2.3. Data sequence

The table is constructed from a two-dimensional array of ASCCharacter fields. The value of a character-formatteds field
characters. The row length and the number of relaadlbe those is a character string of widtlw containing the characters in
specified, respectively, by thHAXIS1 andNAXIS2 keywords of columnsTBCOLN throughTBCOLNn+w — 1. The character string
the associated header. The number of characters in a rol@ndshall be composed of the restricted set of ASCII-text characters
number of rows in the tablghall determine the size of the char-with decimal values in the range 32 through 126 (hexadecimal
acter array. Every row in the arrahallhave the same number of20 through 7E).

characters. The first character of the first rglvall be at the start
of the data block immediately following the last header kloc _ , o
The first character of subsequent rostell follow immediately nteger fields. The value of an integer-formatteth field is a
the character at the end of the previous row, independehieof £1gned decimal integer contained in Colun¥BCOLN through
FITS block structure. The positions in the last data block aft:%}'rBCOLnJr w— 1 consisting of a singleptionalsign (+’ or ’-*)

the last character of the last row of the tablell be filled with  1ollowed by one or more decimal digits¢’ through’9). Non-
significant space charactersmyprecede anar follow the inte-

ASCII .
spaces ger value within the field. A blank field has value 0. All charac
ters other than leading and trailing spaces, a contiguong) stf
7.2.4. Fields decimal digits, and a single leading sign character araéddem.

Each row in the arraghall consist of a sequence of from 0 to

999 fields, as specified by tMEIELDS keyword, with one entry Real fields. The value of a real-formatted field.d, Ew.d,
in each field. For every field, the Fortran (ISO_2004) format @fiv. d) is a real number determined from thecharacters from
the information contained (given by tii&ORMn keyword), the ColumnsTBCOLN throughTBCOLN+w — 1. The value is formed
location in the row of the beginning of the field (given by théy

TBCOLn keyword), and ¢ptionally, but strongly recommendéd

the field name (given by th&TYPEn keyword),shall be speci- 1. discarding any trailing space characters in the field ayid-r
fied in the associated header. The location and format ofsfield justifying the remaining characters,

shallbe the same for every row. Fieldsayoverlap, but this us- 2. interpreting the first non-space characters as a numgrig s
age isnot recommendednly a limited set of ASCII character  consisting of a singl®ptionalsign ('+’ or ’-") followed
valuesmayappear within any field, depending on the field type by one or more decimal digits @ through’9’) optionally
as specified below. Thermaaybe characters in a table row that containing a single decimal point (*). The numeric string
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is terminated by the end of the right-justified field or by th&#AXIS keyword. The value fieldshall contain the integez, de-
occurrence of any character other than a decimal point)( noting that the included data array is two-dimensional:sawd
and the decimal integers € through’9’). If the string columns.

contains no explicit decimal point, then the implicit deci-

mal point is taken as immediately preceding the rightmost h lue fieldshall . .
d digits of the string, with leading zeros assumed if neceSAXIS1 keyword. The value fieldshall contain a non-negative

sary. The use of implicit decimal points éeprecatecand Integer, giving the number of eight-bit bytes in each rowha t

is strongly discouraged because of the possibility FH&G& table.
reading programs will misinterpret the data value. Thersfo

real-formatted fieldshouldalways contain an explicit deci- yax1s2 keyword. The value fieldshall contain a non-negative

mal point. ) integer, giving the number of rows in the table.
3. If the numeric string is terminated by a
(&) '+’ or’-’, interpreting the following string as an expo-
nent in the form of a signed decimal integer, or PCOUNT keyword. The value fieldshall contain the number of

(b) ’E’, or 'D’, interpreting the following string as an expo-bytes that follow the table in the supplemental data ardadal
nent of the fornE or D followed by anoptionallysigned the heap.
decimal integer constant.

4. The exponent string, if present, is terminated by the énd Scount keyword. The value fieldshall contain the integet;

the right-justified string. . :
5. Characters other than those specified above, includirg dhe data blocks contain a single table.

bedded space characters, are forbidden.

TFIELDS keyword. The value fieldshallcontain a non-negative
integer representing the number of fields in each row. The-max

The numeric value of the table field is then the value of the N im permissible value is 999

meric string multiplied by ten (10) to the power of the expane
string, i.e., value= numericstringx 10xPonentsting) The default
exponentis zero and a blank field has value zero. There isno diFORMn keywords. The TFORMn keywordsmustbe present for
ference between thg D, andE formats; the content of the stringall valuesn = 1, ..., TFIELDS and for no other values ai.
determines its interpretation. Numbers requiring moreisien  The value field of this indexed keywomhall contain a char-
andor range than the local computer can suppoaly be rep- acter string of the formTa. The repeat count is the ASCI
resented. It is good form to specifybaformat in TFORMN for a  representation of a non-negative integer specifying thabrer
column of an ASCII table when that column will contain numoef elements in Fielch. The default value of is 1; the repeat
bers that cannot be accurately represented in 32-bit IEE&YI count need not be present if it has the default value. A zero el
format (see AppendixIE). ement count, indicating an empty field, is permitted. Theadat
typeT specifies the data type of the contents of Fiel®nly the

) ) data types in Table18 are permitted. The format codestbe
7.3. Binary-table extension specified in upper case. For fields of typer Q, the only per-

_ L .. mitted repeat counts ageand1. The additional charactessare
The pmary-table extension is similar to the ASCII tablehiattit optionaland are not further defined in this Standard. Table 18
provides a means of storing catalogs and tables of astr@abmijg;s the number of bytes each data type occupies in a table ro

data inFITS format, however, it fiers more features and pro-the first field of a row is numbered 1. The total number of bytes
vides more-#icient data storage than ASCII tables. The nuMeF: in a table row is given by

ical values in binary tables are stored in more-compactrpina
formats rather than coded into ASCII, and each field of a lyinar
table can contain an array of values rather than a simplarscal

as in ASCII tables. The first keyword record in a binary—tablr(]a _ TFIELDSr‘b 8)
extensiorshallbe XTENSION=_'BINTABLE'. e 4

I=
7.3.1. Mandatory keywords wherer; is the repeat count for Fielgb; is the number of bytes

for the data type in Field, and TFIELDS is the value of that
The XTENSION keyword is the first keyword of all binary- keyword,mustequal the value afAXIS1.
table extensions. The seven keywords followinBITPIX
...TFIELDS) mustbe in the order specified in Table]17, wit

no intervening keywords. hEND keyword. This keyword has no associated value. Bytes 9

through 80shall contain ASCII spaces (decimal 32 or hexadec-
imal 20).

XTENSION keyword. The value fieldshall contain the character

string 'BINTABLE"'. 7.3.2. Other reserved keywords

In addition to the reserved keywords defined in Ject. #.4&2 (e
BITPIX keyword. The value fieldshall contain the intege8, cept for EXTEND and BLOCKED), the following other reserved
denoting that the array is an array of eight-bit bytes. keywordsmaybe used to describe the structure of a binary-table
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Table 17: Mandatory keywords in binary-table extensions.

Position  Keyword

XTENSION=_'BINTABLE'
BITPIX =8

NAXIS =2

NAXIS1

NAXIS2

PCOUNT

GCOUNT =1

TFIELDS

O~NO OB WNPE

(other keywords, including (ifFIELDS is not zero) ...)
TTYPEn,n = 1,2,...,k, wherek is the value offFIELDS (recommended
TFORMN, N =1,2,..., k, wherek is the value offFIELDS (required

last END

Table 18: ValidTFORMN data types iBINTABLE extensions.  TscALn keywords. This indexed keywordhall be used, along
with the TZEROn keyword, to linearly scale the values in the ta-

TFORMN value Description Eight-bit Bytes  ple Fieldn to transform them into the physical values that they

L’ Logical 1 represent using EQl 7.1ust nobe used if the format of Field
X’ Bit T is’A’,’L’, or’X’. For fields with all other data types, the value
"B’ Unsigned byte 1 field shall contain a floating-point number representing the co-
v 16-bit integer 2 efficient of the linear term in Ed 7, which is used to compute
) 32-bit integer 4 the true physical value of the field, or, in the case of the demp
,i, 6%32;22?3? ? data types’C’ and’M’, of the real part of the field, with the
i Single-precision floating point 4 imaginary part of the scalln_g factor setto fero,. T,he defallie
D’ Double-precision floating point 8 for this keyword isl . 0. For fields of type'P’ or’Q’, thg values
o Single-precision complex 8 of TSCALn andTZERON are to be applied to the values in the data
'8 Double-precision complex 16 array in the heap area, not the values of the array desc(ger
'p’ Array Descriptor (32-bit) 8 Sect[7.3b).
Q’ Array Descriptor (64-bit) 16

Notes. Number of eight-bit bytes needed to contain all bits. TZEROn keywords. This indexed keyworghall be used, along

with the TSCALn keyword, to linearly scale the values in the ta-

data array. They areptional but if they appear within a binary- ble Fieldn to transform them into the physical values that they

table extension header, theyustbe used as defined in this seclepresent using EQl 7.must nobe used if the format of Field
tion of this Standard. is’A’,’L’, or’X’. For fields with all other data types, the value

field shall contain a floating-point number representing the true
physical value corresponding to a value of zero in Fretd the
FITSfile, or, in the case of the complex data typ&s and’ N,
TTYPEn keywords. The value field for this indexed keywordin the real part of the field, with the imaginary part set toozer
shall contain a character string giving the name of Fieldt  The default value for this keyword 8. 0. Equatiori is used to
is strongly recommendethat every field of the table be as-compute a true physical value from the quantity in FieldFor
signed a unique, case-insensitive name with this keywaord, afields of type’P’ or ’Q’, the values of SCALn andTZERON are
it is recommendethat the character string be composed only be applied to the values in the data array in the heap anéa, n
of upper- and Iower-qase letters, digits, and the undees(Cor, the values of the array descriptor (see Ject. 17.3.5).
decimal 95, hexadecimal 5F) character. Use of other chemsist In addition to its use in representing floating-point values
not recommendekecause it may be fliicult to map the column o4 geaied integers, tEERON keyword is also used when stor-
names into variables in some languages (€.g., any hyphehs, i ynsigned integer values in the field. In this special ¢ase
or’+’ characters in the name may be confused with mathemage,1 keyword shall have the default value of.® and the

ical operators). String comparisons with teYPEn keyword  17ppon keywordshall have one of the integer values shown in
valuesshould notbe case sensitive (e.g.TIME’ and Time’ Table[TO.

houl interpr h me name). . . .
shouldbe interpreted as the same name) Since the binary-table format does not support a native un-

signed integer data type (except for the unsigned eight#jit

column type), the unsigned values are stored in the field as na
TUNITn keywords. The value fieldshall contain a character tive signed integers with the appropriate integfset specified
string describing the physical units in which the quantity iby the TZEROn keyword value shown in the table. For the byte
Field n, after any application ofSCALn and TZERON, is ex- column type, the converse technique can be used to storedsign
pressed. Unitsnustfollow the prescriptions in Sedt.4.3. byte values as native unsigned values with the neg@a#a0n
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Table 19: Usage OfZERON to represent non-default integer data types.

TFORMN  Native Physical TZERON
data type data type
B’ unsigned signed byte -128 (=29
T signed  unsigned 16-bit 32768  (21%)
N signed  unsigned 32-hit 2147483648 (2%
K’ signed  unsigned 64-bit 9223372036854775808  (2%%)

offset. In each case, the physical value is computed by addingMAXIS2. This keywordshall notbe used if the value GfCOUNT
offset specified by th&ZEROn keyword to the native data typeis 8. The use of this keyword is described in in Sect. 7.3.5.
value that is stored in the table field.

TDIMn keywords. The value field of this indexed keywosthall
TNULLn keywords. The value field for this indexed keywordcontain a character string describing how to interpret e c
shall contain the integer that represents an undefined value fents of Fieldn as a multi-dimensional array with a format of
Field n of Data TypeB, I, J or K, or P or Q array-descriptor ’(l,m,n...)’, wherel, m, n, ...are the dimensions of the ar-
fields (Sect_7.315) that point & I, J, orK integer arrays. The ray. The data are ordered such that the array index of the first
keywordmust notbe used if Fieldh is of any other data type. dimension givenlj is the most rapidly varying, and that of the
The value of this keyword corresponds to the table column vaast dimension given is the least rapidly varying. The totah-
ues before applying any transformation indicated bylt®@ALn  ber of elements in the array equals the product of the dimessi
andTZEROn keywords. specified in thelDIMn keyword. The sizanustbe less than or

If the TSCALN and TZERON keywords do not have the de-equal to the repeat count in tlM&0RMN keyword, or, in the case
fault values ofL.® and®.0, respectively, then the value of theOf columnsthat have &’ or ’Q’ TFORMn data type, less than or
TNULLn keyword mustequal the actual value in thelTS file equalto the array length specified in the variable-lengthyedte-
that is used to represent an undefined element and not the &6fiptor (see Sedt. 7.3.5). In the special case where theblar
responding physical value (computed from Efj. 7). To cite |@ngth array descriptor has a size of zero, thenThEIn key-
specific, common examplensigned16-bit integers are repre-Worq is not appllcab!e. If the number of element_s in the array
sented in aignedinteger column (WitHTFORMn = ’I°) by set- |mp!|ed by theTpIMn is fewer than the gllocated size of the ar-
ting TZERON = 32768 and TSCALN = 1. If it is desired to use ray in theFITSfile, then the unused trailing elemestsouldbe
elements that have amsignedvalue (i.e., the physical value) interpreted as containing undefined fill values.
equal to 0 to represent undefined elements in the field, theen th A character string is represented in a binary table by a one-
TNULLn keywordmustbe set to the value32768 because that is dimensional character array, as described under ‘Chatacte
the actual value stored in tii#TSfile for those elements in the the list of data types in Sedf._7.B.3. For example, a Fortran
field. CHARACTER*20 variable could be represented in a binary table as

acharacter array declaredE®RMN = *20A°. Arrays of strings,

] o i.e., multi-dimensional character arraysaybe represented us-
TDISPn keywords. The value field of this indexed keywording the TDIMn notation. For example, ifFORMN = *60A° and
shall contain a character string describing the format recompyn = * (5,4, 3)’, then the entry consists of a43 array of
mended for displaying an ASCII-text representation of te-c strings each comprising five characters.
tents of Fieldn. If the table value has been scaled, the physical
value, derived using E@] 8hall be displayed. All elements in a
field shall be displayed with a single, repeated format. For pur-The following four keywordsnaybe used to specify minimum
poses of display, each byte of bit (Typg and byte (TypeB) and maximum values in numerical columns dtl@S ASCII or
arrays is treated as an unsigned integer. Arrays of Bypaybe binary table. These keywordsusthave the same data type as
terminated with a zero byte. Only the format codes in TRble 2fhe physical values in the associated column (either agénter
interpreted as Fortran (ISO_2004) output formats, and dsel a floating-point number). Any undefined elements in the colum
in more detail in Sec_7.3.4, are permitted for encodinge Thr any other IEEE special values in the case of floating-point
format codesnustbe specified in upper case. If tBe.m, Ow.m, columnsshall be excluded when determining the value of these
andzw.mformats are not readily available to the readerthem  keywords.
display formamaybe used instead, and if tR&w.d andESw.d
formats are not availabl&w .d maybe used. In the case of fields
of TypeP or Q, theTDISPnvalue applies to the data array pointedDMINn keywords. The value fieldshall contain a number giv-
to by the array descriptor (Selct._713.5), not the valuesgrathay ing the minimum physical value contained in Columif the
descriptor itself. table. This keyword is analogous to th&TAMIN keyword that

is defined for arrays in Se¢i. 4.4.2.5.

THEAP keyword. The value field of this keywordhall contain

an integer providing the separation, in bytes, betweentdm¢ s TDMAXn keywords. The value fieldshall contain a number giv-
of the main data table and the start of a supplemental data aireg the maximum physical value contained in Columaf the
called the heap. The default value, which is also the minimutable. This keyword is analogous to th&TAMAX keyword that
allowed valueshall be the product of the values BAXIS1 and is defined for arrays in Se€t. 4.4.2.5.
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Table 20: ValidTDISPn format values irBINTABLE extensions.

Field Value Data type
Aw  Character

Lw Logical
Iw.m Integer
Bw.m Binary, integers only
Ow.m Octal, integers only
Zw.m Hexadecimal, integers only

Fw.d Floating-point, fixed decimal notation
Ew.dEe Floating-point, exponential notation
ENw.d Engineering; E format with exponent multiple of three
ESw.d Scientific; same as EN but non-zero leading digit if not zero
Gw.dEe General; appears as F if significance not lost, else E.
Dw.dEe Floating-point, exponential notation

Notes. w is the width in characters of displayed valuess the minimum number of digits displayedljs the number of digits to right of decimal,
ande is number of digits in exponent. Then andEe fields areoptional

TLMINn keywords. The value fieldshall contain a number that number, as determined from theof the TFORMn keywords. The
specifies the minimum physical value in Columnthat has number of bytes in a row and the number of rows in the table
a valid meaning or interpretation. The column is mequired shalldetermine the size of the byte array. Every row in the array
to actually contain any elements that have this value, aad thallhave the same number of bytes. The first shall begin at
column may contain elements with physical values less thathe start of the data block immediately following the lasadtier
TLMINNn, however, the interpretation of any such out-of-randgock. Subsequent rownghall begin immediately following the
column elements is not defined. end of the previous row, with no intervening bytes, indegrd
of the FITS block structure. Words need not be aligned along
word boundaries.

Each row in the arraghall consist of a sequence of from 0
to 999 fields as specified by tH€IELDS keyword. The number

actually contain any elements that have this value, anddhe of elements in each field and their data tywll be specified

UmMn may contain elements with physical values areater tharﬁ/ theTFORMNn keyword in the associated header. A separate for-
y phy 9 at keywordmustbe provided for each field. The location and

zgmgg’ er;é)rvnvg\rlfsr,iSthneO;rétslcri[r)]rG}eJatlon of any such OUt'Of'rangf%rmat of fieldsshall be the same for every row. Fieldsaybe
' empty, if the repeat count specified in the value of THORMn
keyword of the header . Writers of binary tableshouldselect

The TLMINn andTLMAXn keywords are commonly used wherf format appropriate to the form, range of values, and acgura
constructing histograms of the data values in a column. kor @f the data in the table. The following data types, and norsthe
ample, if a table contains columns that give thendY pixel are permitted.
location of a list of photons that were detected by a photon-
counting device, then thBLMINn and TLMAXn keywords could
be used respectively to specify the minimum and maximum v
ues that the detector is capable of assigning toXhand Y
columns.

TLMAXn keywords. The value fieldshall contain a number that
specifies the maximum physical value in Columithat has a
valid meaning or interpretation. The column is metjuiredto

E%lggical. If the value of theTFORMn keyword specifies Data
ype 'L’, the contents of Field shallconsist of ASCIIT indi-
cating true or ASCIF, indicating false. A 0 byte (hexadecimal
00) indicates a NULL value.

7.33.D . i
3.3. Data sequence Bitarray. If the value of theTFORMNn keyword specifies data type

The data in a binary-table extensisimall consist of a main data 'X’, the contents of Field shall consist of a sequence of bits
table, whichmay, but need not, be followed by additional bytestarting with the most-significant bit; the bits followisall be

in the supplemental data area. The positions in the lastifatk  in order of decreasing significance, ending with the leagtiit
after the last additional byte, or, if there are no additldydes, cant bit. A bit arrayshallbe composed of an integral number of
the last character of the last row of the main data tadila)lbe bytes, with those bits following the end of the data set tmzer
filled by setting all bits to zero. No null value is defined for bit arrays.

7.3.3.1. Main data table Character. If the value of theTFORMn keyword specifies Data
Type ’'A’, Field n shall contain a character string of zero-or-
The table is constructed from a two-dimensional byte amore members, composed of the restricted set of ASCII-text
ray. The number of bytes in a roghall be specified by the characters. This character strintay be terminated before the
value of theNAXIS1 keyword and the number of ronghall length specified by the repeat count by an ASCII NULL (hex-
be specified by th&lAX1S2 keyword of the associated headeradecimal code 00). Characters after the first ASCII NULL are
Within a row, fieldsshallbe stored in order of increasing colummot defined. A string with the number of characters specified b
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the repeat countis not NULL terminated. Null strings arertefi  Single precision complex. If the value of theTFORMNn keyword

by the presence of an ASCII NULL as the first character. specifies Data TypeéC’, the data in Fielch shall consist of a
sequence of pairs of 32-bit single-precision floating-poum-
bers. The first member of each pahall represent the real part

Unsigned 8-Bit integer. If the value of theTFORMN keyword of a complex number, and the second mendiall represent

specifies Data TypéB’, the data in Fieldh shallconsist of un- the imaginary part of that complex number. If either member

signed eight-bit integers, with the most-significant bitfiand contains an IEEE NaN, the entire complex value is null.

subsequent bits in order of decreasing significance. Nlliega

are given by the value of the associat®@LLn keyword. Signed

integers can be represented using the convention desdribe®ouble-precision complex. If the value of theTFORMN keyword

Sect[5.2.b. specifies Data TypéM’, the data in Fielch shall consist of a
sequence of pairs of 64-bit double-precision floating-poimm-
bers. The first member of each pahall represent the real part

16-Bit integer. If the value of theTFORMNn keyword specifies of a complex number, and the second member of thegeil

Data Type’I’, the data in Fieldh shallconsist of two's comple- represent the imaginary part of that complex number. Ifegith

ment signed 16-bit integers, contained in two bytes. Thetmomember contains an IEEE NaN, the entire complex value is null

significant byteshall be first (big-endian byte order). Within

each byte the most-significant lsiball be first, and subsequent

bits shall be in order of decreasing significance. Null values arerray descriptor. The repeat count on the and Q array-

given by the value of the associatefiULLn keyword. Unsigned descriptor fieldsnusteither have a value @f(denoting an empty

integers can be represented using the convention desdribedield of zero bytes) on. If the value of theTFORMn keyword

Sect[5.2.b. specifies Data Typé&lP’, the data in Fieleh shallconsist of one
pair of 32-bit integers. If the value of tH®¥ORMn keyword spec-
ifies Data Typ€ 1Q’, the data in Fielah shallconsist of one pair

32-Bit integer. If the value of theTFORMn keyword specifies of 64-bit integers. The meaning of these integers is defined i

Data Type’ 1’, the data in Fielah shallconsist of two’s comple- Sect[7.35.

ment signed 32-bit integers, contained in four bytes. Thetmo

significant byteshall be first, and subsequent byteisall be in

order of decreasing significance (big-endian byte ordeithiw/ 7.3.3.2. Bytes following main table

each byte, the most-significant Isihall be first, and subsequent

bits shall be in order of decreasing significance. Null values afehe main data tablemay be followed by a supplemental

given by the value of the associatediULLn keyword. Unsigned data area called the heap. The size of the supplemental data

integers can be represented using the convention desdribedrea, in bytes, is specified by the value of HE®UNT keyword.

Sect[5.2b. The use of this data area is described in $ect.17.3.5.

64-Bit integer. If the value of theTFORMn keyword specifies 7.3.4. Data display

Data Type’K’, the data in Fielch shall consist of two’s com-

plement signed 64-bit integers, contained in eight bytdée TThe indexed'DISPn keywordmaybe used to describe the rec-

most-significant byteshall be first, and subsequent bytsisall ommended format for displaying an ASCII-text representati

be in order of decreasing significance. Within each byte, tioé the contents of Fielsh. The permitted display format codes

most-significant bishall be first, and subsequent biball be for each type of data (i.e., character strings, logicaggst, or

in order of decreasing significance (big-endian byte ordéu)l real) are given in Table 20 and described below.

values are given by the value of the associgwégi.L.n keyword.

Unsigned integers can be represented using the convergion d

scribed in Secf. 5.2.5. Character data. If the table column contains a character string
(with TFORMn = ’rA’) then theTDISPn format codemustbe
Aw, wherew is the number of characters to display. If the char-

Single-precision floating point. If the value of theTFORMNn key- acter datum has length less than or equal,ti is represented

word specifies Data Typ&E’, the data in Fielch shallconsist on output right-justified in a string of characters. If the char-

of ANSI/IEEE-754 (IEEIE| 1985) 32-bit floating-point numbersacter datum has length greater thgrthe firstw characters of

in big-endian byte order, as described in Appeidix E. All EEEthe datum are represented on output in a string dfiaracters.

special values are recognized. The IEEE NaN is used to rep8haracter data are not surrounded by single- or doubleatjant

sent null values. marks unless those marks are themselves part of the da& valu

Double-precision floating point. If the value of theTFORMn Logical data. If the table column contains logical data (with
keyword specifies Data Typed’, the data in Fieldh shallcon- TFORMn="rL’) then theIDISPnformat codenustbeLw, where
sist of ANSJIEEE-754 [(IEEE | 1985) 64-bit double-precisiorw is the width in characters of the display field. Logical dai&a a
floating-point numbers, in big-endian byte order, as dbscrin represented on output with the charadtéor true orF for false
AppendiXE. All IEEE special values are recognized. The IEEfght-justified in a space-filled string @fcharacters. A null value
NaN is used to represent null values. maybe represented by a stringwtpace characters.
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Integer data. If the table column contains integer data (withtweenE andD format codes on input other than an implication
TFORMN = 'rX’, ’rB’, ’rI’, 'rl’, or 'rK’) then theTDISPn with the latter of greater precision in the internal datum.
format codemayhave any of these form3w.m, Bw.m, Ow.m, or TheGw. dEe format codemaybe used with data of any type.
Zw.m. The default value afiis one and thé .m’ isoptional The For data of type integer, logical, or character, it is eqleinato
first letter of the code specifies the number base for the engodIw, Lw, or Aw, respectively. For data of type real, it is equivalent
with I for decimal (10)B for binary (2),0 for octal (8), andz to anF format (with diferent numbers of characters after the
for hexadecimal (16). Hexadecimal format uses the uppsg-calecimal) when that format will accurately represent theugal
letters A through F to represent decimal values 10 through ¥d is equivalent to aB format when the number (in absolute
The output field consists efcharacters containing zero-or-morevalue) is either very small or very large. Specifically, fear
leading spaces followed by a minus sign if the internal dasimya|ues outside the rangel0— 0.5x 1091 < value< 109 —

negative (only in the case of decimal encoding with Thier- o 5 it is equivalent tcEw. dEe. For real values within the above
mat code), followed by the magnitude of the internal datum fange, it is equivalent tew’.d’ followed by 2+ e spaces, where
the form of an unsigned-integer constant in the specifiedo®im/ — yw — e — 2 andd’ = d — kfork = 0,1,...,d if the real
base, with only as many leading zeros as are needed to havgaf,m value lies in the range'ft(])(l _ O.5><10‘d) < value <
leastm numeric digits. Note that < w is allowed if all values d - -
are positive, but < w is requiredif any values are negative. If 10((1 - 0.5x10 )

the number of digits required to represent the integer datxm
ceedw, then the output field consists of a stringwadisterisk ()

characters. Complex data. If the table column contains complex data (with

TFORMN = ’rC’, or ’rM’) then theymaybe displayed with any

of the real data formats as described above. The same fasmat i
Real data. If the table column contains real data (witH!Sed forthe realand imaginary parts. ltésommendethat the
TFORMN = *rE’, or ’rD’) or contains integer data (with anytWo values be separated by a comma and enclosed in parenthese
of the TFORMN format codes listed in the previous paragraphYith a total field width of & + 3.
which arerecommendetb be displayed as real values (i.e., es-
pecially in cases where the integer values represent sphlesd 7 3 5. variable-length arrays
ical values using Ed]7), then ti®ISPn format codemayhave ) ) )
any of these formsFw.d, Ew.dEe, Dw.dEe, ENw.d, or ESw.d. One of the most attractive features of binary tables is thst a
In all cases, the output is a string wicharacters including the field of the table can be an array. In the standard case this is
decimal point, any sign characters, and any exponent ifrgud @ fixed-size array, i.e., a fixed amount of storage is allatate
the exponent’s indicators, signs, and values. If the nunabereach row for the array data—whether it is used or not. Thigés fi
digits required to represent the real datum exceedben the SO long as the arrays are small or a fixed amount of array data
output field consists of a string afasterisk ¢) characters. In all Will be stored in each field, but if the stored array lengthiesr
casesd specifies the number of digits to appear to the right d@r different rows, itis necessary to impose a fixed upper limit on
the decimal point. the size of the array that can be stored. If this upper limitégle
too large excessive wasted space can result and the bedaley/-t
mechanism becomes seriouslyfiigent. If the limit is set too
low then storing certain types of data in the table could bezo

TheF format code output field consists of- d — 1 charac-
ters containing zero-or-more leading spaces, followed hyi-a
nus sign if the internal datum is negative, followed by theab imoossible
lute magnitude of the internal datum in the form of an unsiyne pTh " ble-lenath truct ted h d
integer constant. These characters are followed by a décima € variable-length artay construct presented here was de-

point (*.”) andd characters giving the fractional part of theV|sed to deal with this problem. Variable-length arrays iare

internal datum, rounded by the normal rules of arithmetid to plement(_ad in such a way that, even if a table contains suc_h ar-
fractional digits. rays, a simple reader program that does not understandieria

_ length arrays will still be able to read the main data tabte (i
For theE andD format codes, an exponent s taken such thgther words a table containing variable-length arrays @on$

the fraction 01 < |datum/10°P°"*™ < 1.0. The fraction (with to the basic binary-table standard). The implementatiaseh

appropriate sign) is output with @format of widthw —e — 2 js sych that the rows in the main data table remain fixed in size

characters withl characters after the decimal followed by Bn even if the table contains a variable-length array fieldveithg

orD followed by the exponent as a signee 1 character integer efficient random access to the main data table.

with Ieading zeros as needed. The_defal_JIt value ixf2 when Variable-length arrays are logically equivalent to regula

the Ee portion of the format code is omitted. If the exponendtatic arrays, the only fierences being 1) the length of the stored

value will not fit ine + 1 characters but will fit ire + 2 then thek array can dier for different rows, and 2) the array data are not

(orD) is omitted and the wider field used. If the exponent valugored directly in the main data table. Since a field of anwn dat

will not fit (with a sign character) ire + 2 characters, then thetype can be a static array, a field of any data type can also be

entirew-character output field is filled with asterisk9 ( a variable-length array (excluding the TypeandQ variable-
TheES format code is processed in the same manner as teggth array descriptors themselves, which are not a dptasy

E format code except that the exponent is taken so titat<l much as a storage-class specifier). Other establiBRES con-

fraction< 10. ventions that apply to static arrays will generally applyns|

The EN format code is processed in the same manner as {Hevariabl_e-length arrays. . .
P A variable-length array is declared in the table header with

E format code except that the exponent is taken to be an integer . s o
multiple of three and so that@ < fraction < 10000. All real 0N€ ©f the following two special field data-type specifiers

format codes have number base 10. There is fierdince be- rPt(emax
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rQt(emax) following the main data table (gap plus heap) is given by the
PCOUNT keyword in the table header.

where the’P’ or ’Q’ indicates the presence of an array descrip- For example, suppose a table contains five rows that are each

tor (described below), the element courghouldbe 0, 1, or 168 bytes long, with a heap area 3000 bytes long, beginning at

absentt is a character denoting the data type of the array daia dfset of 2880, thereby aligning the main data table and heap

(L, X,B, I, J,K, etc., but noP or Q), andemax is a quantity guar- areas on data block boundaries (this alignment is not nadhss

anteed to be equal to or greater than the maximum numbereéommended but is useful for this example). The data poatio

elements of typé actually stored in any row of the table. Therehe table consists of three 2880-byte data blocks: the fioskb

is no built-in upper limit on the size of a stored array (otti@m contains the 840 bytes from the five rows of the main data table

the fundamental limitimposed by the range of the array digscrfollowed by 2040 fill bytes; the heap completely fills the sedo

tor, defined below)enax merely reflects the size of the largesblock; the third block contains the remaining 120 bytes @f th

array actually stored in the table, and is provided to avb@ theap followed by 2760 fill byte®COUNT gives the total number

need to preview the table when, for example, reading a talgebytes from the end of the main data table to the end of the

containing variable-length elements into a database tipgiasts  heap, and in this example has a value of 2642880+ 120 =

only fixed-size arrays. Theraaybe additional characters in the5040. This is expressed in the table header as shown below.

TFORMn keyword following theeyax.

NAXIS1 = 168 / Width of table row in bytes
For example,
P NAXIS2 = 5 / Number of rows in table
TFORM8 = ’PB(1800)’ / Variable byte array PCOUNT = 5040 / Random parameter count

indicates that Field 8 of the table is a variable-lengthyaof THEAP
type byte, with a maximum stored array length not to exceed
1800 array elements (bytes in this case).

The data for the variable-length arrays in a table are not
stored in the main data table; they are stored in a supplahe
data area, the heap, following the main data table. Whatbisdt
in the main data table field is array descriptor This consists
of two 32-bit signed integer values in the case Bf array de-
scriptors, or two 64-bit signed integer values in the cas&of
array descriptors: the number of elements (array lengtthef 7.3.6. Variable-length-array guidelines
stored array, followed by the zero-indexed byfset of the first

element of the array, measured from the start of the heap ar@4ile the above description is 8icient to define the required
The meaning of a negative value for either of these integersatures of the variable-length array implementation,esoints
not defined by this Standard. Storage for the array is cootigu '€9arding usage of the variable-length array facility roigiso
The array descriptor for Field as it would appear embedded irP€ uUseful.

2880 / Byte offset of heap area

The values offSCALn andTZEROnN for variable-length array
lumn entries are to be applied to the values in the datg Brra
the heap area, not the values of the array descriptor. These k
words can be used to scale data values in either static @ablari
length arrays.

a table row is illustrated symbolically below. Programs that read binary tables should take care to not as-
sume more about the physical layout of the table thaedsired
... [Field N=1] [(nelem,dfset)] [FieldN+1] . .. by the specification. For example, there are no requirenamts

the alignment of data within the heap. Iffieient runtime ac-
If the stored array length is zero, there is no array data, af@ss is a concern one might want to design the table so tret dat
the dfset value is undefined (houldbe set to zero). The stor-arrays are aligned to the size of an array element. In another
age referenced by an array descriptarstlie entirely within the  case one might want to minimize storage and forgo afgres

heap area; negativefeets are not permitted. at alignment (by careful design it is often possible to aohie
A binary table containing variable-length arrays considts both goals). Variable-length array dateybe stored in the heap
three principal segments, as follows. in any order, i.e., the data for roM+1 are not necessarily stored

at a larger ffset than that for rowN. Theremaybe gaps in the
[table header] [main data table] (optional gap) [heap area] heap where no data are stored. Pointer aliasing is permiiged
the array descriptors for two or more arraysy point to the
The table header consists of one or more 2880-byte headame storage location (this could be used to save storage if t
blocks with the last block indicated by the keyw®¥D some- or more arrays are identical).
where in the block. The main data table begins with the firsida Byte arrays are a special case because they can be used
block following the last header block andN&aXIS1 x NAXIS2 to store a ‘typeless’ data sequence. SiR¢€S is a machine-
bytes in length. The zero-indexed byt&fset to the start of independent storage format, some form of machine-specifec d
the heap, measured from the start of the main data taldg, conversion (byte swapping, floating-point format convan}is
be given by theTHEAP keyword in the header. If this key-implied when accessing stored data with types such as intege
word is missing then the heap begins with the byte immedjiatednd floating, but byte arrays are copied to and from extetaal s
following main data table (i.e., the default value THEAP is age without any form of conversion.
NAXIS1 x NAXIS2). This default value is the minimum allowed  An important feature of variable-length arrays is that it is
value for theTHEAP keyword, because any smaller value woulg@ossible that the stored array lengttay be zero. This makes
imply that the heap and the main data table overlap. ITHEAP it possible to have a column of the table for which, typically
keyword has a value larger than this default value, theretlser no data are present in each stored row. When data are present,
a gap between the end of the main data table and the starthef stored array can be as large as necessary. This can hé usef
the heap. The total length in bytes of the supplemental data awhen storing complex objects as rows in a table.
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Accessing a binary table stored on a random-access storage Pixel
medium is straightforward. Since the rows of data in the main Coordinates

data table are fixed in size they can be randomly accessed give

the row number, by computing théfset. Once the row has been : — CRETY
read in, any variable-length array data can be directly ssemb B o et ot .« rci [ jor
using the element count andfget given by the array descriptor skew, scale coLj

stored in that row.

Reading a binary table stored on a sequential-access storag S

. . . . Intermediate Pixel

medium requires that a table of array descriptors be buitisip Coordinates
the main data table rows are read in. Once all the table rows
have been read, the array descriptors are sorted byfibet of
the array data in the heap. As the heap data are read, areys ar « coELTi
extracted sequentially from the heap and stored in ffected physical unis
rows using the back pointers to the row and field from the table
of array descriptors. Since array aliasing is permittedight

Intermediate World

be necessary to store a given array in more than one field or row Coordinates

Variable-length arrays are more complicated than regular
static arrays and might not be supported by some software sys
tems. The producers &fITS data products should consider the
capabilities of the likely recipients of their files when a@kng
whether or not to use this format, and as a general rule should
use it only in cases where it provides significant advantages World
the simpler fixed-length array format. In particular, the «$ Coordinates
variable-length arrays might presenffdiulties for applications
that ingest theFITS file via a sequential input stream, becauskig. 2: A schematic view of converting pixel coordinates to
the application cannot fully process any rows in the tablél unworld coordinates.
after the entire fixed-length table, and potentially thérerteap
has been transmitted as outlined in the previous paragraph.

maybe generalized to floating-poiptxel coordinatesintegral

pixel-coordinate values coincide with the correspondingya
8. World-coordinate systems indices, while fractional pixel-coordinate values lieweéen ar-

ray indices and thus imply interpolation. Pixel-coordamatl-
Representations of the mapping between image coordinates ges are defined at all points within the image lattice andidets
physical (i.e., world) coordinate systems (WC8gybe repre- jt (except alongconventionalaxes, see Sedf_8.5). They form
sented withirFITSHDUs. The keywords that are used to expresfe basis of the world-coordinate formalism RiTS depicted
these mappings are now rigorously defined in a series of pghematically in Fig12.
pers on world-coordinate systems (Greisen & Calabretta?200  The essence of representing world-coordinate systems in
celestial-coordinate systems_(Calabretta & Greisen___1200@)TS is the association of various reserved keywords with el-
spectral-coordinate systems (Greisen etal. _2006), ane-tinements of a transformation (or a series of transformatjars)
coordinate systems_(Rots et al. _2015). An additional spheyith parameters of a projection function. The conversiamfr
ical projection, called HEALPIx, is defined in referencgixel coordinates in the data array to world coordinatesns s
(Calabretta & Roukema_2007). These WCS papers have begna matter of applying the specified transformations (iteny
formally approved by the IAUFWG and therefore aneor- via the appropriate keyword values; conversely, defining@8w
porated by referencas an dicial part of this Standard. The for an image amounts to solving for the elements of the trans-
reader should refer to these papers for additional detaits &ormation matrix(es) or cdicients of the function(s) of interest
background information that cannot be included here. \&i0and recording them in the form of WCS keyword values. The
updates and corrections to the primary WCS papers have bggBcription of the WCS systems and their expressioRliFsS
compiled by the authors, and are reflected in this sectigdDUs is quite extensive and detailed, but is aided by a chrefu
Therefore, where conflicts exist, the description in thentard  choice of notation. Key elements of the notation are surmaedri
will prevail. in Table[21, and are used throughout this section. The formal
definitions of the keywords appear in the following subseti

The conversion of image pixel coordinates to world coordi-
nates is a multi-step process, as illustrated in[Hig. 2.

Rather than store world coordinates separately for eacimdat ~ For all coordinate types, the first step is a linear transfor-
the regular lattice structure of ITSimage dfers the possibil- mation applied via matrix multiplication of the vector ofgi-

ity of defining rules for computing world coordinates at eachoordinate elementg,:

point. As stated in Sedf. 3.3.2 and depicted in Eig. 1, imagea
ray data are addressed vigegral array indicesthat range in | _ Z (pi—T) )
value from 1 toNAXISj on Axis j. Recognizing that image data® = 2, MilPi = 1]

values may have an extent, for example an angular separation =t

spectral channel width or time span, and thus that it may makderer; are the pixel-coordinate elements of the reference point,
sense to interpolate between them, these integral arrégeimd j indexes the pixel axis, andthe world axis. Tham; matrix

CTYPEi,
~<—— CRVALI
PVi_m

Coordinate
projection, offset

8.1. Basic concepts
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Table 21: WCS and celestial coordinates notation.

Variable(s) Meaning Related~ITSkeywords

i Index variable for world coordinates
j Index variable for pixel coordinates

a Alternative WCS version code

P Pixel coordinates

r Reference pixel coordinates CRPIXja

m; Linear-transformation matrix CDi_ja or PCi_ja

S Coordinate scales CDELTia

xy) Projection plane coordinates

(,6) Native longitude and latitude

(a,9) Celestial longitude and latitude

(0, 60) Native longitude and latitude of the fiducial point PVi_la’, Pvi_2a'
(o, 60) Celestial longitude and latitude of the fiducial pointCRVALia

(@p, 6p) Celestial longitude and latitude of the native pole

(#p. 6p) Native longitude and latitude of the celestial pole LONPOLEa (=PVi_3a’),

LATPOLEa (=PVi_4a')

Notes. T Associated withongitudeAxis i.

is a non-singular, square matrix of dimensidnx N, whereN In other cases it is more complicated, and may require the ap-
is the number of world-coordinate axes. The elementsf the plication of some non-linear algorithm (e.g., a projectias for
resultingintermediate pixel coordinateector are ffsets, in di- celestial coordinates), which may require the specificaticad-
mensionless pixel units, from the reference point alongaxe ditional parameters. Where necessary, numeric paranedters/
incident with those of thentermediate world coordinate$hus, for non-linear algorithmsnustbe specified vi®@Vvi_m keywords

the conversion ofy; to the corresponding Intermediate-worldand character-valued parameters will be specifie@sian key-
coordinate Element; is a simple scale: words, wheremis the parameter number.

Xi = SG. (10) The application of these formalisms to coordinate systeéms o
i ) interest is discussed in the following sub-sections: $&2tde-
_ There are three conventions for associafi§S keywords - g¢ripes general WCS representations [see Greisen & Cababre
with the above transformations. In the first formalism, thaenix 2002), Sect[BI3 describes celestial-coordinate systeses (

elementsm; are encoded in theCij keywords and the scaleCajapretta & Greisen [ 2002)), Sedf.18.4 describes spectral-
factorss are encoded in theDELTi keywords, whictmusthave  ¢qqrdinate systems (see Greisen étlal. 2006), and Bect. 9 de-

non-zero values. In the second formalism EQ5. (9) (¥9) &ribes the representation of time coordinates (see Rats et

combined as 2015).
N

X = > (smy)(p; - 1) (11)
j=1

8.2. World-coordinate-system representations

and theCDi_j keywords encode the produgin;. The third con-

vention was widely used before the development of the twe pi& variety of keywords have been reserved for computing the

viously described conventions and uses @ELTi keywords coordinate values that are to be associated with any pixel lo

to define the image scale and tGROTA2 keyword to specify cation within an array. The full set is given in Tablg 22; thas

a bulk rotation of the image plane. Use of tROTA2 keyword most common usage are defined in detail below for convenience

is now deprecated, and instead the nek@rj or CDi_j keywords Coordinate-system specificatiomayappear in HDUs that con-

arerecommendebdecause they allow for skewed axes and fullyain simple images in the primary array or inEMAGE extension.

general rotation of multi-dimensional arrays. TEGBELTi and Imagesmayalso be stored in a multi-dimensional vector cell of

CROTA2 keywordsmay co-exist with theCDi_j keywords (but a binary table, or as a tabulated list of pixel locations (apd

the CROTA2 must notoccur with thePCi_j keywords) as an aid tionally, the pixel value) in a table. In these last two typésan-

to old FITS interpreters, but these keywordsustbe ignored age representations, the WCS keywords havdfardnt naming

by software that supports th®i_j keyword convention. In all convention, which reflects the needs of the tabular datatsime

these formalisms the reference pixel coordinajesre encoded and the eight-character limit for keyword lengths, but otfise

in the CRPIXi keywords, and the world coordinates at the refefellow exactly the same rules for type, usage, and defalliesa

ence point are encoded in tARVALi keywords. For additional See reference Calabretta & Greisen (2002) for example usffage

details, see Greisen & Calabreita (2002). these keywords. All forms of these reserved keywamistbe
The third step of the process, computing the final world carsed only as specified in this Standard.

ordinates, depends on the type of coordinate system, which i

indicated with the value of théTYPEi keyword. For some sim- In the case of the binary-table vector representation, it is

ple, linear cases an appropriate choice of normalizatiothfi®@ possible that the images contained in a given column of the

scale factors allows the world coordinates to be takentyrémr  table have dferent coordinate transformation values. Table 9

by applying a constantftset) from thex; (e.g., some spectra). of |Calabretta & Greisen_(2002) illustrates a technique (com
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monly known as the “Green Bank Convenfi8h, which uti- equivalent toPCi_j whenCDELTi is unity. TheCDi_j matrix
lizes additional columns in the table to record the coordina  must notbe singular. Note that theDi_j formalism is an ex-
transformation values that apply to the corresponding gnag clusive alternative t®Ci_j, and theCDi_j andPCi_j keywords
in each row of the table. More information is provided in must notappear together within an HDU.
AppendixT.

The keywords given below constitute a complete set of fu
damental attributes for a WCS description. Although thasgtu-
sion in an HDU is optionalFI TS writers shouldinclude a com-

Ip addition to the restrictions noted above, if aiy_j keywords

are present in the HDU, all other unspecifi€di_j keywords

shall default to zero. If naCDi_j keywords are present then the

Hgadeshallbe interpreted as being RCi_j form whether or not

some keywords are missing, default valuesstbe assumed, as 2NYPCi-j keywords are actually presentin the HDU. .

specified below. Some non-llnea_r algorlth_ms that de_scrlbe the trans_forman
between pixel and intermediate-coordinate axes requir@npa

, ... . etervalues. A few non-linear algorithms also require ctizra

WCSAXES — [integer; defaultNAXIS, or larger of WCS indices v aiyed parameters, e.g., table lookups require the namié of

or j]. Number of axes in the WCS description. This keywordgp e extension and the columns to be used. Where necessary

if presentmustprecede all WCS keywords exceX1Sin narameter valuemustbe specified via the following keywords
the HDU. The value offiCSAXES mayexceed the number of P P gxey '

pixel axes for the HDU. PViim — [floating point]. Numeric parameter values for
CTYPEi — [string; indexed; default:..' (i.e. a linear, undefined Intermediate-world-coordinate Axiswheremis the param-
axis)]. Type for the Intermediate-coordinate Akig\ny co- eter number. Leading zerasust notbe used, anagn may

ordinate type that is not covered by this Standard orfin o have only values in the range 0 through 99, and that are de-

cially recognizedrITSconventiorshallbe taken to be linear.  fined for the particular non-linear algorithm.

All non-linear coordinate system namesistbe expressed PSi_m— [string]. Character-valued parameters for Intermeediate

in ‘4-3' form: the first four characters specify the coord®a  world-coordinate Axid, wherem is the parameter number.

type, the fifth character is a hyphen{, and the remain- Leading zerosnust notbe used, andh mayhave only val-

ing three characters specify an algorithm code for computin  ues in the range 0 through 99, and that are defined for the

the world coordinate value. Coordinate types with names of particular non-linear algorithm.

fewer than four characters are padded on the right with hy- ] ) .

phens, and algorithm codes with fewer than three charac- The following keywords, while not essential for a complete

ters are padded on the right with blafksAlgorithm codes specification of an image WCS, can be extremely useful fatrea

shouldbe three characters. ers to interpret the accuracy of the WCS representationef th
CUNITi — [string; indexed; default'.' (i.e., undefined)]. IMmage.

Physical units oERVAL andCDELT for Axis i. Note that units

shouldalways be specified (see Séctl4.3). Units for celestial

coordinate systems defined in this Standargtbe degrees.

RDERi — [floating point; default:0.0]. Random error in
Coordinatd, whichmustbe non-negative.
CSYERi — [floating point; default:0.8]. Systematic error in

CRPIXj — [floating point; indexed; defaul®.®]. Location of Coordinate, whichmustbe non-negative.

the reference point in the image for Axjsorresponding to These valueshouldgive a representative average value of the
rjin Eqg. (9). Note that the reference pomaylie outside the error over the range of the coordinate in the HDU. The totairer
image and that the first pixel in the image has pixel coordh the coordinates would be given by summing the individual

nates (10,10,..). errors in quadrature.
CRVALi — [floating point; indexed; default®.®]. World-

coordinate value at the reference point of Aixis _ _ o
CDELTI — [floating point; indexed; defaultt.0]. Increment of 8-2.1. Alternative WCS axis descriptions

the world coordinate at the reference point for AkiShe |, some cases it is useful to describe an image with more than
valuemust nobe zero. one coordinate tyfi8. Alternative WCS descriptionmay be
CROTAI — [floating point; indexed; defauld.6]. The amount 4qeq to the header by adding the appropriate sets of WCS key-
of rotation from the standard coordinate system td@nt ,rqs, and appending to all keywords in each set an alplabeti
coordinate system. Further use of this of this keyword is depyge in the ranga throughz. Keywords that may be used in
recated, in favor of the newer formalisms that use&j  his way to specify a coordinate system version are indicate
or PCl| ke)_/words_ to define the rotation. . _ Tableg22 with the sffix a. All implied keywords with this encod-
PCij — [floating point; defaults1.0 wheni = |, 8.0 oth- 4 5rereserved keywordandmust onlybe used irFITSHDUS
erwise]. Linear transformation matrix between Pixel Axegs’ specified in this Standard. The axis numbeustlie in the
j and Intermediate-coordinate Axgs The PCij matrix range 1 through 99, and the coordinate paramatenustie in
must nobe singular. _ the range 0 through 99, both with no leading zeros.
CDi.j — [floating point; defaults®.8, but see below]. Linear * tneprimaryversion of the WCS description is that specified

transformation matrix (With scal_e) b‘?twee“ Pixel AXE.S with a as the blank characfgr Alternative axis descriptions are
and Intermediate-coordinate AxésThis nomenclature is

12 Examples include the frequency, velocity, and wavelengthgaa
10 Named after a meeting held in Green Bank, West Virginia, US8pectral axis (only one of which, of course, could be linearthe po-

in 1989 to develop standards for the interchange of single-thdio- sition along an imaging detector in both meters and degrediseosky.

astronomy data. 13 There are a number of keywords (gj@Cna) where thea could be
11 Example:’RA---UV . pushed € the eight-character keyword name for plausible valueis of
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Table 22: Reserved WCS keywords (continues on next page)

BINTABLE vector

Pixel list

Keyword Description Global Image Primary Alternative Paim Alternative
Coordinate dimensionality WCSAXESa WCAXna .
Axis type CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
AXxis units CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Reference value CRVALia iCRVLh  iCRVha TCRVLn  TCRVna
Coordinate increment CDELTia iCDLTn  iCDEna TCDLTn  TCDEna
Reference point CRPIXja JCRPXn  jCRPna TCRPXn TCRPna
Coordinate rotatioh CROTAI iCROTN TCROTN
Transformation matrik PCi_ja ijPCna TPCn_kaor TPn_ka
Transformation matrik CDi_ja ijCDna TCDn_kaor TCn_ka
Coordinate parameter PVi_ma PVn_maorivn_ma TPVNn_maor TVh_ma
Coordinate parameter array e ivn_Xa
Coordinate parameter PSi_ma PSn_maorisn_ma TPSn_.maor TSn_ma
Coordinate name WCSNAMEa WCSNna WCSnaor TWCSna
Coordinate axis name CNAMEia iCNAna TCNANna
Random error CRDERia iCRDna TCRDNna
Systematic error CSYERia iCSYna TCSYna
WCS cross-reference target WCSTna
WCS cross reference e WCSXna
Coordinate rotation LONPOLEa LONPNna LONPNna
Coordinate rotation LATPOLEa LATPna LATPna
Coordinate epoch EQUINOXa EQUIna EQUIna
Coordinate epoch EPOCH EPOCH EPOCH
Reference frame RADECSYS*  RADESYSa RADEna RADEna
Line rest frequency (Hz) RESTFREQ* RESTFRQa RFRQNa RFRQNa
Line rest vacuum wavelength (m) RESTWAVa RWAVNa RWAVNa
Spectral reference frame SPECSYSa SPECha SPECha
Spectral reference frame SSYSOBSa SOBSna SOBSna
Spectral reference frame SSYSSRCa SSRCnha SSRCna
Observation X (m) OBSGEO-X° OBSGXn OBSGXn
Observation Y (m) OBSGEO-Y® OBSGYN OBSGYn
Observation Z (m) OBSGEO-Z° OBSGZN OBSGZn
Radial velocity (m s?) VELOSYSa VSYSna VSYSna
Redshift of source ZSOURCEa ZS0una ZS0una
Angle of true velocity VELANGLa VANGna VANGna
Date-time related keywords (see Jgct.9)
Date of HDU creation DATE
Datgtime of observation DATE-OBS DOBSNn DOBSNn
MJID-0BS MJIDOBN MJIDOBN
BEPOCH
JEPOCH
Average datgime of observation DATE-AVG DAVGN DAVGNn
MID-AVG MIDAN MIDAN
Start datgime of observation DATE-BEG
MID-BEG
TSTART
End datgime of observation DATE-END
MID-END
TSTOP
Net exposure duration XPOSURE
Wall-clock exposure duration TELAPSE
Time scale TIMESYS CTYPEia iCTYPn  iCTYna TCTYPn TCTYna
Time zero point (MJD) MIDREF®
Time zero point (JD) JDREF®
Time zero point (ISO) DATEREF
Reference position TREFPOS TRPOSN TRPOSN
Reference direction TREFDIR TRDIRN TRDIRN
Solar System ephemeris PLEPHEM
Time unit TIMEUNIT CUNITia iCUNIn  iCUNna TCUNIn TCUNna
Time ofset TIMEOFFS
Time absolute error TIMSYER CSYERia iCSYEn  iCSYna TCSYn TCSYna
Time relative error TIMRDER CRDERia iCRDEn  iCRDna TCRDN TCRDna
Time resolution TIMEDEL
Time location in pixel TIMEPIXR
Phase-axis zero point CZPHSia iCZPHn  iCZPna TCZPHn TCZPna
Phase-axis period CPERIia iCPERN  iCPRNa TCPERNn  TCPRna




Table[22 (continued)

Notes.The indicesj andi are pixel and intermediate-world-coordinate axis numhbespectively. Within a table, the indexefers to a column
number, andnrefers to a coordinate parameter number. The ifkd@go refers to a column number. The indicads either blank (for the primary
coordinate description) or a charactathroughZ that specifies the coordinate version. See the text.

() crOTAI form is deprecated but still in use.ntust nobe used witlPCi_j, PVi_m, andPSi_m. @ PCi_j andCDi_j forms of the transformation matrix
are mutually exclusive, anahust notappear together in the same HDE).EPOCH is deprecated. USEQUINOX instead® These eight-character
keywords are deprecated; the seven-character forms, whitinclude an alternate version code letter at the simaildbe used instead® For
the purpose of time reference position, geodetic lattodgitudgelevationOBSGEO-B, OBSGEO-L, OBSGEO-H or an orbital-ephemeris keyword
OBSORBIT can be also used (see SEct. 9.2%B)[M] IDREF can be split in integer and fractional valug%] JDREFI and [M] JDREFF as explained
in Sect[9.ZP.

Table 23: Reserved celestial-coordinate-algorithm codes

Default
Code ¢o 6o Properties  Projection name

Zenithal (azimuthal) projections
AZP 0° 90 Sect.5.1.1 Zenithal perspective
SZP 0° 90 Sect.5.1.2  Slant zenithal perspective
TAN 0° 9C¢ Sect.5.1.3  Gnomonic
SIG 0° 90 Sect.5.1.4  Stereographic
SIN 0° 9C¢ Sect.5.1.5  Slant orthographic
ARC 0° 90 Sect.5.1.6 Zenithal equidistant
ZPN 0° 90 Sect.5.1.7  Zenithal polynomial
ZEA 0° 90 Sect.5.1.8 Zenithal equal-area
AIR 0° 90 Sect.5.1.9 Airy

Cylindrical projections
CYP o 0 Sect. 5.2.1  Cylindrical perspective
CEA o O Sect. 5.2.2  Cylindrical equal area
CAR 0 o Sect.5.2.3  Plate carrée
MER o 0 Sect. 5.2.4  Mercator

Pseudo-cylindrical and related projections
SFL o O Sect. 5.3.1 Samson-Flamsteed
PAR o 0 Sect. 5.3.2 Parabolic
MOL o O Sect. 5.3.3 Mollweide
AIT o o Sect. 5.3.4 Hammer-Aitd

Conic projections
Ccop 0 6, Sect. 5.4.1  Conic perspective
COE 0 6, Sect. 5.4.2  Conic equal-area
COD 0 6, Sect. 5.4.3  Conic equidistant
C00 0 6, Sect. 5.4.4 Conic orthomorphic

Polyconic and pseudoconic projections
BON o 0 Sect. 5.5.1 Bonne’s equal area
PCO 0 O Sect.5.5.2  Polyconic

Quad-cube projections
TSC [0 0 Sect. 5.6.1  Tangential spherical cube
(e o 0 Sect. 5.6.2  COBE quadrilateralized spherical cube
QsC [0 0 Sect. 5.6.3  Quadrilateralized spherical cube

HEALPIx grid projection
HPX 0 0  Sect.6 HEALPIx grid

() Refer to the indicated sectionin Calabretta & Greisen (2862a detailed descriptiod? This projection is defined in Calabretta & Roukéma
(2007).

optional, butmust notbe specified unless the primary WCS deare the same as those for the primary description. The altern

scription is also specified. If an alternative WCS desanipis tive descriptions are computed in the same fashion as the pri
specified, all coordinate keywords for that versioastbe given mary coordinates. The type of coordinate depends on thevalu
even if the values do notfiier from those of the primary version.of CTYPEia, and may be linear in one of the alternative descrip-
Rules for the default values of alternative coordinatedpsons tions and non-linear in another.

j, k, n, andm. In such caseais still said to be ‘blank’ although itisnot ~ The alternative version codes are selected bytfi&writer;
the blank character. there is no requirement that the codes be used in alphaleetic s
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guence, nor that one coordinate versioffatiin its parameter DATE-O0BS — [floating point]. This reserved keyword is defined

values from another. An optional keywoidSNAMEa is also de- in Sect[4.4.Pp.
fined to name, and otherwise document, the various versions MID-0BS — [floating point; defaultDATE-OBS if given, other-
WCS descriptions. wise no default]. Modified Julian Date (Jb2,400,000.5) of
the observation, whose value corresponds (by defaulteto th
WCSNAMEa — [string; default fora: '.' (i.e., blank, for the pri- start of the observation, unless another interpretation is ex-

mary WCS, else a charactgrthroughZ that specifies the plained in the comment field. No specific time system (e.g.

coordinate version]. Name of the world-coordinate system UTC, TAl, etc.) is defined for this or any of the other time-

represented by the WCS keywords with théisua. Its pri- related keywords. It isecommendethat theTIMESYS key-

mary function is to provide a means by which to specify a word, as defined in Sedf_9.2.1 be used to specify the time

particular WCS if multiple versions are defined in the HDU. system. See also Selct. 9.5.

LONPOLEa — [floating point; defaultipg if 6o = 6o, ¢o + 180°
otherwise]. Longitude in the native coordinate system ef th

8.3. Celestial-coordinate-system representations celestial system’s north pole. Normally, is zero unless a

The conversion from intermediate world coordinatey) in the non-zero value has been set Riri_la, which is associated
plane of projection to celestial coordinates involves tvaps: a with the longitudeaxis. This default applies for all values of
spherical projection to native longitude and latituged), de- 6o, includingfy = 90°, although the use of non-zero values
fined in terms of a convenient coordinate system (hative of 6o are discouraged in that case.

spherical coordinatés followed by a spherical rotation of these LATPOLEa — [floating point; default: 99 or no default if
native coordinates to the required celestial coordinagtesy (6o, 00, pp — o) = (0,0, £90°)]. Latitude in the native coor-

(@, 6). The algorithm to be used to define the spherical pro- dinate system of the celestial system’s north pole, or equiv
jection mustbe encoded in th€TYPEi keyword as the three-  alently, the latitude in the celestial-coordinate systdrthe
letter algorithm code, the allowed values for which are spec  native system’s north pole. This keywarhybe ignored or
fied in Tabl€2ZB and defined in references Calabretta & Greisen omitted in cases whereONPOLEa completely specifies the
(2002) and_Calabretta & Roukema (2D07). The target celestia rotation to the target celestial system.
coordinate system is also encoded into the left-most porfo
the CTYPEi keyword as the coordinate type.

For the final step, the paramel®@NPOLEa mustbe specified, 8.4. Spectral-coordinate-system representations
which is the native longitude of the celestial pajg, For certain
projections (such as cylindricals and conics, which are¢éesn- This section discusses the conversion of intermediatednzar
monly used in astronomy), the additional keyw@&TPOLEa ordinates to spectral coordinates with common axes suateas f
mustbe used to specify the native latitude of the celestial polguency, wavelength, and apparent radial velocity (repitese
Seel Calabretta & Greisen (2002) for the transformation equ®ere with the coordinate variables?, or v). The key point for
tions and other details. constructing spectral WCS iRITS is that one of these coordi-

The accepted celestial-coordinate systems are: the sthndwmtesmustbe sampled linearly in the dispersion axis; the others
equatorial RA-- andDEC-), and others of the forrxLON and are derived from prescribed, usually non-linear transtgioms.
XLAT for longitude-latitude pairs, whereis G for Galactic,E Frequency and wavelength axeayalso be sampled linearly in
for ecliptic, H for helioecliptic andS for supergalactic coordi- their logarithm.
nates. Since the representation of planetary-, lunar-satat-
coordinate systems could exceed the 26 possibilitiesded by
the single charactex, pairs of the formyZ.N andyZ.T maybe
used as well.

Following the convention for theTYPEia keyword, whern is
the spectral axis the first four characterastspecify a code for
the coordinate type; for non-linear algorithms the fifth retwaer
mustbe a hyphen, and the next three charaateustspecify a
 Tetring- o y , , ). predefined algorithm for computing the world coordinatesrfr
RADESYSa — [string; default.’Fk4’, "FK5', or *ICRS’: see he intermediate physical coordinates. The coordinate nypst

ﬁsI(():\é)vg).nlsliz;r;tzsofvtvhheongevr;rt}gi;r&n;eo?]feeg? Etirt_]%rslil (s);;:((::il-l e one of those specified in Tabld 25. When the algorithm4s lin

fied in Tabld24. The default value I§Kk4’ if the value of £ the remainder of thefYPEia keywordmustbe blank. When
EQUINOXa < 19940 'FK5’ if 'EQUINOX'a > 19840, or the algorithm is non-linear, the three-letter algorithndemust
'ICRS’ if ’EQUINoxy’a is not given - ' be one of those specified in Tablg 26. The relationships ketwe

EQUINOXa — [floating point; default: see below]. Epoch of thethe basic physical quantities, andv, as well as the relation-

mean equator and equinox in years, whose v tbe ships between various derived quantities are given in eafsr

non-negative. The interpretation of epoch depends upon ir(‘;nt[:e'sen et al!(2006).

value ofRADESYSa if presentBesselianf the value is’ FK4’ The generality of the algorithm for specifying the speetral
or "FK4-NO-E’, Julianif the value is’ FK5’; andnot appli- coordinate system and its representation suggests th& adm
cableif the value is’ ICRS’ or *GAPPT’. ditional description of the coordinate may be helpful beyon

EPOCH — [floating point]. This keyword is deprecated andvhat can be encoded in the first four characters ofC#PEia
should notbe used in neWITSfiles. Itis reserved primarily keyword;CNAMEia is reserved for this purpose. Note that this
to prevent its use with other meanings. TERUINOX key- keyword provides a name for an axis in a particular WCS, while
word shall be used instead. The value field of this keyworthe WCSNAMEa keyword names the particular WCS as a whole.
was previously defined to contain a floating-point numbén order to convert between some form of radial velocity and
giving the equinox in years for the celestial-coordinate-syeither frequency or wavelength, the keywoRESTFRQa and
tem in which positions are expressed. RESTWAVa, respectively, are reserved.
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Table 24: Allowed values GADESYSa. Table 26: Non-linear spectral algorithm codes.

Value Definition Codé Regularly sampledin  Expressed as

"ICRS’ International Celestial Reference System F2w Frequency Wavelength

’FK5’ Mean place, new (IAU 1984) system F2V Apparent radial velocity

"FR4’? Mean place, old (Bessel-Newcomb) system F2A Air wavelength

"FK4-NO-E’!  Mean place: but without eccentricity terms W2F Wavelength Frequency

" GAPPT’ Geocentric apparent place, IAU 1984 system Wav Apparent radial velocity
@ - - - W2A Air wavelength

New FITSfiles shouldavoid using these older reference systems. V2F Apparent radial vel. Frequency

. . . . . V2w Wavelength

CNAMEia — [string; default: default!..' (i.e. alinear, undefined  y,, Airwavelgength

axis)]. Spectral-coordinate description tmatist notexceed A2F Air wavelength Frequency

68 characters in length. A2W Wavelength
RESTFRQa — [floating point; default: none]. Rest frequency of A2v Apparent radial velocity

Lhee |_(|); the spectral feature of interest. The physical omist L0G Logarithm Any four-letter type code

: GRI Detector Any type code from Tadle]25

RESTWAVa — [floating point; default: none]. Vacuum rest wave- -, Detector Any type code from TaH[g]25
length of the of the spectral feature of interest. The plalsic ag Not regular Any four-letter type code
unitmustbe m.

@ Characters 6 through 8 of the value of the keywoTdPEia.
One or the other oRESTFRQa or RESTWAVa shouldbe given
when it is meaningful to do so. calculate the diurnal Doppler correction due to the Eantbta-
tion. The location, if specifiedhallbe represented as a geocen-
tric Cartesian triple with respect to a standard ellipsbipgsid
at the time of the observation. While the position can often b
Frequencies, wavelengths, and apparent radial veloeiteeal- specified with an accuracy of a meter or better, for most pur-
ways referred to some selected standard of rest (i.e.,ereder poses positional errors of several kilometers will haveligége
frame). While the spectra are obtained they are, of negessit impact on the computed velocity correction. For detaile, red-
the observer's rest frame. The velocity correction fronotmgn-  erence Greisen etlal. (2006).
tric (the frame in which the measurements are usually made) t ) ) ) )
standard reference frames (whictustbe one of those given in  OBSGEO-X — [floating point; default: none]X-coordinate (in
Table[2T) are dependent on the dot product with time-vagiabl Meters) of a Cartesian triplet that specifies the locatiath w
velocity vectors. That is, the velocity with respect to anstard respect to a standard, geocentric terrestrial refereaceey
reference frame depends upon direction, and the veloaitgt (a Where the observation took place. The coordinmatestbe
frequency and wavelength) with respect to the local stahdar Vvalid at the epoclID-AVG or DATE-AVG.
of rest is a function of the celestial coordinate within the i 0BSGEO-Y — [floating point; default: none]y—coordinate (in
age. The keywordSPECSYSa andSSYSOBSa are reserved and,  meters) of a Cartesian triplet that specifies the locatidti w
if used,mustdescribe the reference frame in use for the spectral- respect to a standard, geocentric terrestrial refereaoedy
axis coordinate(s) and the spectral reference frame thahela where the observation took place. The coordimatestbe
constant during the observation, respectively. In ordercim- valid at the epocID-AVG or DATE-AVG.
pute the velocities it is necessary to have the date and titineo
observation; the keywordsTE-AVG andMID-AVG are reserved meters) of a Cartesian triplet that specifies the locatiati, w

for this purpose. See also S€ct9.5. respect to a standard, geocentric terrestrial refereaoedy
DATE-AVG — [string; default: none]. Calendar date of the mid- where the observation took place. The coordimatestbe
point of the observation, expressed in the same way as the valid at the epocD-AVG or DATE-AVG.
DATE-O0BS keyword.

190 - foaing b et e v dufenDae, O 1 v el oty betvesn e o
(JD - 2,400,000.5) of the mid-point of the observation. : ; . .
celestial reference coordinateay be provided, and if sghall
SPECSYSa — [string; default: none]. The reference frame in usge given by the’ELOSYSa keyword. The frame of rest defined
for the spectral-axis coordinate(s). Valid values aremive ith respect to the emitting source may be represent&dis;
Tablel27. for this reference frame it is necessary to define the veledih
SSYSOBSa — [string; default:’ TOPOCENT’]. The spectral refer- respectto some other frame of rest. The keywSRECSYSaand
ence frame that is constant over the range of the non-spec{—.’r&)URCEa are used to document the choice of reference frame

8.4.1. Spectral-coordinate reference frames

OBSGEO-Z — [floating point; default: noneZ—coordinate (in

world coordinates. Valid values are given in Tablé 27. and the value of the systemic velocity of the source, respyt
The transformation from the rest frame of the observer to &syssrca — [string; default: none]. Reference frame for the
standard reference frame requires a specification of traitoc value expressed in tHESOURCEa keyword to document the
on Eartfl3 of the instrument used for the observation in order to systemic velocity of the observed source. Vaiestbe one
14 The specification of location for an instrument on a spadeara of those given in Table 2&xceptfor * SOURCE’. .
flight requires an ephemeris; keywords that might be reduimethis ~ VELOSYSa — [floating point; default: none]. Relative radial ve-
circumstance are not defined here. locity between the observer and the selected standardtof res
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Table 25: Reserved spectral-coordinate type codes.

Codé  Type Symbol Associated Default units
variable
FREQ Frequency v v Hz
ENER Energy E v J
WAVN  Wavenumber K v m!
VRAD  Radio velocity \Y v ms?
WAVE Vacuum wavelength A A m
VOPT  Optical velocity z Pl ms?t
ZOPT Redshift z A
AWAV Air wavelength Aa Aa m
VELO  Apparent radial velocity v v ms?
BETA Beta factor y/c) B Y

(@) Characters 1 through 4 of the value of the keywOTdPEia. By convention, the ‘radio’ velocity is given by(vo — v)/vo and the ‘optical’
velocity is given byc(2 — )/ 0.

Table 27: Spectral reference systems. Table 28: Example keyword records for a 100-element array of
complex values.
Value Definition
*TOPOCENT’  Topocentric Keyword records
"GEOCENTR’  Geocentric SIMPLE = T
’BARYCENT’  Barycentric BITPIX = -32
"HELIOCEN’  Heliocentric NAXIS = 2
’LSRK’ Local standard of rest (kinematic) NAXIS1 = 2
"LSRD’ Local standard of rest (dynamic) NAXIS2 = 100
"GALACTOC’  Galactocentric CTYPE1 = 'COMPLEX'
"LOCALGRP’  Local Group CRVAL1 = 0.
"CMBDIPOL’  Cosmic-microwave-background dipole CRPIX1 = 0.
’ SOURCE’ Source rest frame CDELT1 = 1.
END
Notes.These are the allowed values of tSRECSYSa, SSYSOBSa, and
SSYSSRCa keywords. Table 29: Conventional Stokes values.

in the direction of the celestial reference coordinate.t&ni

. . . Value Symbol Polarization
mustbe m s'. The CUNITia keyword is not used for this y

purpose since the WCS Versiarmight not be expressed in % (12 g:gzgzg g:gtgz IliJrr:ggllranzed

velocity units. . . . . 3 U’ Standard Stokes linear
ZSOURCEa — [floating point; default: none]. Radial velocity 4 'y Standard Stokes circular

with respect to an alternative frame of rest, expressed as a -1 'RR’  Rightright circular

unitless redshift (i.e., velocity as a fraction of the speéd -2 'LL’  Left-left circular

light in vacuum). Used in conjunction witRSYSSRCa to -3 'RL’  Right-left cross-circular

document the systemic velocity of the observed source. -4 LR’ Left-right cross-circular
VELANGLa — [floating point; default90.]. In the case of rela- -5 XX X parallel linear

tivistic velocities (e.g., a beamed astrophysical jet)tthas- -6 Yy’ Yparallel linear

verse velocity component is important. This keywaondy -7 ’xy’ - XYcross linear

-8 'YX’ Y Xcross linear

be used to express the orientation of the space velocity vec-

tor with respect to the plane of the sky. See Appendix A of

reference Greisen etlal. (2006) for further details. specified). By convention, the real component has a coardina
value of 1, the imaginary component has a coordinate val@e of
and the weight, if any, has a coordinate value of 3. Tablel@s-il

) , trates the required keywords for an array of 100 complexeslu
8.5. Conventional-coordinate types (without weights).

The first FITS paper [(Wells et al.[ 1981) listed a number of | hesecond conventional coordinat€EYPEia = ’ STOKES’
‘suggested values’ for theTYPEi keyword. Two of these have to specify the polarllzat|_0n of the o.lata..ConventlonaI vadigeir
the attribute the associated world coordinates can assaige ¢YMPOIS, and polarizations are given in Telble 29.

integer values and that the meaning of these integers is only

defined by convention. The first ‘conventional’ coordinate i ; ; ;

CTYPEia = " COMPLEX’ to specify that complex values (i.e., pairsg' Representations of time coordinates
of real and imaginary components) are stored in the datg arfime as a dimension in astronomical data presents chakenge
(along with an optional weight factor). Thus, the compleisaxfor its representation iITS files. This section formulates the
of the data array will contain two values (or three if the Wetiig representation of the time axis, or possibly multiple timesa
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into the world-coordinate system (WCS) described in Sdct. 8- The earliest date that may be represented in the four-digit

Much of the basic structure is employed, while extensioms ar year format is’0000-01-01T00:00:00’ (in the year 1

developed to cope with theftérences between time and spatial BCE); the latest date i$9999-12-31T23:59:59’. This

dimensions; notable amongst thesfatiences is the huge dy-  representation of time is tied to the Gregorian calendar. In

namic range, covering the highest resolution timing reéato conformance with the present 1SO-8601:2004(E) standard

the age of the universe. (ISO 12004D0) dates prior to 1582ustbe interpreted ac-
The precision with which any time stamp conforms to any cording to the proleptic application of the rules of Gregeri

conventional time scale is highly dependent on the characte XIIl. For dates not covered by that range the use of Modified

istics of the acquiring system. The definitions of many conve  Julian Date (MJD) or Julian Date (JD) numbers or the use of

tional time scales vary over their history along with thegismsn the signed five-digit year format iecommended

that can be attributed to any time stamp. The meaning of any In the five-digit year format the earliest and latest dates ar

time stamp may be ambiguous if a time scale is used for dates ’-99999-01-01T00:00:00’ (i.e.,—100 000 BCE) and

prior to its definition by a recognized authority, or for datd- ’+99999-12-31T23:59:59".

ter that definition is abandoned. However, common sensddhou- The origin of JD can be written as:

prevail: the precision in the description of the time cooede 7-04713-11-24T12:00:00".

shouldbe appropriate to the accuracy of the temporal informa— In the UTC time scale the integer part of the seconds field

tion in the data. runs from 00 to 60 (in order to accommodate leap seconds);
in all other time scales the range is 00 to 59.

— The ISO-8601datetimedata type isnot allowedin image-
axis descriptions Sinc€RVAL is requiredto be a floating-

The three most common ways to specify time are: 1SO-8601 point value.

(IS [2004b), Julian Date (JD), or Modified Julian Date (MJD— 1SO-8601datetimedoes not imply the use of any particular
= JD - 2,400,0005; se€ IAU[1997). Julian Dates are counted time scale (see Se€f. 9.2.1).

from Julian proleptic calendar date 1 January 4713 BCE atnoo— As specified by Bunclark & Rats (1997), time zones are ex-
or Gregorian proleptic calendar date 24 November 4714 BCE, plicitly not supported irfFITSand, consequently, appending
also at noon. For an explanation of the calendars, see Rals et the letter’Z’ to aFITSISO-8601 string is1ot allowed The
(2015). Even though it is common to think of certain represen rationale for this rule is that its role in the ISO standard is
tations of time as absolute, time valuesRHTS files shall all that of a time-zone indicator, not a time-scale indicata. A
be considered relative: elapsed time since a particulareate ~ the concept of a time zone is not supporte S, the use
pointin time. It may help to view the “absolute” values as atgr of time-zone indicator is inappropriate.

relative to a globally accepted zero point. For a discussion
the precision required to represent time values in floapiaipt
numbers, see Rots et al. (2015).

9.1. Time values

9.1.2. Julian and Besselian epochs

In a variety of contextgpochsare provided with astronomical
. : data. Until 1976 these were commonly based on the Besselian
9.1.1.1SO-8601 datetime strings year (see Sedf.9.3), with standard epo)éhs B1900.0 and B1.950
FITS datetime strings conform to a subset of 1SO-8601 (whidhfter 1976 the transition was made to Julian epochs based on
in itself does not imply a particular time scale) for seveirmae- the Julian year of 365.25 days, with the standard epoch J2000
related keywords (Bunclark & Rots 1997), suclDaSE-xxxx. They are tied to the ET and TDB time scales, respectivelyeNot
Heredatetimewill be used as a pseudo data type to indicate it§at the Besselian epochs are scaled by the variable lehtte o
use, although its valugsustbe written as a character string inBesselian year (see Sect.19.3 and its cautionary note, vatsoh

' A’ format. The full specification for the format of tiatetime applies to this context). The Julian epochs are easier tollede,
string has been: as long as one keeps track of leap days.

CCYY-MM-DD[Thh:mm:ss[.s...]] ) )
9.2. Time coordinate frame

in which all of the time partmay be omitted (just leaving
the date) or the decimal seconaigy be omitted. Leading ze-
ros must notbe omitted and timezone designators e al-  Thetime scalelefines the temporal reference frame, and is spec-
lowed This qulnmon IS eXtendeq to allow flve-dlglt y_ears with dfied in the header in one of a few ways, depending upon the con-
mandatorysign, in accordance with ISO-8601. Thatis, shell  text. When recorded as a global keyword, the time ssiaddl be

use either thensignedour-digit year format, or theignedfive-  specified by the following keyword.

digit year format shown below.

9.2.1. Time scale

TIMESYS — [string; default’ UTC’]. The value field of this key-
[+CJCCYY-MM-DD[Thh:mm:ss[.s...]] word sha[ll conq[ain a characte]r-string code for the time sycale
Note the following. of the time-related keywords. Tlrecommendedgtalues for
this keyword in Tablé_30 have well-defined meanings, but
— In counting years, I1ISO-8601 follows the convention of in- other valuesnaybe used. If this keyword is absenyJTC’
cluding Year Zero. Consequently, for negative year numbers mustbe assumed.
there is an @iset of one from BCE dates, which do not rec-
ognize a Year Zero. Thus Year 1 corresponds to 1 CE, YeahO relevant contexts (e.g., time axes in image arrays, table
to 1 BCE, Year-1to 2 BCE, and so on. columns, or random group3IMESYS maybe overridden by a

37



time scale recorded iGTYPEia, its binary-table equivalents, or
PTYPEi (see Table22).

Table 30: Recognized Time Scale Values

The keywordsTIMESYS, CTYPEia, TCTYPn, and TCTYna or Value Meaning — —
binary-table equivalemhayassume the values listed in Taplé 30.  'TAI’  (International Atomic Time): atomic-time standard
In addition, for backward compatibility, all excepIMESYS and ., maintained on the rotating geoid
PTYPEi may also assume the valuelIME’ (case-insensitive), T (Terrestrial Time; IAU standard): defined on the ro-

hereupon the time sca#hall be that recorded iFIMESYS or tating geoid, usually derived as TAI32.184 S
wh P . ! "TDT’  (Terrestrial Dynamical Time): synonym for TT (dep-
in its absence, its default valu&yTC’. As noted above, local recated)
time scales other than those listed in Tdblen®@ybe used, but 'ET’  (Ephemeris Time): continuous with TEhould not
their useshouldbe restricted to alternate coordinates in order be used for data taken after 1984-01-01
that the primary coordinates will always refer to a propeely- "IAT’  synonym for TAI (deprecated)
ognized time scale. 'UT1’  (Universal Time): Earth rotation time

Sed Rl 6Ll (2015), Appendix A or a detaled discussion ™€’ (rIerss Time, Caordnate: cefaut s sy
of the various time scales. In cases where high-precisioimg sertion of leap seconds intended to keep UTC within
is important onanayappend a specific realization, in parenthe- 0.9 s of UT1: as of 2015-07-01 UTETAI — 36 s
ses, to the values in the table; e QLT (TAI)’, * TT(BIPMOS)’, 'GMT’  (Greenwich Mean Time): continuous with UTC; its
"UTC(NIST)’. Note that linearity is not preserved across all use is deprecated for dates after 1972-01-01
time scales. Specifically, if the reference position remain- UTO!  (Universal Time, with qualifier): for high-precision
changed (see Se¢f. 9.R.3), the first ten, with the exception o use of radio-signal distributions between 1955 and
'UT1’, are linear transformations of each other (excepting leap 1972; see Rots etal. (2015), Appendix A
seconds), as aréTDB’ and 'TCB’. On average’ TCB’ runs "GPS’ (Glot;]al POS'T'O“'QE %Stce;rg; ;—LATS (ilgproxmately)
faster than’ TCG’ by approximately 5 x 1078, but the trans- .., Synchronously with 1AL &P 1A1 = 19 S
formation from *TT’ or 'TCG’ (which are linearly related) TcG é%ﬁggﬁg'ccgﬁg:g&at%rT'tw:)'re-ll—;ivrii(tji%ié?st%fme
IS t_o be achleyed through a time ephemeris as provided by the Earth’s rotation and gravitational potential; TCG
Irwin & Fukushima (1999). runs faster than TT at a constant rate

The relations between coordinate time scales and their dy- 'TCB’  (Barycentric Coordinate Time): derived from TCG
namical equivalents have been defined as: by a four-dimensional transformation, taking into ac-

count the relativistic ects of the gravitational po-

T(TCG)=T(TT) + Lg x 86400x (JD(TT) — JDo) tential at the barycenter (relative to that on the ro-

T(TDB) = T(TCB)-Lgx86400x(JD(TCB)~-JDo)+T DBo, tating geoid) as well as velocity time-dilation vari-
where: ations due to the eccentricity of the Earth’s orbit,

o thus ensuring consistency with fundamental physi-

T isin seconds cal constants; Irwin & Fukushima (1999) provide a

Lg = 6.969290134 10710 time ephemeris

Lg = 1.550519768 1078 "TDB’  (Barycentric Dynamical Time): runs slower than

JDg = 24431445003725 TCB at a constant rate so as to remain approximately

TDBy = -6.55%x 107°s. in step with TT; runs therefore quasi-synchronously

. L. . . e with TT, except for the relativistic féects intro-
Linearity is virtually guaranteed since images and indraitta- duced by variations in the Earth's velocity relative
ble columns do not allow more than one reference position to to the barycenter. When referring to celestial ob-
be associated with them, and since there is no overlap betwee servations, a pathlength correction to the barycenter
reference positions that are meaningful for the first ningeti may be needed, which requires the Time Reference
scales on the one hand, and for the barycentric ones on the oth Direction used in calculating the pathlength correc-
All use of the GMT time scale ifrITS files shall be taken to tion.. ) ]
have its zero point at midnight, conformant with UT, inclogli ~_ 'LOCAL’  for simulation data and for free-running clocks.

dates prior to 1925. For high-precision timing prior to 193@e
Rots et al.[(2015), Appendix A.

Some time scales in use are not listed in Table 30 becaustg

they are intrinsically unreliable or ill-defined. When us#tky

1Specific realization codenaybe appended to these values, in
arentheses; see the text. For a more-detailed discudsiomeo
cales, see Rots et al. (2015), Appendix A.

shouldbe tied to one of the existing scales with appropriate SP&$™ 5 Time reference value

ification of the uncertainties; the same is true for freening
clocks. However, a local time scale such as MET (Mission

Elapsed Time) or OET (Observation Elapsed Timmaybe de- The time reference value isot requiredto be present in an

fined for practical reasons. In those cases the time refereftPy- However, if the time reference point is specified explic

value (see SecE_9.2.2hall notbe applied to the values, andtly it mustbe expressed in one of ISO-8601, JD, or MJD. These

it is stronglyrecommendethat such time scales be provided a&eference valuesust onlybe applied to time values associated
alternate time scales, with a defined conversion to a rezegni With 0ne of the recognized time scales listed in Table 30thad

time scale. time scalemustbe specified explicitly or implicitly as explained

in Sect[9.211.

It is useful to note that while UT1 is, in essence, an angle (of
the Earth’s rotation +e.,aclock), the others are Sl-second coun-  The reference point in time, to which all times in the HDU
ters chronometers UTC, by employing leap seconds, serves aare relative shall be specified through one of three keywords
a bridge between the two types of time scales. specified below.
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MIDREF - [floating-point]; default® . 8] The value field of this
keyword shall contain the value of the reference time in
MJD.

JDREF — [floating-point; default: none] The value field of this
keywordshall contain the value of the reference time in JD. . .
The reference position valumay be a standard location

DATEREF — [datetime; default: none] The value field of this kGY(such as’ GEOCENTER’ or * TOPOCENTER’) or a point in space
word shall contain a character-string representation of thesfined by specific coordinates. In the latter case one shimuld
reference time in 1ISO-8601 format. aware that a (three-dimensional) spatial-coordinate érageds

) o _to be defined that is likely to beféierent from the frame(s) with
MIDREF andJDREF may, for clarity or precision reasons, be splityhich the data are associated. Note tHERPOCENTER’ is only
into two keywords holding the integer and fractional paefs&s moderately informative if no observatory location is pited
rately. or indicated. The commonly allowed standard values are show
] ] ) in Table[31. Note that for the gaseous planets the baryceoter

MIDREFI — [integer; default®] The value field of this keyword their planetary systems, including satellites, are useddgious
shall contain the integer part of reference time in MJD.  reasons. While it is preferable to spell the location nametsro

MIDREFF — [floating-point; default® . 8] The value field of this full, in order to be consistent with the practice.of Greiséale
keywordshall contain the fractional part of reference time i{2006) the values are allowed to be truncated to eight ctensac
MJD. Furthermore, in order to allow for alternative spellingslyothe

JDREFT — [integer; default: none] The value field of this key_flrst three characters of all these valisbsll be considered sig-

word shall contain the integer part of reference time in JD. nificant. The value of the keyworshall be case-sensitive.

JDREFF — [floating-point; default: none] The value field of this
keywordshall contain the fractional part of reference time in

TRPOSN — [string; default:’ TOPOCENTER’] The value field of
this keywordshall contain a character-string code for the
spatial location at which the observation time is valid.sThi
table keywordshall overrideTREFPOS.

Table 31: Standard Time Reference Position Values

Jb. Valuet  Meaning

If [M]JIDREF and both [M]JDREFI and [M]JDREFF are "TOPOCENTER’  Topocenter: the location from where the ob-
present, the integer and fractional valsbsll have precedence + GEOCENTER” éeégiggpe‘r"’as made (default)
over the single value. If the single value is present with ohe "BARYCENTER’  Barycenter of the Solar System
the two parts, the single valshallhave precedence. Inthe fol-  »ggrocaTaBLE’  Relocatable: to be used for simulation data
lowing, MJDREF and JDREF refer to their literal meaning or the only
combination of their integer and fractional parts. If a herad "CUSTOM’ A position specified by coordinates that is

contains more than one of these keywortiBREF shall have
precedence oveDATEREF and MIDREF shall have precedence
over both the others. If none of the three keywords is present

not the observatory location

Less-common, but allowed standard values

there is no problem as long as all times in the HDU are ex- ’HELIOCENTER’

pressed in ISO-8601; otherwi¥a@DREF = 0. ® mustbe assumed. GALACTIC’
If TREFPOS = ’*CUSTOM’ (Sect[9.2.), itis legitimate for none of ’EMBARYCENTER’
the reference-time keywords to be present, as one may assume  MERCURY’
the data are from a simulation. Note that tredueof the refer- Yﬁﬂgs,
ence time has global validity for all time values, but it does$ ,JUPITEE,
have a particular time scale associated with it. ' SATURN’
"URANUS’

'NEPTUNE’

Heliocenter

Galactic center

Earth-Moon barycenter

Center of Mercury

Center of Venus

Center of Mars

Barycenter of the Jupiter system
Barycenter of the Saturn system
Barycenter of the Uranus system
Barycenter of the Neptune system

9.2.3. Time reference position

An observation is an event in space-time. The referenceiposi Notes."Recognized values faREFPOS, TRPOSN; only the first three
specifies the spatial location at which the time is validhait characters of the values are significant and Solar Systeatiéns are
where the observation was made or the point in space for whighspecified in the ephemerides.

light-time corrections have been applied. When recorded as

global keyword, the time reference positishall be specified
by the following keyword.

The reader is cautioned that time scales and reference po-
sitions cannot be combined arbitrarily if one wants a clock
that runs linearly afREFPOS. Table[32 provides a summary

TREFPOS — [string; default:’ TOPOCENTER’]. The value field of compatible combinations:BARYCENTER’ should only be

of this keywordshall contain a character-string code for thaised in conjunction with time scalesSDB’ and *TCB’, and

spatial location at which the observation time is valid. Thehould be the only reference position used with these time

valueshouldbe one of those given in Taljlel31. This keywordcales. With proper caréGEOCENTER’, *TOPOCENTER’, and
shallapply to time-coordinate axes in images as well. ’EMBARYCENTER’ are appropriate for the first ten time scales
in Table[30. However, relativisticfiects introduce a (generally

In binary tables, dferent columnsnayrepresent completely linear) scaling in certain combinations; highly eccensiiace-
different Time Coordinate Frames. However, each column ceraft orbits are the exceptions. Problems will arise whangus
have only one time reference position, thus guaranteaiegti a reference position on another Solar System body (incfudin
ity (see Secf{. 9.2]1). "HELIOCENTER’). Therefore, it isrecommendetb synchronize
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Table 32: Compatibility of Time Scales and Reference Rwssti careful with the use of théCUSTOM’ value and not confuse it
with > TOPOCENTER’, as use of the latter imparts additional in-

Reference Time scale formation on the provenance of the data.
Position TT,TDT  TCG TDB TCB LOCAL ITRS coordinatesX,Y,Z) may be derived from geodetic co-
TAI, IAT ordinates I,B,H) through:
GPS

UuTC, GMT X = (N(B) + H) cos() cosB)
’ TOPOCENTER’ t Is
’GEOCENTER’ Is c Y = (N(B) + H) sin(L) cosB)
" BARYCENTER’ Is c
"RELOCATABLE’ c Z = (N(B)(1 - €?) + H) sin(B)
Other re re

where:
Notes.MLegend (combination isot recommendeifithere is no entry); a

c: correct match; reference position coincides with theiapatigin of N(B) = ———
the space-time coordinates;correct match on Earth’s surface, other- A /1 -2 sinZ(B)
wise usually linear scalinds: linear relativistic scalingre: non-linear

relativistic scaling®All other locations in the Solar System. & = 2f _ f2

the local clock with one of the time scales defined on the Esarth, i< 1o semi-major axis, and is the inverse of the in-

surface,’TT", *TAL", "GPS’, or "UTC’ (in the last case: beWareverse flattening. Nanosecond precision in timing requines t

of leap seconds). This is common practice for spacecratkslo pccr_ 151 1] be expressed in a geodetic reference frame de-
Locally, such a clock will not appear to run at a constant, ta¢e fined after 1984 in order to be Siciently accurate
cause of variations in the gravitational potential and irtiors '

with respect to Earth, but thetects can be calculated and are
probably small compared with errors introduced by the alier 9.2.4. Time reference direction
tive: establishing a local time standard.

In order to provide a complete descriptigrOPOCENTER’
requires the observatory’s coordinates to be specifiedreTh
are three options(a) the ITRS Cartesian coordinates define
in Sect.[8.4.1 @BSGEO-X, OBSGEO-Y, OBSGEO-Z), which are
strongly preferred (b) a geodetic latitugéongitudeelevation
triplet (defined below); ofc) a reference to an orbit-ephemeri
file. A set of geodetic coordinates is recognized by the ¥alhgy
keywords.

If any pathlength corrections have been applied to the time
gtamps (i.e., if the reference position is HAOPOCENTER’ for
bservational data), the reference direction that is usedlcu-
ating the pathlength delashouldbe provided in order to main-
tain a proper analysis trail of the data. However, this iSulse
only if there is also information available on the locatioarh
where the observation was made (the observatory locafite).
direction will usually be provided in a spatial-coordin&teme
that is already being used for the spatial metadata, althdug
OBSGEO-B — [floating-point] The value field of this keyword cOnceivable that multiple spatial frames are involved, sgher-
shall contain the latitude of the observation in deg, witif@l ICRS coordinates for celestial positions, and Caaresiks
North positive. or_spacecraft ephemerls. The time reference directios doé
by itself provide s#ficient information to perform a fully correct

OBSGEO-L — [floating-point] The value field of this keyword {ransformation; however, within the context of a specifialgsis
shall contain the longitude of the observation in deg, WitRyironment it should sfice.

East positive. The uncertainty in the reference directioffiegts the errors
OBSGEO-H — [floating-point] The value field of this keyword in the time stamps. A typical example is provided by barydent
shall contain the altitude of the observation in meters. corrections where the time error is related to the positioore

An orbital-ephemeris file can instead be specified. ten(Ms) < 2.4 pos(arcsec)

OBSORBIT — [string] The value field of this keyworshallcon- The reference direction is indicated through a referenapés
tain the character-string URI, URL, or the name of an orbigific keywords. These keyworasayhold the reference direction
ephemeris file. explicitly or (for data inBINTABLE extensions) indicate columns

holding the coordinates. In event lists where the indivighinen-
Beware that only one set of coordinates is allowed in a givédins are tagged with a spatial position, those coordinai@s
HDU. Cartesian ITRS coordinates are the preferred cootelinave been used for the reference direction and the refevétice
system; however, when using these in an environment reqyibint to the columns containing these coordinate values. Th
ing nanosecond accuracy, one should take care to distmguigne reference directioshall be specified by the following key-
between meters consistent with TCG or with TT. If one usegord.
geodetic coordinates, the geodetic altittGBSGEO-H is mea-
sured with respect to the 1AU 1976 ellipsoid, which is definedTREFDIR — [string] The value field of this keyworshall con-
as having a semi-major axis of 6 378 140 m and an inverse flat- tain a character string composed of: the name of the key-
tening of 298.2577. word containing the longitudinal coordinate, followed by a
A non-standard location indicated byCUSTOM’ must be comma, followed by the name of the keyword containing the
specified in a manner similar to the specification of the cbser latitudinal coordinate. This reference directimallapply to
vatory location (indicated by TOPOCENTER’). One should be time-coordinate axes in images as well.
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In binary tables, dferent columnsnayrepresent completely Table 34: Recommended time units
different Time Coordinate Frames. However, also in that situ-

ation the condition holds that each column can have only one Value  Definition
Time Reference Direction. Hence, the following keywondy s’ second (default)
overrideTREFDIR. d’ day & 86,400 s)
a’ (Julian) year £ 365.25 d)
TRDIRN— [string] The value field of this keyworshall contain ey’ (Julian) century£ 100 a)
a character string consisting of the name of the keyword or -
column containing the longitudinal coordinate, followed b The following values are also acceptable.
a comma, followed by the name of the keyword or column ‘min’  minute € 60 s)
containing the latitudinal coordinate. This referencesdhir 'h’ day (= 86,400 s)
tion shall apply to time-coordinate axes in images as well. yr’ éJ)uIian) year£ 'a’ = 365.25
ta’ tropical year
9.2.5. Solar System ephemeris "Ba’ Besselian year

If applicable, the Solar System ephemeris used for calogjat

pathlength delayshouldbe identified. This is particularly perti- ~ The use of'ta’ and’Ba’ is not encouraged, but there are

nent when the time scale ISCB’ or ’TDB’. The ephemerides data and applications that require the use of tropical years

that are currently most often used are those from JPL (2B)14aBesselian epochs (see Sdci. 9.1.2). The length of the &iopic
The Solar System ephemeris used for the data (if requirgar,’ ta’, in days is:

shallbe indicated by the following keyword.

PLEPHEM — [String; default: ’DE4®5’] The value field of 1ta = 36524219040211236 0.00000615251349
this keywordshall contain a character string thahould '

1072 -10 13

represent a recognized designation for the Solar System —6.0921x 1077 T + 2.6525x 10T~ (d)

ephemeris. Recognized designations for JPL Solar System L _ L o

ephemerides that are often used are listed in Table 33. whereT is in Julian centuries since J2000, using time scale TDB.
The length of the Besselian year in days is:

Table 33: Valid Solar System ephemerides 1Ba= 3652421987817 0.00000785423 (d)
Value Reference whereT is in Julian centuries since J1900, using time scale ET,
"DE200°  [Standish[(1990); considered obsolete, but still in use although for these purposes théfeience with TDB is negligi-
"’DE405’°  [Standish|(1998); default ble.

'DE421”  |Folkner, et al..(2009) Readers are cautioned that the subject of tropical and
"DE430°  |Folkner, et al.|(2014)

, , Besselian years presents a particular quandary for thefispec
,DE431, Eolkner, et al. (2014) cation of standards. The expressions presented here areotie
DE432 Folkner, et al.[(2014) - . .
accurate available, but are applicable for use when cigpdtita
files (which is strongly discouraged), rather than for ipteting
Future ephemerides in this serigsall be accepted and rec-existing data that are based upon these units. _Howevee mer_
ognized as they are released. Additional ephemeridesrdesigno guarantee that the authors of the data applied theseyarti
tionsmaybe recognized by the IAUFWG upon request. lar definitions. Users are therefore advised to pay closatin
and attempt to ascertain what the authors of the data resdig.u

9.3. Time unit

. 9.4. Time offset, binning, and errors
When recorded as a global keyword, the unit used to express 9

time shall be specified by the following keyword. 9.4.1. Time offset

TIMEUNIT — [string; default:’s’] The value field of this key- A uniform clock correctiormaybe applied in bulk with the fol-
word shall contain a character string that specifies the timewing single keyword.
unit; the valueshouldbe one of those given in Tallel34. This
time unitshallapply to all time instances and durations that;
do not have an implied time unit (such as is the case for JD
MJD, ISO-8601, J and B epochs). If this keyword is absent
’s’ shallbe assumed.

IMEOFFS — [floating-point; default®.0] The value field of

' this keywordshall contain the value of theffset in time

' thatshall be added to the reference time, given by one of:
MIDREF, JDREF, or DATEREF.

In an appropriate context, e.g., when an image has a time axis

TIMEUNIT may be overridden by th&UNITia keywords and The time dfset may serve to set a zero-poifiiset to a rela-

their binary-table equivalents (see Tablé 22). tive time series, allowing zero-relative times, or justhegpre-
The specification of the time unit allows the values definegsion, in the time stamps. Its default value is zero. Theealf

in|Greisen & Calabretta (2002), shown in Tablé 34, with the athis keyword #fects the values AfSTART, andTSTOP, as well as

dition of the century. See also Selci.14.3 for generalitiemuib any time pixel values in a binary table. However, this canstr

units. mayonly be used in tables amdust notbe used in images.
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9.4.2. Time resolution and binning

Table 35: Keywords for global time values

The resolution of the time stamps (the width of the time samgyword

Notes

pling function)shall be specified by the following keyword.

TIMEDEL — [floating-point] The value field of this keyword
shall contain the value of the time resolution in the units of
TIMEUNIT. This construct, when presestall onlybe used
in tables andnust note used in images.

DATE-BEG
DATE-AVG

In tables this may, for instance, be the size of the bins foeti
series data or the bit precision of the time-stamp values.

When data are binned in time bins (or, as a special case,

DATE
DATE-OBS

Defined in Secf.4.412.

Defined in Sect[4.4]12. Keyword value was not re-
stricted to mean the start time of an observation, and
has historically also been used to indicate some form
of mean observing date and time. To avoid ambiguity
useDATE-BEG instead.

Defined in this section.

Defined in Sect_8.411. The method by which aver-
age times should be calculated is not defined by this
Standard.

events are tagged with a time stamp of finite precision) imis i DATE-END  Defined in this section.

portant to know to the position within the bin (or pixel) to ich %g‘ggg ngzgg :2 tsh?gts‘__eaéﬁbn
oL ele elhes LOral SO0 1304 Delnid n SecCHAL The method by which aver.
. ' P 2 Y g age times should be calculated is not defined by this

effectively truncations, not rounded values, and thereforeeeo Standard.

spond to the lower bound of the pixel. MID-END  Defined in this section.

TSTART Defined in this section.

TIMEPIXR — [floating-point; default®.5] The value field of  TSTOP Defined in this section.

this keywordshall contain the value of the position within

the pixel, from 0.0 to 1.0, to which the time-stamp refers,1g_grg —

This construct, when preserghall only be used in tables
andmust note used in images.

A value of 8.8 may be more common in certain contexts, e.g.
when truncated clock readings are recorded, as is the case
almost all event lists.

9.4.3. Time errors

The absolute time error is the equivalent of a systematiorerr
shallbe given by the following keyword.

FATE-END —

[datetime] The value field of this keywoshall
contain a character string in ISO-8601 format that specifies
the start time of data acquisition in the time system spetifie
by theTIMESYS keyword.

[datetime] The value field of this keywoshall
contain a character string in ISO-8601 format that specifies
the stop time of data acquisition in the time system specified
by theTIMESYS keyword.

MID-BEG — [floating-point] The value field of this keyword

shallcontain the value of the MJD start time of data acquisi-
tion in the time system specified by tmEMESYS keyword.

MID-END — [floating-point] The value field of this keyword

TIMSYER - [floating-point; defaultd.] The value field of this
keywordshall contain the value of the absolute time error, in
units of TIMESYS.

shallcontain the value of the MJD stop time of data acquisi-
tion in the time system specified by tmEMESYS keyword.

TSTART — [floating-point] The value field of this keyworghall

This keywordmay be overridden, in appropriate context (e.g.,
time axes in image arrays or table columns; by@R€ERia key-
words and their binary-table equivalents (see Table 22).

The relative time error specifies accuracy of the time stamps

contain the value of the start time of data acquisition irtaini
of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF and
TIMEOFFS, in the time system specified by tlEMESYS key-
word.

relative to each other. This error will usually be much serall TSTOP — [floating-point] The value field of this keyworshall

than the absolute time error. This error is equivalent tanaoan
error, andshall be given by the following keyword.

TIMRDER - [floating-point; defaultd.] The value field of this
keywordshall contain the value of the relative time error, i.e.
the random error between time stamps, in unitSIMESYS.

contain the value of the stop time of data acquisition ingunit
of TIMEUNIT, relative toMJDREF, JDREF, or DATEREF and
TIMEOFFS, in the time system specified by tiEMESYS key-
word.

The alternate-axis equivalent keywords BENTABLE ex-

This keywordmay be overridden, in appropriate context (e.g{€nsions,bOBSn, MIDOBn, DAVGN, and MJDAn, as defined in

time axes in image arrays or table columns; by@RBERia key-

Table[22, are also allowed. Note that of the above @SIJART

andTSTOP are relative to the time reference value. As in the case
of the time reference value (see Séct. 9.2.2), the JD values s
persede DATE values, and MJD values supersede both, in cases
where conflicting values are present.

The time keywords in TablEB5 are likely to occur in headers It should pe noted that, although they do notlrepresentgloba
even when there are no time axes in the data. ExceiiApg, tme values withinan HDU, theRVALia andCDELTia keywords,
they provide the top-level temporal bounds of the data in tg@_d their binary-table equivalents (see Tdble 22), alsresgmt
HDU. As noted before, they may also be implemented as tatyRinary) time values. They should be handled with the same ca
columns. Keywords not previously described are definedagelo'©9arding precision when combining them with the time refer
all are included in the summary Tafilg 22. ence value, as any other time value.

words and their binary-table equivalents (see Table 22).

9.5. Global time keywords
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Finally, Julian and Besselian epochs  (sepitfalls and subtleties that make this seemingly simplecepi
Sects.[9.1]2 an@_39.3)nay be expressed by these two keytreacherous. Because of their crucial role and common ege, k
words — to be used with great caution, as their definitions amdrds are defined below to record exposure and elapsed time.

more complicated and hence their use more prone to confusion . _ _ _
XPOSURE — [floating-point] The value field of this keyword

JEPOCH — [floating-point] The value field of this keywoshall shall contain the value for thefkective exposure duration
contain the value of the Julian epoch, with an implied time  for the data, corrected for dead time and lost time in thesunit
scale of’ TDB. of TIMEUNIT. If the HDU contains multiple time slices, this

BEPOCH — [floating-point] The value field of this keywoshall valueshall be the total accumulated exposure time over all
contain the value of the Besselian epoch, with an implied slices.
time scale of ET". TELAPSE — [floating-point] The value field of this keyword

|.shall contain the value for the amount of time elapsed, in
the units ofTIMEUNIT, between the start and the end of the
observation or data stream.

When these epochs are used as time stamps in a table co
umn, their interpretation will be clear from the context. &vh
the keywords appear in the header without obvious conteay, t

m.iﬁ’tbe fr.egzérgeg f%ts. equ|V?Ien:]§ItAfTE}OI?§[ﬁngMgD—OtBti, |.e.,f Durationsmust notbe expressed in 1SO-8601 format, but
with no fixed definition as to what part ot (n€ dataset theyrre eonIy as actual durations (i.e., numerical values) in thdésuof

the specified time unit.

9.6. Other time-coordinate axes Good-Time-Interval (GTI) tables are common for exposures

) ) with gaps in them, particularly photon-event files, as theken
There are a few coordinate axes that are related to time ad {yossible to distinguish time intervals with “no signateleted”
are accommodated in this Standard: (tempguhBsetimelag  from “no data taken.” GTI tables iRINTABLE extensionsnust
and frequency Phase results from folding a time series on ggntain two mandatory columrTART andSTOP, andmaycon-
given period, and can appear in parallel witme as an alter- 5in oneoptionalcolumn WEIGHT. The first two define the inter-
nate description of the same axis. Timelag is the coordquatevaL the third, with a value between 0 and 1, the quality ofitie
cross- and auto-correlation spectra. The tempfreguencyis terval;i.e.,a weight of 0 indicates Bad Time-Interval WEIGHT
the Fourier transform equivalent of time and, particulatfie nas a default value of 1. Any time interval not covered in the

coordinate axis of power spectra; spectra where the depéndgp|eshallbe considered to have a weight of zero.
variable is the electromagnetic field are excluded heresbat

Greisen et al.[ (2006). These coordinate aslesll be specified _
by giving CTYPEi and its binary-table equivalents one of the val9.8. Recommended best practices

ues:’PHASE’, *TIMELAG’, or ’FREQUENCY’. T : S Al ; ;
) . ; . : -he following guidelines should be helpful in creating dated-
Timelag units are the regular time units, and the basic upjts \yith a complete and correct time representation.
for frequency is’Hz’. Neither of these two coordinates is a lin-

ear or scaled transformation of time, and therefore carp#ar  _ The presence of the informatiorBATE keyword isstrongly

in parallel with time as an alternate description. That igiven recommendeih all HDUSs.

vector of values for an observable can be paired with a ceordiL. one or more of the informational keyword®TE-xxxx
nate vector of time, or timelag, or frequency, but not withreno  angor M3D-xxxx shouldbe present in all HDUs whenever a
than one of these; the three coordinates are orthogonal. _ meaningful value can be determined. This also applies, e.g.
. Phase can appearin parallel with time as an alternate gescri  tg catalogs derived from data collected over a well-defined
tion of the same axis. Phaskall be recorded in the following  time range.

keywords. — The global keyword'IMESYS is strongly recommended

CzPHSia — [floating-point] The value field of this keywoshall  — 1" globald kgywordS{JDREF or JDREF or DATEREF are
contain the value of the time at the zero point of a phase axis. [EcOMMeNaea. .
Its unitsmaybe ’deg’, rad’, or ’ turn’. — The remaining informational and global keywosd®uldbe

CPERIia — [floating-point] The value field of this keyword, if present whenever applicable.
presenshall contain the value of the period of a phase axis:™ Al cqntext-spemﬂc keywordshallbe present as needed and
This keyword can be used only if the period is a constant; if requiredby the context of the data.
that is not the case, this keywostiouldeither be absent or
set to zero. 9.8.1. Global keywords and overrides

CzpHSia may instead appear in binary-table fornT€ZPHn, For reference to the keywords that are discussed here, see
TCZPna, iCZPHN, andiCZPna CPERIia mayinstead appear in Table[22. The globally applicable keywords listed in SecafB
binary-table formsICPERN, TCPRna, iCPERN, andiCPRNa The the table serve as default values for the correspondingnd
phase, period, and zero postiall be expressed in the globallyTc* keywords in that same section, but only when axis and col-
valid time reference frame and unit as defined by the global keumn specifications (including alternate coordinate deding)
words (or their defaults) in the header. use a time scale listed in Talle]30, or when the corresponding
CTYPE or TTYPE keywords are set to the valu@IME’. Any al-
ternate coordinate specified in a non-recognized time ssle
sumes the value of the axis pixels or the column cells, optign
There is an extensive collection of header keywords that inanodified by applicable scaling afod reference value keywords;
cate time durations, such as exposure times, but there arng msee also Sedi. 9.2.1.

9.7. Durations
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9.8.2. Restrictions on alternate descriptions essarily expected to support these capabilities. Extertiladies
are available to compress and decompFd$s$filesH.

An image will have at most one time axis as identified by hav-

ing the CTYPEi value of "TIME’ or one of the values listed in

Table[30. Consequently, as long as the axis is identifiedititro

CTYPEI, there is no need to have axis-number identificatiofy, o following describes the process for compressing
on the global time-related keywords. It is expressly praét ,_dimensional FITS images and storing the resulting byte
to specify more than one time reference position on this adgeam in a variable-length column inF4TS binary table, and
for alternate time-coordinate frames, since this woul@gige {4 preserving the image header keywords in the table header
to complicated model-dependent non-linear relations &€w The general principle is to first divide tme-dimensional image
these frames. Hence, time scal@®B’ and’TCB’ (or 'ET’, 10 it g rectangular grid of subimages or “tiles.” Each tiléhien
its precisionymaybe specified in the same image, but cannot k& mpressed as a block of data, and the resulting compressed
combined with any of the first nine time scales in Table 30sé0p\te stream is stored in a row of a variable-length column
first nine can be expressed as linear transformations of e@,&‘a FITS binary table (see Sedi_7.3). By dividing the image
other, too, provided the reference position remains ungddn o tiles it is possible to extract and decompress submesti
Time scale’LO(;AL’ is by itself, intended for simulations, andyf the image without having to decompress the whole image.
should nobe mixed with any of the others. The default tiling pattern treats each row of a two-dimenalo
image (or higher-dimensional cube) as a tile, such that each
i tile containsNAXIS1 pixels. This default may not be optimal
9.8.3. Image time axes for some applications or compression algorithms, so angroth

. . . rectangular tiling pattermay be defined using keywords that
Sect[8.2 requires keywordBVALia to be numeric and they can- e gefined below. In the case of relatively small images it ma

not be expressed in ISO-8601 format. Therefore ieiguired g ;06 to compress the entire image as a single tile, resulting

that CRVALia contain the elapsed time in units DIMEUNIT or 5 output binary table containing a single row. In the azse

CUNITia, even if the zero point of time is specified DYTEREF.  yree.dimensional data cubes, it may be advantageousab tre
If the image does not use a matrix for scaling, rotation, argg

: . > ch plane of the cube as a separate tile if application acdtw
shear|(Greisen & Calabretta_200ZDELTia provides the nu- nically needs to access the cube on a plane-by-plane basis
meric value for the time interval. If theC form of scaling, ro-
tation, and shear (Greisen & Calabretta 2002) is uSkHL.Tia
provides the numeric value for the time interval, &@dj, where 10.1.1. Required keywords

i = j = the index of the time axis (in the typical case of an im- . .
age cube with Axis 3 being timé, = | = 3) would take the I addition to the mandatory keywords RINTABLE extensions

exact value 1, the default (Greisen & Calabietta 2002). whée Secl.Z.3.1) the following keywords are reserved ferinis
the CDij form of mapping is usedDij provides the numeric the header of &I TSbhinary-table extension to describe the struc-

value for the time interval. If one of the axes is time and thg/ré of a valid compressedTSimage. All are mandatory.
matrix form is used, then the treatment of #@ _ja (or CDi_ja) _ _ _
matrices involves at least a Minkowsky metric and Lorersns$s  ZIMAGE — [logical; valueT] The value field of this keyword

formations (as contrasted with Euclidean and Galilean). shall contain the logical valu& to indicate that the=ITS
binary-table extension contains a compressed image, and

that logically this extensioshouldbe interpreted as an im-
age rather than a table.

ZCMPTYPE — [string; default: none] The value field of this key-
word shall contain a character string giving the name of the
algorithm that was used to compress the image. Only the val-
ues given in Table_36 are permitted; the corresponding algo-

following sections describe compressed representatibdata rithms are described in SeEL.10.4. Other algorithms may be

in FITS images anBINTABLE extensions that preserve meta- added in _the future. i _

data and allow for full or partial extraction of the origimidtaas ZBITPIX — [integer; default: none] The value field of this key-
necessary. The resultifd TSfile structure is independentofthe ~ Word shall contain an integer that gives the value of the
specific data-compression algorithm employed. The impleme ~ BITPIX keyword in the uncompressédTSimage.

tation details for some compression algorithms that areelyid zZNAXIS — [integer; default: none] The value field of this key-
used in astronomy are defined in Séct. 110.4, but other compres word shall contain an integer that gives the value of the
sion techniques could also be supported. Sed-tfi& conven- NAXIS keyword (i.e., the number of axes) in the uncom-
tion by/White et al.|(2013) for details of the compressiorhtec  pressedFITSimage.

nigues, but beware that the specifications in this Stanstaa
supersede those in the registered convention.

10.1. Tiled image compression

10. Representations of compressed data

Minimizing data volume is important in many contexts, parti
ularly for publishers of large astronomical data colleetioThe

ZNAXISn — [integer; indexed; default: none) The value field of
these keywordshall contain a positive integer that gives the
Compression ofITS files can be beneficial for sites that value of the correspondirgpaXISn keywords (i.e., the size
store or distribute large quantities of data; the presecticse of Axis n) in the uncompressddTSimage.
provides a standard framework that addresses such neeids- As
plementation of compressi@ecompression codes can be quite!® e.g. fpack/funpack, seehttps://heasarc.gsfc.nasa.gov/
complex, not all software for reading and writif TS is nec- fitsio/fpack/
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The comment fields for th8ITPIX, NAXIS, and NAXISn The following keywords are reserved to preserve a verbatim
keywords in the uncompressed imagl@uldbe copied to the copy of thevalue and comment fielder keywords in the orig-
corresponding fields in th@BITPIX, ZNAXIS, and ZNAXISn inal uncompresse#ITS image that were used to describe its
keywords. structure. These optional keywords, when pressmd|l be used
when reconstructing an identical copy of the origiRBTSHDU
of the uncompressed image. Thehould notappear in the com-
pressed image header unless the corresponding keywords wer
The compressed image tilesustbe stored in the binary table Presentin the uncompressed image.
in the same order that the first pixel in each tile appearseén th
FITSimage; the tile containing the first pixel in the imageist . - )
appear in the first row of the table, and the tile containing th mhustcontam the \(/ja_lue of the originalIMPLE keyword in
last pixel in the imagenustappear in the last row of the binary the uncompressed image.
table. The following keywords are reserved for use in desngi ~ ZEXTEND — [string] The value field of this keyworthustcon-

10.1.2. Other reserved keywords

ZSIMPLE — [logical; valueT] The value field of this keyword

compressed images storeBINTABLE extensions; thegnaybe tain the value of the origin&XTEND keyword in the uncom-
present in the header, and their values depend upon the type o pressed image.
image compression employed. ZBLOCKED — [logical] The value field of this keywonshustcon-
tain the value of the origina@BLOCKED keyword in the un-
ZTILEn — [integer; indexed; default for n > 1] The value compressed image.

field of these keywords (whereis a positive integer index ;renston —
that ranges from 1 tBNAXIS) shallcontain a positive integer
representing the number of pixels along Arisf the com-
pressed tiles. Each tile of pixetsustbe compressed sepa- i i )
rately and stored in a row of a variable-length vector columrZPCOUNT — [integer] The value field of this keywordustcon-

in the binary table. The size of each image dimension (given &in the originalPCOUNT keyword in the uncompressed im-
by ZNAXISn) need not be an integer multiple BfILEN, and age.

if it is not, then the last tile along that dimension of the im- ZGCOUNT — [integer] The value field of this keywomustcon-
age will contain fewer image pixels than the other tileshéf t tain the originalGCOUNT keyword in the uncompressed im-
ZTILEn keywords are not present then the default “row-by- age.

row” tiling will be assumed, i.e.ZTILEL = ZNAXIS1, and  zppcgsun — [string] The value field of this keywonshustcon-
the value of all the otheZTILEn keywordsmustequall. tain the originalHECKSUM keyword (see Sedt. 2..2.7) in the
ZNAMEi — [string; indexed; default: none] The value field of uncompressed image.

these keywords (whereis a positive integer index start- 7 rasuy — [string] The value field of this keywonhustcon-

ing with 1) shall supply the names of up to 999 algorithm- i the originaDATASUM keyword (see Sedf.4.2.2.7) in the
specific parameters that are needed to compress or decom-

. , uncompressed image.
press the image. The order of the compression parameters

may be significant, andnay be defined as part of the de-  The ZSIMPLE, ZEXTEND, andZBLOCKED keywordsmust not
scription of the specific decompression algorithm. be used unless the original uncompressed image was camtaine

ZVALI — [string; indexed; default: none] The value field of thes& the primary array of &ITS file. The ZTENSION, ZPCOUNT,
keywords (wheré is a positive integer index starting withandZGCOUNT keywordsmust nobe used unless the original un-
1) shall contain the values of up to 999 algorithm-specifiompressed image was contained irf¥AGE extension.

parameters with the same indexThe value ofZVALi may TheFITSheader of the compressed imagaycontain other
have any valiFITS data type. keywords. If aFITS primary array orIMAGE extension is com-

ZMASKCMP — [string; default: none] The value field of this keypressedduzﬁlng tr|1|e rf)rolfeduredde_scr:bgq here,stmmglfy Irgc- .
word shall contain the name of the image compression mmendedhat all the keywords (including comment fields) in

gorithm that was used to compress the optional null-pisg]e Qeader of thg o[)lgmalt;mage_, %Ixcepbt for theorinangatoyy ke
data mask. This keywordaybe omitted if no null-pixel data words mentioned above, be copied verbatim and in the same or-

. ; der into the header of the binary-table extension that ¢osita
masks appear in the table. See Seci. ID.2.2 for details. the compressed image. All these keywords will have the same

ZQUANTIZ — [string; default’ NODITHER’] The value field of meaning and interpretation as they did in the original image
this keywordshallcontain the name of the algorithm that wagven in cases where the keyword is not normally expected to
used to quantize floating-pointimage pixels into integér vagccur in the header of a binary-table extension (e.g BEGALE
ues, which were then passed to the compression algorithnagiBZERO keywords, or the world-coordinate-system keywords
discussed further in Se€t. 1D.2. If this keyword is not pmése sych a<CTYPEN, CRPIXN, andCRVALN).
the default is to assume that no dithering was applied during

quantization. 10.1.3. Tabl |
ZDITHERO — [integer; default: none] The value field of this key- abie colimns

word shall contain a positive integer (that may range from ITwo columns in thé=ITSbinary table are defined below to con-
to 10000 inclusive) that gives the seed value for the randdain the compressed image tiles; the order of the columrisain t
dithering pattern that was used when quantizing the floatingble is not significant. One of the table columns descrilpes o
point pixel values. This keyworthaybe absent if no dither- tional content; but when this column appeamniistbe used as
ing was applied. See Selct. 10.2 for further discussion.  defined in this section. The column names (given byTtrePEN

[string] The value field of this keywonshustcon-
tain the originalXTENSION keyword in the uncompressed
image.
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keyword) are reserved; they are shown here in upper-caseslet value. However, these pixel values will be altered whengisin
but case is not significant. the quantization method described in Séct. 110.2 to compress
floating-point images. The value of the undefined pixeéy/be
COMPRESSED_DATA — [variable-lengthrequired Each row of preserved in the following way.
this columnmustcontain the byte stream that is generated
as a result of compressing the corresponding image tile. THEBLANK — [integer;optional When present, this columshall
data type of the column (as given by thEORMN keyword) be used to store the integer value that represents undefined
mustbe one of’ 1PB’, "1PI’, or *1PJ’ (or the equivalent pixels in the scaled integer array. Thecommendedalue
"1QB’, ’1QI’, or '1QJ’), depending on whether the com-  for ZBLANK is —2147483648, the largest negative 32-bit in-
pression algorithm generates an output stream of 8-bisbyte teger. If the same null value is used in every tile of the im-
or integers of 16, or 32 bits respectively. age, therzBLANK maybe given in a header keyword instead
of a table column; if both a keyword and a table column
When using the quantization method to compress floating- namedzBLANK are present, the values in the table column
point images that is described in Séct. 10.2, it sometimgs ma mustbe used. If there are no undefined pixels in the image
not be possible to quantize some of the tiles (e.g., if thgeai thenZBLANK is not requiredto be present either as a table
pixels values is too large or if most of the pixels have thesam column or a keyword.
value and hence the calculated RMS noise level in the tile is
close to zero). There also may be other rare cases wherertiie no  If the uncompressed image has an integer data type
inal compression algorithm cannot be applied to certa@stiin - (ZBITPIX > 0) then the value of undefined pixels is given by the
these cases, an alternate techniopag’be used in which the raw BLANK keyword (see Sedf_3.3), whishouldbe used instead of
pixel values are losslessly compressed with the Gzip alyori  zZBLANK.
) ) When using some compression techniques that do not ex-
GZIP_COMPRESSED DATA [variable-lengthpptional Ifthe raw  actly preserve integer pixel values, it may be necessariote s
pixel values in an image tile are losslessly compressed Wite |ocation of the undefined pixels prior to compressingrtie
the Gzip algorithm, the resulting byte streamistbe stored age. The locationmaybe stored in an image mask, whigtust
in this column (with & 1PB” or * 1QB’ variable-length array- jtself be compressed and stored in a table column with the fol
column format). The CO”espOﬂdil@gMPRESSED_DATA col- |Owing definition. See Semz for more details.
umn for these tilegnustcontain a null pointer (i.e., the pair

of integers that constitute the descriptor for the colunust  NULL_PIXEL_MASK — [integer arrayoptional When present,

both have the value zero: see Sect. 7.3.5). this columnshall be used to store, in compressed form, an
) ) image mask with the same original dimensions as the un-
The compressed data columns described abuaguse ei- compressed image, that records the location of the undefined
ther the’ 1P’ or ’ 1Q’ variable-length arraf#ITScolumn format pixels. The process defined in Séct_10.8n2ll be used to
if the size of the heap in the compressgddiSfile is < 2.1 GB. If construct the compressed pixel mask.
the the heap is larger than 2.1 GB, then th’ format (which
uses 64-bit pointerspustbe used. Additional columnsmay be present in the table to supply

When using theoptional quantization method described ingther parameters that relate to each image tile. Howeveseth
Sect.[I0.P to compress floating-point images, the followinghrametershould notbe recorded in the image HDU when the
columns areequired uncompressed image is restored.

ZSCALE - [floating-point;optional This columnshall be used o . .
to contain linear scale factors that, along WAtERO, trans- 10.2. Quantization of floating-point data

fqrm the floating-point pixel values in each tile to integer§vhile floating-point format images may be losslessly com-

via, pressed, noisy images often do not compress very well. Highe
Fi — ZZERO compression can only be achieved by removing some of this
7) (12)  nhoise without losing the useful information content. Oneneo
ZSCALE
] o ) _ monly used technique for reducing the noise is to scale the
wherel; andF; are the integer and (original) floating-pointioating-point values into quantized integers using [Eq. &®)
values of the image pixels, respectively, andithend func-  ysing thezSCALE and ZZERO columns to record the two scal-
tion rounds the result to the nearest integer value. ing codficients that are used for each tile. Note that the absence
ZZERO — [floating-point; optional] This columshallbe used to of these two columns in a tile-compressed floating-poinigena
contain zero-point fiisets that are used to scale the floatings an indication that the image was not scaled, and was hstea
point pixel values in each tile to integers via Egl 12. losslessly compressed.
An effective scaling algorithm for preserving a speci-
Do not confuse th&SCALE and ZZERO columns with the fied amount of noise in each pixel value is described by
BSCALE andBZERO keywords (defined in Se¢f. 4.4.2) that may b&Vhite & Greenfield|(1999) and hy Pence et al. (2009). With this
present in integeFITSimages. Any such integer imagsisould method, theZSCALE value (which is numerically equal to the
normally be compressed without any further scaling, and tspacing between adjacent quantization levels) is caleditatbe
BSCALE andBZERO keywordsshouldbe copied verbatim into some fractionQ, of the RMS noise as measured in background
the header of the binary table containing the compressegdmaregions of the image. Pence et al. (2009) shows that the num-
Some images contain undefined pixel values; in uncorbper of binary bits of noise that are preserved in each pixeleva
pressed floating-point images these pixels have an IEEE NaNgiven bylogx(Q) + 1.792. TheQ value directly &ects the

lj = round(
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compressed file size: decreasiQgy a factor of two will de-
crease the file size by about one bit per pixel. In order toeaehi
the greatest amount of compression, one should use theestall

value ofQ that still preserves the required amount of photomet-

ric and astrometric precision in the image.

A potential problem when applying this scaling method to
astronomical images, in particular, is that it can lead tpstesn-
atic bias in the measured intensities in faint parts of thegen
As the image is quantized more coarsely, the measured itytens

of the background regions of the sky will tend to be biased to-

pixels in the floating-point image that are exactly equal to
0.0 are represented by the reserved val@é47483647 in

the quantized integer array. When the image is subsequently
decompressed and unscaled, these pixeistbe restored to
their original value of 0.0. This dithering option is useiil

the zero-valued pixels have special significance to the data
analysis software, so that the value of these piralst not

be dithered.

The process for generating a subtractive dither for a flgatin

wards the nearest quantize level. One veffgaive technique pointimage is the following.

for minimizing this potential bias is tditherthe quantized pixel
values by introducing random noise during the quantizgtion
cess. So instead of simply scaling every pixel value in tmeesa
way using Eql_IR, the quantized levels are randomized byusin
this slightly modified equation:

Fi — ZZERO

li = round(
ZSCALE

+R—QQ

whereR; is a random number between 0.0 and 1.0, and 0.5 is

subtracted so that the mean quantity equals 0. Then regtiien
floating-point value, the samig is used with the inverse for-
mula:

Fi = ((li — R + 0.5) * ZSCALE) + ZZERO. (14)

This “subtractive dithering” technique has theeet of dithering
the zero point of the quantization grid on a pixel-by-pixatis
without adding any actual noise to the image. The ffietog of
this is that the mean (and median) pixel value in faint region

of the image more closely approximate the value in the origi-

nal unquantized image than if all the pixels are scaled witho
dithering.

The key requirement when using this subtractive-dithering
technique is thathe exact same random-number sequence must
be used when quantizing the pixel values to integers, anchwhe

restoring them to floating-point values. While most compute

languages supply a function for generating random numbers,

these functions are not guaranteed to generate the samensequ
of numbers every time. An algorithm for generating a regdata
sequence of pseudo-random numbers is given in Appéhdisl; th
algorithmmustbe used when applying a subtractive dither.

10.2.1. Dithering algorithms

The ZQUANTIZ keyword, if presentmusthave one of the fol-
lowing values to indicate the type of quantization, if aratt
was applied to the floating-point image for compression.

"NO_DITHER’ — No dithering was performed; the floating-points'

pixels were simply quantized using Eq] 12. This optball
be assumed if thBQUANTIZ keyword is not present in the
header of the compressed floating-point image.

’SUBTRACTIVE DITHER 1’ — The basic subtractive dithering
was performed, the algorithm for which is described below.

Note that an image quantized using this technique can still

be unquantized using the simple linear scaling functiormiv
by Eq[12, at the cost of introducing slightly more noise im th
image than if the full subtractive-dithering algorithm wer

applied. 6

’SUBTRACTIVE DITHER 2’ — This dithering algorithmis iden-
tical to that for’ SUBTRACTIVE DITHER 1°, except that any

13) 2.

1. Generate a sequence of 10000 single-precision floatimg-p

random numbers, RN, with a value between 0.0 and 1.0.
Since it could be computationally expensive to generate a
unique random number for every pixel of large images, sim-
ply cycle through this look-up table of random numbers.
Choose an integer in the range 1 to 10000 to serve as an
initial seed value for creating a unique sequence of random
numbers from the array that was calculated in the previous
step. The purpose of this is to reduce the chances of apply-
ing the same dithering pattern to two images that are sub-
sequently subtracted from each other (or co-added), becaus
the benefits of randomized dithering are lost if all the Exel
are dithered in phase with each other. The exact method for
computing this seed integer is not important as long as the
value is chosen more or less randomly.

3. Write the integer seed value that was selected in thequisvi

step as the value of tt#DITHERO® keyword in the header of
the compressed image. This value is required to recompute
the same dithering pattern when decompressing the image.

4. Before quantizing each tile of the floating-point image; ¢

culate an initial value for two fiset parameterdy and |,
with the following formulae:

lo = mod(Nge — 1 + ZDITHER®, 10000)
I1 = INT(RN(lp) = 500)

(15)
(16)

whereN;e is the row number in the binary table that is used
to store the compressed bytes for that BT THERO is that
value of that keyword, and RINy) is the value of theg‘ ran-

dom number in the sequence that was computed in the first
step. Note thaty has a value in the range 0 to 9999 dad
has a value in the range 0 to 499. This method for computing
lp andl; was chosen so that aftérent sequence of random
numbers is used to compress successive tiles in the image,
and so that the sequence lefvalues has a length of order
100-million elements before repeating.

Now quantize each floating-point pixel in the tile using
Eq.[13 and using random number RN(for the first pixel.
Increment the value of; for each subsequent pixel in the
tile. If I, reaches the upper limit of 500, then increment the
value oflg and recomputé; from Eq.[16. Iflo also reaches
the upper limit of 10000, then resktto 0.

If the floating-point pixel has an IEEE NaN value, then it is
not quantized or dithered but instead is set to the reserved
integer value specified by tr#BLANK keyword. For consis-
tency, the value of; shouldalso be incremented in this case
even though it is not used.

. Compress the array of quantized integers using the ksssle

algorithm that is specified by theCMPTYPE keyword (use
"RICE_1’ by default).
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7. Write the compressed byte stream into thpressed table. Note in particular that the values of thevede
COMPRESSED DATA column in the appropriate row of column descriptor keyword&YPEn, TUNITN, TSCALN, TZERON,
the binary table corresponding to that tile. TNULLn, TDISPn, andTDIMn, as well as all the column-specific

8. Write the linear scaling and zero-point values that weedtu WCS keywords defined in thEITS Standardmusthave the
in Eq.[I3 for that tile into th&SCALE andZZERO columns, same values and data types in both the original and in the com-
respectively, in the same row of the binary table. pressed table, with the understanding that these keywpglyg a

9. Repeat Steps 4 through 8 for each tile of the image. to the uncompressed data values.

The only keywords thatust notbe copied verbatim from
10.2.2. Preserving undefined pixels with lossy compression ~ the uncompressed table header to the compressed tabler heade
] . o ) are the mandatorjyAXIS1, NAXTIS2, PCOUNT, andTFORMn key-

The undefined pixels in integer images are flagged by a reserygords, and the optiongHECKSUM, DATASUM (see SecE4.4.2.7),
BLANK value and will be preserved if a lossless compression @ndTHEAP keywords. These keywords must necessarily describe
gorithm is used.ZBLANK is used for undefined pixelsin floating-the contents and structure of the compressed table itseé. T
pointimages.) If the image is compressed with a lossy &llgori  original values of these keywords in the uncompressed table
then some other techniqueustbe used to identify the undefinedmystbe stored in a new set of reserved keywords in the com-
pixels in the image. In this case it iscommendethat the un- pressed table header. Note that there is no need to preserve a
defined pixels be recorded with the following procedure. copy of theGCOUNT keyword because the value is always equal
ﬁ?il for BINTABLE extensions. The complete set of keywords

{ have a reserved meaning within a tile-compressed yinar
%ble are given below.

1. Create an integer data mask with the same dimensions as:
image tile. t

2. For each undefined pixel in the image, set the correspgndi
mask pixels to 1 and all the other pixels to O.

3. Compress the mask array using a lossless algorithm such as
PLIO or Gzip, and record the name of that algorithm withZTABLE — [logical; value:T] The value field of this keyword

the keywordZMASKCMP. shall be T to indicate that thd=ITS binary-table extension

4. Store the compressed byte stream in a variable-lengily-ar ~ contains a compress8dNTABLE, and that logically this ex-
column calledNULL_PIXEL MASK in the table row corre- tensionshouldbe interpreted as a tile-compressed binary ta-
sponding to that image tile. ble.

ZNAXIS1 — [integer; default: none] The value field of this key-
word shall contain an integer that gives the value of the
NAXIS1 keyword in the original uncompress&dTsS table

The data mask array pixeshouldhave the shortest integer
data type that is supported by the compression algoritham (i.
usually eight-bit bytes). When decompressing the imagettie 4 S ”
softwaremustcheck if the corresponding compressed data mask Eﬁgg;r' ;rehslzégﬁ);%fgms the width in bytes of each row in the
exists with a length greater than 0, and if so, decompress the P '

mask and set the corresponding undefined pixels in the imagdAXIS2 — [integer; default: none] The value field of this key-
array to the value given by tfBLANK keyword. word shall contain an integer that gives the value of the

NAXIS2 keyword in the original uncompressé&dTsS table

) ) header. This represents the nhumber of rows in the uncom-
10.3. Tiled table compression pressed table.

The following section describes the process for comprgssinZPCOUNT — [integer; default: none] The value field of this key-
the content oBINTABLE columns. Some additional details of  word shall contain an integer that gives the value of the
BINTABLE compression may be foundin Pence etlal. (2013), but PCOUNT keyword in the original uncompress&dTsS table
the specifications in this Standastiall supersede those in the  header.

registered convention. The uncompressed tafdgy be subdi-  7rorun — [string; indexed; default: none] The value field of
vided into tiles, each containing a subset of rows, then eath these keywordshall contain the character-string values of
umn of data within each tile is extracted, compressed, avddt the correspondingFORMn keywords that defines the data

as a variable-length array of bytes in the output compretsed _type of Columm in the original uncompresséeTStable.
ble. The header keywords from the uncompressed table, with

only a few limited exceptionsshall be copied verbatim to the ZCTYPn — [string; indexed; default: none] The value field
header of the compressed table. The compressed rralséit- of these _keywordshall contain the character-string value
self be a valiFITS binary table (albeit one where the contents Mneémonic name of the algorithm that was used to compress
cannot be interpreted without decompressing the contémas) ~ Columnn of the table. The only permitted values are given in
contains the same number and order of columns as in the uncom-S8CtL1Q.315, and the corresponding algorithms are destrib
pressed table, and that contains one row for each tile of iows 1" Sectl10.4.

the uncompressed table. Only the compression algorithets sp ZTILELEN — [integer; default: none] The value field of this key-
ified in Sect[10.315 are permitted. word shall contain an integer representing the number of
rows of data from the original binary table that are contdine
in each tile of the compressed table. The number of rows
in the last tile may be fewer than in the previous tiles. Note

With only a few exceptions noted below, all the keywords and that if the entire table is compressed as a single tile, then
corresponding comment fields from the uncompressed table the compressed table will only contains a single row, and the
mustbe copied verbatim, in order, into the header of the com- ZTILELEN andZNAXIS2 keywords will have the same value.

10.3.1. Required keywords
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10.3.2. Procedure for table compression

The procedure for compressing=#T S binary table consists of
the following sequence of steps.

1. Divide table into tiles@ptional)

In order to limit the amount of data that must be managed at
one time, large-ITS tablesmay be divided into tiles, each
containing the same number of rows (except for the last tile,
whichmaycontain fewer rows). Each tile of the table is com-
pressed in order, and each is stored in a single row in the out-
put compressed table. There is no fixed upper limit on the al-
lowed tile size, but for practical purposes itecommended

that it not exceed 100 MB.

. Decompose each tile into the component columns
FITS binary tables are physically stored in row-by-row se-
quential order, such that the data values for the first row in

FZTILELN — [integer] The value field of this keywoshall
contain an integer that specifies the requested number of ta-
ble rows in each tile that are to be compressed as a group.

FZALGOR— [string] The value field of this keyworghallcon-

tain a character string giving the mnemonic name of the al-
gorithm that is requested to be used by default to compress
every column in the table. The permitted values are given in
Sect[10.3)5.

FZALGn — [string; indexed] The value fields of these key-
wordsshall contain a character string giving the mnemonic
name of the algorithm that is requested to compress
Columnn of the table. The current allowed values are the
same as for th&ZALGOR keyword. TheFZALGn keyword
takes precedence ovEZALGOR in determining which algo-
rithm to use for a particular column if both keywords are
present.

each column are followed by the values in the second ro#f.3.4. Other reserved keywords

and so on (see Se¢f._7.8.3). Because adjacent columnﬁ.i
binary tables can contain very non-homogeneous types
data, it can be challenging tdheiently compress the native
stream of bytes in thEITStables. For this reason, the table i
first decomposed into its component columns, and then e

column of data is compressed separately. This also allogils:

one to choose the mostheient compression algorithm for
each column.

. Compress each column of data

Each column of dataustbe compressed with one of the
lossless compression algorithms described in $eci] 10.4. |
the table is divided into tiles, then the same compression al
gorithm mustbe applied to a given column in every tile. In
the case of variable-length array columns (where the data
are stored in the table heap: see Jeci. 7.3.5), each individu
variable-length vectamustbe compressed separately.

. Store the compressed bytes

The compressed stream of bytes for each colunustbe
written into the corresponding column in the output table.
The compressed tablmust have exactly the same num-
ber and order of columns as the input table, however, the
data type of the columns in the output table will all have a

ZHECKSUM —

& following keywords are reserved to store a verbatim copy
of the value and comment fields for specific keywords in the
é)riginal uncompresseBINTABLE. These keywords, if present,

é&ﬁ)uldbe used to reconstruct an identical copy of the uncom-

SSe®BINTABLE, andshould notappear in the compressed ta-
header unless the corresponding keywords were prasent i

the uncompresseRINTABLE.

ZTHEAP — [integer; default: none] The value field of this key-

word shall contain an integer that gives the value of the
THEAP keyword if present in the original uncompres$éd@S
table header.

[string; default: none] The value field of this key-
word shall contain a character string that gives the value of
the CHECKSUM keyword (see Sedi. 4.4.2.7) in the original un-
compresse&I TSHDU.

ZDATASUM — [string; default: none] The value field of this key-

word shall contain a character string that gives the value of
the DATASUM keyword (see Sedi. 4.4.2.7) in the original un-
compresse&ITSHDU.

variable-length byte data type, willFORMN = *1QB’. Each 10.3.5. Supported compression algorithms for tables

row in the compressed table corresponds to a tile of rows in
the uncompressed table.

The permitted algorithms for compressiBGNTABLE columns

In the case of variable-length array columns, the array 8f¢ RICE_1’, ’GZIP_1’, and’GZIP_2" (plus’NOCOMPRESS’),
descriptors that point to each compressed variable-len§fRich are lossless and are described in $ect] 10.4. Lossy com
array, as well as the array of descriptors from the inp@f€ssion could be allowed in the future once a process isetefin

uncompressed tablegustalso be compressed and writterfO Preserve the details of the compression.

10.3.3. Compression directive keywords

into the corresponding column in the compressed table. See
Sect[10.316 for more details. 10.3.6. Compressing variable-length array columns

Compression oBINTABLE tiles that contain variable-length ar-
ray (VLA) columns requires special consideration becabhse t
array values in these columns are not stored directly indahe t

The following compression-directive keywords, if presienthe  ble, but are instead stored in a data heap, which follows thia m
header of the table to be compressed, are reserved to provatge (see Sedt. 7.3.5). The VLA column in the original, uneo
guidance to the compression software on how the table siheuldoressed table only contains descriptors, which compriseriw
compressed. The compression softwsiieuldattempt to obey tegers that give the size and location of the arrays in th@.hea

these directives, but if that is not possible the softwaeydis-

When decompressing, these descriptor values will be needed

regard them and use an appropriate alternative. These kdgwavrite the decompressed VLAs back into the same locationan th

are optional, bumustbe used as specified below.

heap as in the original uncompressed table. Thus, the filtpw
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processmustbe followed, in order, when compressing a VLAL0.4.1. Rice compression
column within a tile. Refer to_Pence et al. (2013) for additib . . .
' B ) When ZCMPTYPE = 'RICE_1’, the Rice algorithm/(Rice et al.

details. 1993) shall be used for data (de)compression. When selected,
the keywords in Table_3Zhouldalso appear in the header with
1. For each VLA in the column: one of the values indicated. If these keywords are abses, th
— read the array from the input table, and compress it usittgeir default valuesnustbe used. The Rice algorithm is loss-
the algorithm specified bgCTYP for this VLA column; less, but can only be applied to integer-valued arraysttére
— write the resulting byte stream to the heap of the cona-significant performance advantage over the other cornipress

pressed table; and techniques (see White et al. 2013).
— store (or append) the descriptors to the compressed byte
stream (whichmustbe 64-bit Q-type) in a temporary ar- Table 37: Keyword parameters for Rice compression
ray.
2. Append the VLA descriptors from the uncompressed table Values _
(which maybe either Q-type or P-type) to the temporary ar-_Keyword Permitted Default Meaning
ray of VLA descriptors for the compressed table. ZNAME1 ’BLOCKSIZE’ —  Size of block in pixels
3. Compress the combined array of descriptors using?/ALl 16,32 32 No. of pixels in a block
. 'GZIP.1’, and write that byte stream into the corre- ZVAMEZ BYTEPIX” - Sizeof pixel value in bytes
s y ZVAL2 1,2,4,8 4 No. of eight-bit bytes per orig-

sponding VLA column in the output table, so that the

! inal pixel value
compressed array is appended to the heap. P

When decompressing a VLA column, two stages of decork0.4.2. Gzip compression

pressiormusthe performed in order. WhenZCMPTYPE = *GZIP_1’, the Gzip algorithnshall be used
) _ ~ for data (de)compression. There are no algorithm parasyeter
1. Decompress the combined array of descriptors using % the keyword€NAMENn and ZVALN should notappear in the
Gzip algorithm. header. The Gzip algorithm is used in the free GNU software
2. For each descriptor to a compressed array: compression utility of the same name. It was created by J.-
— read the compressed VLA from the compressed th- Gailly and M. Adler, based on the DEFLATE algorithm
ble, and decompress it using the algorithm specified K._Deutsc\1 1996), which is a combination of LZ77 (Ziv & Lempel
ZCTYP for this VLA column; and 1977) and H&Eman coding. The Unixyzip program accepts an
— write it to the correct location in the decompressed tabl#teger parameter that provides a trade between optiraizér
speed (1) and compression ratio (9), which does ffecathe
format of the resultant data stream. The selection of this pa
10.4. Compression algorithms rameter is an implementation detail that is not covered kg th
Standard.
WhenZCMPTYPE = ’GZIP_2’, the gzip2 algorithnshall be

Table 36: Valid mnemonic values for tA€MPTYPE andZCTYPn used for data (de)compression. The gzip2 algorithm is & vari

keywords ation on’GZIP_1’. There are no algorithm parameters, so the
_ keywordsZNAMEN and ZVALn should notappear in the header.
Value Sect. _ Compression Type In this case the bytes in the array of data values arélskuso
"RICE.1’ [0.41 Rice algorithm for integer data that they are arranged in order of decreasing significanfoede
"GZIP_1’ (1042 Combination of the LZ77 algorithm peing compressed. For example, a five-element contigucars ar
and Hufman coding, used in GNU  of two-byte (16-bit) integer values, with an original bigeian
, , Gzip , . byte order of:
GZIP.2 [I042 Like 'GZIP_1", but with reshéied
byte values
'PLIO_1’ 1043 I)}éAF PLIO algorithm for integer data ArA2B1B2C1C2D1D2E B

"HCOMPRESS_1’ [10.44 H-compress algorithm for two-
dimensional images
’NOCOMPRESS’ The HDU remains uncompressed

will have the following byte order after skiing:

A1B1C1D1E1A:B,CoD2E»,

The name of the permitted algorithms for compressitgs  WhereAq, By, Cy, Dy, andE; are the most-significant bytes from
HDUs, as recorded in th&CMPTYPE keyword, are listed in €ach ofthe integer values. Byte shing shall onlybe performed
Table , if other types are later Supported, thfe!dst be for Integer or floatlng-pOInt numeric data types; |Oglcall, and
registered with the IAUFWG to reserve the keyword valuesharacter typesust nobe shifled.

Keywords for the parameters of supported compression algo-

rithms have also been reserved, and are described with eaghy 3 \rar/PLIO compression

algorithm in the subsections below. If alternative compi@s

algorithms require keywords beyond those defined belowy, th&/henZCMPTYPE = 'PLI0_1’. the IRAF PLIO algorithmshall
mustalso be registered with the IAUFWG to reserve the assodie used for data (de)compression. There are no algorithampar
ated keyword names. eters, so the keyword®AMEn andZVALn should notappear in
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the header. The PLIO algorithm was developed to store intege. a quadtree coding of the quantized fméents.
valued image masks in a compressed form. The compression al-

gorithm used is based on run-length encoding, with thetgbili

The H-transform is a two-dimensional generalization of the

to dynamically follow level changes in the image, in prireip Haar trans,Iorm. The H-transform is calculated for an image o
allowing a 16-bit encoding to be used regardless of the imagg®€ 2! x 2" as follows.

depth. However, this algorithm has only been implemented in

way that supports image depths of ho more than 12 bits; there

fore PLI0O_1’ must onlybe used for integer image types with
values between 0 and®

The compressed line lists are stored as variable-lengglysirr
of type short integer (16 bits per list element), regardtdsbe
mask depth. A line list consists of a series of simple ingions,
which are executed in sequence to reconstruct a line of tis&.ma
Each 16-bitinstruction consists of the sign bit (not usadhree-
bit opcode, and twelve bits of data, as depicted below.

o o e +
|16]15 13]12 1]
o o e +
| | opcode | data |
e T +

.. Divide the image up into blocks of22 pixels. Call the four
pixel values in a bloclago, a10, @01, anday.

2. For each block compute four d@eients:

ho = (a]_]_ +aio+ apy + aoo)/(SCALE * O')

hx = (@11 + @10 — @1 — @po) /(SCALE * o)

hy = (a11 — @10 + @01 — o)/ (SCALE * o)

he = (all —ajo—apy + aoo)/(SCALE * O’)

whereSCALE is an algorithm parameter defined below, and
o characterizes the RMS noise in the uncompressed image.

. Construct a 2! x 2N-1 image from thehy values for each
2x 2 block. Divide that image up intox22 blocks and repeat
the above calculation. Repeat this prochsimes, reducing
the image in size by a factor of two at each step, until only
onehg value remains.

The significance of the data depends upon the instructidrhis calculation can be easily inverted to recover the nabim-
In order to reconstruct a mask line, the application exegutiage from its transform. The transform is exactly reversiisieg
these instructions isequiredto keep track of two values, theinteger arithmetic. Consequently, the program can be used f
current high value and the current position in the output.lineither lossy or lossless compression, with no special @gbro

The detailed operation of each instruction is given in T&8e

Table 38: PLIO Instructions

needed for the lossless case.

Noise in the original image is still present in the H-tramsfo

however. To compress noisy images, eachfotent can be di-

vided by SCALE = o, whereSCALE ~ 1 is chosen according to

how much loss is acceptable. This reduces the noise in the-tra
form to 05/SCALE, so that large portions of the transform are
¢ zero (or nearly zero) and the transform is highly compréssib

There is one user-defined parameter associated with the H-

Zero the nextN — 1 output pixels, and set Compress algorithm: a scale factor to the RMS noise in the
image that determines the amount of compression that can be
Set the high value (absolute rather than inachieved. It is not necessary to know what scale factor wed us

cremental), taking the high 15 bits from thewhen compressing the image in order to decompress it, but it
next word in the instruction stream, and thejs still useful to record it. The keywords in Taljle] 3Bouldbe

Instr. Opcode Meaning

AN 00’ Zero the nextN output pixels.

"HN’ 04’ Set the nextN output pixels to the curren
high value.

"PN’ 05’
Pixel N to the current high value.

"SH’ 05’
low 12 bits from the current data value.

"IH,DH’  ’02,03° Increment (IH’) or decrement'DH’) the
current high value by the data value. The
current position is notféected.

"IS,DS’  ’06,07° Increment (IS’) or decrement’DS’) the

current high value by the data value, and
step, i.e., output one high value.

The high valuenustbe set to 1 at the beginning of a line,
hence the’ TH,DH’ and’IS,DS’ instructions are not normally
needed for Boolean masks.

10.4.4. H-Compress algorithm
WhenZCVMPTYPE = *HCOMPRESS_1’, the H-compress algorithm

recorded in the header for this purpose.

Table 39: Keyword parameters for H-compression

Keyword Permitted

Values

Default Meaning

ZNAME1
ZVAL1

>~ Scale factor
0.0 Scaling of the RMS noise; 0.0
yields lossless compression

"SCALE’
0.0 or larger

Scale Factor- The floating-point scale parameter (whose value

is stored in Keyword@VAL1) determines the amount of com-
pression; higher values result in higher compression, but

shall be used for data (de)compression. The algorithm was de- With greater loss of informatiorSCALE = 0.0 is a special

scribed by White! (1992), and can be applied only to imagés wit
two dimensions. Briefly, the compression method is to apply,
order:

case that yields lossless compression, i.e. the deconepress
image has exactly the same pixel values as the original im-
age.SCALE > 0.0 leads to lossy compression, Wh&@&LE
determines how much of the noise is discarded.

1. a wavelet transform called the H-transform (a Haar trans-

form generalized to two dimensions), followed by

2. a quantization that discards noise in the image whilérreta
ing the signal on all scales, and finally
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Appendix A: Syntax of keyword records

This appendix is not part of the FITS Standard but is included

for convenient reference.

= means ‘is defined to be’
XY

means one oK or Y
(no ordering relation is implied)
X] means thaiX is optional
X... meansX is repeated one or more times
‘B’ means the ASCII character B
‘AN-Z' means one of the ASCII characters A
through Z in the ASCII collating
sequence, as shown in Appendik D
\Oxnn means the ASCII character associated

with the hexadecimal code nn
expresses a constraint or a comment
(it immediately follows the syntax rule)

(..}

The following statements define the formal syntax used in
FITS free-format keyword records, as well as for long-string

keywords spanning more than one keyword record).

FITS keyword =
singlerecordkeyword|
long_string keyword

singlerecordkeyword =
FITS keywordrecord

FITS_keywordrecord =
FITS commentarykeywordrecord|
FITS value keywordrecord

FITS commentarykeywordrecord =
COMMENT _keyword [asciitext char...]|
HISTORY_keyword [asciitext char...]|
BLANKFIELD _keyword [asciitext char...]|
keywordfield anychambut equal
[asciLtextchar...]|
keywordfield ‘=" anycharbut space
[asciLtextchar...]
{Constraint: The total number of characters in
FITS commentankeywordrecord must be exactly equal
to 80}

FITS valuekeywordrecord =
keywordfield valueindicator [space...] [value]
[space...] [comment]
{Constraint: The total number of characters
FITS valuekeywordrecordmustbe exactly equal to 8p.
{Comment: If the value field is not present, the value ofRHES
keyword is not definegl.

in

long string keyword =
initial_kwd_record [continuatiotkwd_record...]
last.continuationrecord
{Comment: the value of a lonsgtringkeyword is recon-
structed by concatenating the partsiting values of the
initial_kwd_record and of any continuatidcwd_records in
the order they occur, and the charactaingvalue of the
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last.continuationrecord}

initial_kwd_record =
keywordfield valueindicator [space...]
[partialstring value] [space...] [comment]
{Constraint: The total number of characters in an
tial_kwd_recordmustbe exactly equal to 8.

ini-

continuationkwd_record =
CONTINUE keyword [space...]
[partialstring value] [space...] [comment]
{Constraint: The total number of characters in a continua-
tion_kwd_recordmustbe exactly equal to 8p.

last continuationrecord =
CONTINUE keyword [space...]
[characterstring value] [space...] [comment]
{Constraint: The total number of characters
last continuationrecordmustbe exactly equal to 8p.

in a

keywordfield :=

[keyword char...] [space...]
{Constraint: The total number of characters in the keywfaidi
mustbe exactly equal to 8.

keywordchar =
A=Z" |'0='9 ||

COMMENT _keyword =
‘C 'O *M ‘M’ 'E’ ‘N’ ‘T’ space

HISTORY _keyword =
‘H IS “T"*O’ 'R’ 'Y space

BLANKFIELD _keyword =
space space space space space space space space

CONTINUE keyword =
ECi toi tNi tTI ‘l! lN! IUY iEi

valueindicator =
‘="space
a
space=

]

comment =
'/’ [ascii_text.char...]

asciitextchar =
space—"’

anycharbut equal =
space—<’ | ‘>'-"""

anycharbut space=

value =
charactesstring value| logical value|
integervalue| floating value|



complexintegervalue| complexfloating value exponent=
exponentetter [sign] digit [digit...]
characterstring value =

beginquote [stringtext char...] endquote exponentetter =
{Constraint: The begiquote and endjuote are not part of the ‘E' |'D’
character-string value but only serve as delimiters. Legdi
spaces are significant; trailing spaces arejnot. complexintegervalue =
‘(" [space...] realintegerpart [space...] *, [space...]
partialstring value = imaginaryintegetpart [space...] ')’

beginquote [stringtext char...] ampersand ergliote .
{Constraint: The begigquote, endquote, and ampersand are not reaLmtegetpart =
part of the character-string value but only serve respelstias integervalue

delimiters or continuation indicatoy. ) _ )
imaginaryintegerpart =

beginquote = integervalue
quote .
complexfloatingvalue =
endquote = ‘(" [space...] realfloating part [space...] ', [space...]
quote imaginaryfloating part [space...] )’
{Constraint: The ending quotaust notbe immediately fol- . _
lowed by a second quote. realfloating part =
floating value
quote = . : .
\0X27 imaginaryfloating part =
floating value
ampersand=
i&!

] Appendix B: Suggested time-scale specification
string text.char = . .
asciitext.char The content of this app(_andlx h_as been superseded by[$ect. 9 of
{Constraint: A stringtext.char is identical to an asciextchar the formal Standard, which derives from Rots etlal. (2015).
except for the quote char; a quote char is represented by two
successive quote chays.

logicalvalue =
T E

integervalue =
[sign] digit [digit...]
{Comment: Such an integer value is interpreted as a signed
decimal number. Imaycontain leading zeros.

sign =
Ly

digit :=
IO!_EgI

floating value =
decimalnumber [exponent]
decimalnumber =
[sign] [integecrpart] [, [fraction_part]]
{Constraint: At least one of the integpart and fractiorpart
mustbe present.

integerpart =
digit | [digit...]

fractionpart =
digit | [digit...]
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Appendix C: Summary of keywords

This appendix is not part of the FITS Standard, but is inctliie convenient reference.

All of the mandatory and reserved keywords that are defingdaérStandard, except for the reserved WCS keywords that are
discussed separately in Sé€dt. 8, are listed in Tabld$ G2 a68d C.B. An alphabetical list of these keywords and thefindtions is
available onlinehttp://heasarc.gsfc.nasa.gov/docs/fcg/standard_dict.html.

Table C.1: MandatoriI TS keywords for the structures described in this document.

Primary  Conforming Image ASClIlI-table Binary-table Comgzmed Compressed Random-groups
HDU extension extension extension extension images  table$ records
SIMPLE  XTENSION XTENSION?! XTENSION? XTENSION® ZIMAGE =T ZTABLE =T SIMPLE
BITPIX  BITPIX BITPIX BITPIX =8 BITPIX = 8 ZBITPIX ZNAXIS1 BITPIX
NAXIS NAXIS NAXIS NAXIS =2 ©NAXIS =2 ZNAXIS ZNAXIS2 NAXIS
NAXISn* NAXISn* NAXISN* NAXIS1 NAXIS1 ZNAXISn ZPCOUNT NAXIS1 =0
END PCOUNT PCOUNT = @ NAXIS2 NAXIS2 ZCMPTYPE ZFORMN NAXISN*
GCOUNT GCOUNT =1 PCOUNT = 0 PCOUNT ZCTYPn GROUPS =T
END END GCOUNT =1 GCOUNT =1 ZTILELEN PCOUNT
TFIELDS TFIELDS GCOUNT
TFORMN® TFORMN® END
TBCOLN® END
END

(XTENSION=,'IMAGE...' for the image extensiof®XTENSION=,'TABLE_._.' for the ASCIl-table extensio®XTENSION=,,'BINTABLE' for
the binary-table extensiolf!Runs from 1 through the value 8AXIS. ®Runs from 1 through the value GFIELDS. ®Required in addition to the
mandatory keywords for binary tables.

Table C.2: Reservedl TS keywords for the structures described in this document.

Allt Array?  ASCll-table Binary-table Compressed Compressed Randompg
HDUs HDUs extension extension images tables records
DATE EXTNAME  BSCALE  TSCALn TSCALN ZTILEn FZTILELN PTYPEN
DATE-0BS  EXTVER BZERO TZERON TZERON ZNAME| FZALGOR PSCALN
ORIGIN EXTLEVEL BUNIT TNULLN TNULLN ZVALI FZALGn PZERON
AUTHOR EQUINOX  BLANK TTYPEN TTYPEN ZMASKCMP
REFERENC  EPOCH® DATAMAX TUNITn TUNITN ZQUANTIZ
COMMENT BLOCKED® DATAMIN TDISPn TDISPn ZDITHER®
HISTORY EXTEND* TDMAXN TDIMN ZSIMPLE ZTHEAP
v, TELESCOP TDMINN THEAP ZEXTEND
OBJECT INSTRUME TLMAXN TDMAXN ZBLOCKED
OBSERVER TLMINN TDMINN ZTENSION
CONTINUE TLMAXN ZPCOUNT
INHERIT ° TLMINN ZGCOUNT
CHECKSUM ZHECKSUM ZHECKSUM
DATASUM ZDATASUM ZDATASUM

(MThese keywords are further categorized in Table &Brimary HDU, IMAGE extension, user-defined HDUs with same array structure.
©®Deprecated®Only permitted in the primary HDUYOnly permitted in extension HDUs, immediately followingettnandatory keywords.
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Table C.3: General reserv&dTSkeywords described in this document.

Production Bibliographic Commentary Observation

DATE AUTHOR COMMENT DATE-OBS

ORIGIN REFERENC HISTORY TELESCOP

BLOCKED? P INSTRUME
OBSERVER
OBJECT
EQUINOX
EPOCH?

MODeprecated.



Table D.1: ASCII character set.

ASCII control ASCII text
dec hex char| dec hex char dec hex char dec hex char
0 00 NUL| 32 20 SP |64 40 @ 9% 60
1 01 SOH| 3 21 ! 65 41 A 97 61 a
2 02 STX |34 22 " 66 42 B 98 62 b
3 03 ETX |3 23 # 67 43 C 9 63 ¢
4 04 EOT | 36 24 68 44 D 100 64 d
5 05 ENQ 37 25 % 69 45 E 101 65 e
6 06 ACK | 38 26 & 70 46 F 102 66 f
7 07 BEL | 39 27 ' 71 47 G 103 67 g
8 08 BS 40 28 ( 72 48 H 104 68 h
9 09 HT 41 29 ) 73 49 | 105 69 i
10 OA LF 42 2A % 74 4A ] 106 6A ]
11 0B VT 43 2B+ 7% 4B K 107 6B k
12 0C FF 44  2C 76 4C L 108 6C |
13 0D CR 45 2D - 77 4D M 109 6D m
14 OE SO 46 2E . 78 4E N 110 6E n
15 OF s 47  2F / 79 4F O 111 6F o
16 10 DLE| 48 30 O 80 50 P 112 70 p
17 11 DC1| 49 31 1 81 51 Q 113 71 ¢
18 12 DC2| 50 32 2 82 52 R 114 72 v
19 18 DC3| 51 33 3 83 53 S 115 73 s
20 14 DC4 | 52 34 4 84 54 T 116 74
21 15 NAK |53 3 5 8 55 U 117 75 u
22 16 SYN| 54 36 6 86 56 V 118 76 v
23 17 ETB || 5 37 7 87 57 W 119 77w
24 18 CAN| 5 38 8 88 58 X 120 78 «x
25 19 EM 57 39 9 89 59 Y 121 79y
26 1A SUB || 58 3A : 90 5A Z 122 7A  z
27 1B ESC | 59 3B ; 91 5B [ 123 7B {
28 1C FS 60 3C < 92 5C \ 124 7C |
29 1D GS 61 3D = 93 5D ] 125 7D }
30 1E RS 62 3E > 94 5E ° 126 7E -~
31 1F US 63 3F 7 95 5F _ 127 7F DEL

1 Not ASCII Text

Appendix D: ASCII text

This appendix is not part of the FITS Standatite material in it is based on the ANSI standard for ASCII @IN1977) and is
included here for informational purposes.)

In Table[D.1, the first column is the decimal and the secondronlthe hexadecimal value for the character in the thirdrmalu
The characters hexadecimal 20 to 7E (decimal 32 to 126) itatesthe subset referred to in this document as the restriget of
ASCII-text characters.

Appendix E: IEEE floating-point formats

The material in this appendix is not part of this Standatis adapted from the IEEE-754 floating-point standardsfE1985) and
provided for informational purposes. It is not intended ¢csbcomprehensive description of the IEEE formats; readensld refer
to the IEEE standard.)

FITSrecognizes all IEEE basic formats, including the specibles

E.1. Basic formats

Numbers in the single and double formats are composed obtlweving three fields:

1. a one-bit sigrs,
2. a biased exponebt= E + bias and
3. afractionf = ebiby---bp_1.

The range of the unbiased expon&nshallinclude every integer between two valuggi, and Enay, inclusive, and also two other
reserved valueEnmi, — 1 to encode:0 and denormalized numbers, abgaxt+1 to encode:co and NaNs. The foregoing parameters
are given in Table'El1. Each nonzero numerical value haspestncoding. The fields are interpreted as follows.
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Table E.1: Summary of format parameters.

Format
Parameter Single Double
Single extended Double extended

p 24 >32 53 > 64
Emax +127 >+1023 +1023 > +16383
Emin -126 <-1022 -1022 < -16382
Exponentbias +127 unspecified +1023 unspecified
Exponent width in bits 8 >11 11 >15
Format width in bits 32 > 43 64 >79

Fig. E.1: Single Formatuisb meananost-significant bjtl sb meandeast-significant bit

1 8 23 ....widths

S e f

msb Isb  msb Isb ....order

Fig. E.2: Double Formatmsb meangnost-significant bjtl sb meandeast-significant bit

1 11 52 ....widths
s e f
msb Isb  msb Isb ....order
E.1.1. Single

A 32-bit single-format numbeX is divided as shown in Fi§. BH.1. The valuef X is inferred from its constituent fields.

1. If e= 255 andf # 0, thenvis NaN regardless dof

2. If e= 255 andf = 0, thenv = (—1)5co.

3. If 0 < e < 255, therv = (-1)52°1%7(1 o f).

4. If e= 0 andf # 0, thenv = (-1)52"2%0 e f) (denormalized numbers).
5. If e= 0 andf = 0, thenv = (-1)°0 (zero).

E.1.2. Double

A 64-bit double-format numbeX is divided as shown in Fig. B.2. The valuef X is inferred from its constituent fields.

If e= 2047 andf # O, thenvis NaN regardless dof

If e= 2047 andf = 0, thenv = (—1)%co.

If 0 < e < 2047, therv = (-1)52°192%1 o f).

If e= 0 andf # 0, thenv = (-1)52¢192(0 e f) (denormalized numbers).
If e= 0 andf = 0, thenv = (-1)°0 (zero).

agrwdOE

E.2. Byte patterns

TabldE.2 shows the types of IEEE floating-point value, wletagular or special, corresponding to all double- andisipgecision
hexadecimal byte patterns.
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1 Certain valuesnaybe designated agiietNaN (no diagnostic when used) signaling(produces diagnostic when used) by particular implemen-

tations.
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Table E.2: IEEE floating-point formats.

IEEE value Double precision Single precision
+0 0000000000000000 00000000
denormalized 0000000000000001 00000001
to to
OOO0FFFFFFFFFFFFF 007FFFFF
positive underflow  0010000000000000 00800000
positive numbers  0010000000000001 00800001
to to
7FEFFFFFFFFFFFFE 7F7FFFFE
positive overflow  7FEFFFFFFFFFFFFF 7F7FFFFF
+00 7FFO000000000000 7F800000
NaN! 7FFO000000000001 7F800001
to to
7FFFFFFFFFFFFFFF 7FFFFFFF
-0 8000000000000000 80000000
negative 8000000000000001 80000001
denormalized to to
80OFFFFFFFFFFFFF 807FFFFF
negative underflow 8010000000000000 80800000
negative numbers 8010000000000001 80800001
to to
FFEFFFFFFFFFFFFE FF7FFFFE
negative overflow FFEFFFFFFFFFFFFF FF7FFFFF
—00 FFFOO00000000000 FF800000
NaN! FFFO000000000001 FF800001
to to
FFFFFFFFFFFFFFFF FFFFFFFF




Appendix F: Reserved extension type names F.3. Other suggested extension names

This appendix is not part of the FITS Standard, but is irfFhere have been occasional suggestions for other extension
cluded for informational purposest describes the extensionnames that might be used for other specific purposes. These in
type names registered as of the date this Standard was isguedlude aCOMPRESS extension for storing compressed images, a
current list is available from thEITS Support Qfice website at FITS extension for hierarchically embedding entkérTS files
http://fits.gsfc.nasa.gov. within other FITS files, and aFILEMARK extension for repre-
senting the equivalent of an end-of-file mark on magnepeta
media. None of these extension types have been implemented o
used in practice, therefore these names are not reservedeTh

These three extension types have been approved by @fEension names (or any other extension name not spegificall
IAUFWG and are defined in Se€f. 7 of this Standard documeRntioned in the previous sections of this appensibguld not

as well as in the indicatedstronomy and Astrophysigsurnal be used in anFITS_ file without first registering the name with
articles. the IAU FITSWorking Group.

F.1. Standard extensions

— '"IMAGE._._.'— This extension type provides a means of stor: .
ing a multi-dimensional array similar to that of tR€T S pri- Appendix G: MIME types

mary header and data unit. Approved as a standard extensjiis appendix is not part of the FITS Standard, but is inctlide
in 1994 (Ponz et al._1994). _ _ for informational purposes

— 'TABLE...' — This ASCIl-table extension type contains prc 4047((Allen & Wells [ 2005) describes the registration
rows and columns of data entries expressed as ASCII chargeme Multipurpose Internet Mail Extensions (MIME) sulpgs
ters. Approved as a standard extension in 1988 (Harten et-a},,1j cation/fits’ and ‘image/fits’ to be used by the in-
1988). . _ _ ternational astronomical community for the interchang€glais

— 'BINTABLE' — This binary-table extension type provides jes. The MIME type serves as a electronic tag or label that is
more-flexible and ficient means of storing data structurégansmitted along with theITS file that tells the receiving ap-
than is provided by th&ABLE extension type. The table yjication what type of file is being transmitted. The remainof
rows can contain a mixture of numerical, logical, and chahis appendix has been extracted verbatim from the RFC 4047
acter data entries. In addition, each entry is allowed to Bgcyment.

a single-dimensioned array. Numeric data are kept in bl- tpe general nature of the fuliTS Standard requires the
nary formats. A[gproved as a standard extension in 1984, f the media typeapplication/fits'. Nevertheless, the
(Cotton et al. 1995). principal intent for a great mankylTSfiles is to convey a sin-
gle data array in the primary HDU, and such arrays are very
F.2. Conforming extensions often two-dimensional images. Several common image view-
ing applications already display single-HORIT Sfiles, and the
These conventions meet the requirements for a conforming @xototypes for virtual-observatory projects specify ttiatta pro-
tension as defined in in Sect. 3}4.1 of this Standard, hovikegr vided by web services be conveyed by the data array in the pri-
have not been formally approved or endorsed by the IAUFWGnary HDU. These uses justify the registration of a second me-
dia type, namelyimage/fits’, for files that use the subset of

— 'IUEIMAGE' — This name was given to the prototype ofhe Standard described by the origiféll' S Standard paper. The
the IMAGE extension type and was primarily used in thMIME type ‘image/fits’ maybe used to describéITS pri-
IUE project data archive from approximately 1992 to 1994nary HDUs that have other than two dimensions, however it is
Except for the name, the format is identical to theaGE expected that most files described mage/fits’ will have
extension. two-dimensional¥AXIS = 2) primary HDUSs.

— '"A3DTABLE' — This name was given to the prototype of
the BINTABLE extension type and was primarily used irb
the AIPS data processing system developed at NRAO froni
about 1987 until it was replaced IBINTABLE in the early A FITS file described with the media type
1990s. The format is defined in the ‘Going AIPS’ manuahkpplication/fits’ should conform to the published
(Cotton et al. | 1990), Chapter 14. It is very similar to thetandards forFITS files as determined by convention and
BINTABLE type except that it does not support the variablexgreement within the internationBITS community. No other
length-array convention. constraints are placed on the content of a file described as

— '"FOREIGN.' — This extension type is used to putFdTS ‘application/fits'.
wrapper about an arbitrary file, allowing a file or tree of files A FITS file described with the media type
to be wrapped up ifFITS and later restored to disk. A full ‘application/fits’ may have an arbitrary number of
description of this extension type is given in the Regisfry @onforming extension HDUs that follow its mandatory prigar
FITSconventions on thEITS Support Gfice website. header and data unit. The extension HDday be one of the

— 'DUMP_..." — This extension type can be used to store gandard typesI{{AGE, TABLE, and BINTABLE) or any other
stream of binary-data values. The only known use of this eipe that satisfies the ‘Requirements for conforming exeerss
tension type is to record telemetry header packets for d%@ect.BIll). The primary HDU or ar§MAGE extensionmay

from the Hinode mission. The more-genef8REIGN exten-  contain zero to 999 dimensions with zero-or-more pixelsiglo
sion type could also be used to store this type of data.  each dimension.

1. MIME type ‘application/fits’
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The primary HDUmayuse the random-groups conventionnon-standard metadata pertaining to the image in the pyimar
in which the dimension of the first axis is zero and the keywordiDU in the forms of keywords and tables.
GROUPS. PCOUNT andGCOUNT appear in the head@tAXIS1 = 0 A FITS file described with the media typdmage/fits’
andGROUPS = T is the signature of random groups; see Séct. Gshouldbe principally intended to communicate the single data
array in the primary HDU. This means thatmage/fits’
should notbe applied toFITS files containing multi-exposure-
frame mosaic images. Also, random-groups filesstbe de-

An application intended to handlepplication/fits’' should Scribed asdpplication/fits’and notasimage/fits’.

be able to provide a user with a manifest of all of the HDUs that A FITS file described with the media typénage/fits’
are present in the file and with all of the keywpralue pairs is also valid as a file of media typepplication/fits’. The
from each of the HDUs. choice of classification depends on the context and intended

An application intended to handleapplication/fits’ age.
shouldbe prepared to encounter extension HDUs that contain
either ASCII or binary tables, and to provide a user with asce
to their elements.

An application that can modifffITS files or retrieveFITS  An application that is intended to handlianage/fits’ should
files from an external servicghouldbe capable of writing such be able to provide a user with a manifest of all of the HDUs that
files to a local storage medium. are present in the file and with all of the keywpralue pairs

Complete interpretation of the meaning and intended usefadm each of the HDUs. An application writenay choose to
the data in each of the HDUs typically requires the use ofiseurignore HDUs beyond the primary HDU, but even in this case
tics that attempt to ascertain which local conventions wsesl  the applicatiorshouldbe able to present the user with the key-

G.1.1. Recommendations for application writers

G.2.1. Recommendations for application writers

by the author of th&ITSfile. word/value pairs from the primary HDU.
As examples, files with media typepplication/fits’ Note that an application intended to rendiéndge/fits’
might contain any of the following contents. for viewing by a user has significantly more responsibility

than an application intended to handle, edmage/tiff’ or

— An empty primary HDU (containing zero data elements) fol*timage/gif’. FITS data arrays contain elements that typically
lowed by a table HDU that contains a catalog of celestiaépresent the values of a physical quantity at some codadina
objects. location. Consequently they need not contain any pixeleend

— An empty primary HDU followed by &ABLE HDU that en- ing information in the form of transfer functions, and thése
codes a series of time-tagged photon events from an expe- mechanism for color look-up tables. An applicat&hould
sure using an X-ray detector. provide this functionality, either statically using a mooe less-

— An empty primary HDU followed by a series diMAGE sophisticated algorithm, or interactively allowing a ugarious
HDUs containing data from an exposure taken by a mosalegrees of choice.
of CCD detectors. Furthermore, the elements inFATS data arraymay be in-

— An empty primary HDU followed by a series afABLE tegers or floating-point numbers. The dynamic range of the
HDUs that contain a snapshot of the state of a relationghta-array values may exceed that of the display medium and

database. o S _ the eye, and their distribution may be highly non-uniform.
— A primary HDU containing a single image along with key{ ogarithmic, square-root, and quadratic transfer fumatialong
word/value pairs of metadata. with histogram-equalization techniques have proved lilpf

— A primary HDU with NAXIS1 = @ andGROUPS =T followed for rendering FITS data arrays. Some elements of the ar-
by random-groups data records of complex fringe visibilray may have values that indicate that their data are unde-
ties. fined or invalid; theseshouldbe rendered distinctly. Via WCS

Paper | |((Greisen & Calabretta  2002) the Standard permits

o . CTYPENn = ’*COMPLEX’ to assert that a data array contains com-

G.2. MIME type ‘image/fits plex numbers (future revisions might admit other elementh s

A FITSfile described with the media typgmage/fits’ should as quaternions or general tensors).

have a primary HDU with positive integer values for thseXIS Three-dimensional data arrayBAKIS = 3 with NAXIS1,

and NAXISn keywords, and hencshouldcontain at least one NAXIS2, and NAXIS3 all greater than 1) are of special inter-

pixel. Files with four or more non-degenerate ax8sXISn est. Applications intended to handlanage/fits’ maydefault

> 1) should be described asapplication/fits’, not as to displaying the first two-dimensional plane of such an imag

‘image/fits’. (In rare cases it may be appropriate to describ®ibe, or theynaydefault to presenting such an image in a fash-

a NULL image — a dataless container feliTS keywords, with ion akin to that used for an animated GIF, or thagy present

NAXIS = 0 or NAXISn = 0 — or an image with four or more non-the data cube as a mosaic of ‘thumbnail’ images. The timselap

degenerate axes airage/fits’ but this usage is discouragedmovie-looping display technique can bfestive in many in-

because such files may confuse simple image-viewer applistances, and application writeshouldconsider dering it for
tions.) all three-dimensional arrays.
FITS files declared asimage/fits’ may also have one An ‘image/fits’ primary HDU with NAXIS = 1 is describ-

or more conforming extension HDUs following their primarying a one-dimensional entity such as a spectrum or a timesseri

HDUs. These extension HDUWsaycontain standard, non-linear,Applications intended to handldmage/fits’ maydefault to

world-coordinate system (WCS) information in the form of tadisplaying such an image as a graphical plot rather than as a

bles or images. The extension HDW®y also contain other, two-dimensional picture with a single row.
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An application that cannot handle an image with dimension-

ality other than twashouldgracefully indicate its limitations to
its users when it encountefaXIS = 1 or NAXIS = 3 cases, while
still providing access to the keywgkalue pairs.

FITS files with degenerate axes (i.e., one or more
NAXISn = 1) maybe described asimage/fits’, but the first
axesshouldbe non-degenerate (i.e., the degenerate sixesld

5.

conformance with the rules for Fortran list-directed input
namely, with the real and imaginary parts separated by a
comma and enclosed in parentheses.

Sect. 4.4.1.1 and Sect. 4.4.1.2: The paper that defines gen
eralized extensions (Grosbgl et al. 1988) does not prohibit
the appearance of tfsdMPLE keyword in extensions nor the
XTENSION keyword in the primary header.

be the highest dimensions). An algorithm designed to render

only two-dimensional images will be capable of displayingts
anNAXIS = 3 or NAXIS = 4 FITSarray that has one or two of the

H.2. List of modification to the FITS Standard, Version 3.0

axes consisting of a single pixel, and an application wskeuld  After the IAUFWG dficially approved Version 3.0 of thelTS
consider coding this capability into the application. \Writ of - standard in 2008, the following additional correctionayifica-
new applications that generakdTS files intended to be de- tijons, or format modifications have been made to the document

scribed as image/fits’ shouldconsider using th&CSAXES

keyword (Greisen et al._2006) to declare the dimensionafity 4

such degenerate axes, so tNAKIS can be used to convey the
number of non-degenerate axes.

G.3. File extensions

2.

. Two typographical errors in Taldle]21 (previously TablE)8.
were corrected. The last two lines of the third column should
read LONPOLEa (= PVi_3a)’ and ‘LATPOLEa (= PVi_4a)),
instead ofPVi_la andPVi_2a, respectively. (October 2008)
The BTpX text source document was reformatted to conform
to the Astronomy & Astrophysics journal page style (June

The FITS Standard originated in the era when files were stored 2010). The visible changes include the following.

and exchanged via magnetic tape; it does not prescribe any

nomenclature for files on disk. Various sites within thE'S
community have long-established practices where files @re p

sumed to bd-ITS by context. File extensions used at such sites

commonly indicate content of the file instead of the data drm

In the absence of other information it is reasonably safe to

presume that a file name ending infits’ is intended to be

a FITS file. Nevertheless, there are other commonly used ex-

tensions; e.g.,.'fit’, * . fts’, and many others not suitable for
listing in a media type registration.

Appendix H: Past changes or clarifications to the
formal definition of FITS

This appendix is not part of the FITS Standard, but is inctude
for informational purposes

H.1. Differences between the requirements in this Standard
and the requirements in the original FITS papers.

. Sect[4.1]2: The origin&ITS definition paper.(Wells et al.

— The tables, figures, equations, and footnotes are num-
bered sequentially throughout the entire the document,
instead of sequentially within each chapter.

— The citations use the standard ‘Author (year)’ format in-
stead of being referenced by a sequential number. Also,
the ‘Bibliography’ section at the end of the document has
been replaced by a ‘References’ section in which the ci-
tations are listed alphabetically by author.

3. The following minor corrections or clarifications wereaea

during the refereeing process after submitting Version 3.0
of the FITS Standard for publication in the Astronomy &
Astrophysics journal (July 2010).

— A sentence was added to the end of SEcfl 1.2: ‘This
website also contains the contact information for the
Chairman of the IAUFWG, to whom any questions or
comments regarding this Standard should be addressed.’
A ‘Section’ column was added to Taljlk 1 to reference the
relevant section of the document.

The wording of the second sentence in Seci. #.1.1 was
revised from ‘Except where specifically stated otherwise
in this standard, keywords may appear in any order.’ to

1981) disallows lower-case letters in the keyword name, but
does not specify what other characters may or may not ap-
pear in the name.

. Sect[4.1]2: The slash between the value and comment is
‘recommended’ in the original paper_(Wells et al. 1981)
whereas the Standard requires that it be present, which is

‘Keywords may appear in any order except where specif-
ically stated otherwise in this Standard.’

A sentence was added to the end of the ‘Keyword name’
subsection in Sedi. 4.1.2: ‘Note that keyword names that
begin with (or consist solely of) any combination of hy-

consistent with the prescription of Fortran list-direcieglut.

. Sect[4.R: The original paper (Wells et al. 1981) speedlat
thatFITSwould eventually support the full range of flexibil-
ity that is allowed by Fortran list-directed input, incladidi-

mensioned parameters. The Standard restricts the valde fiel

to a single value, not an array.

. Sect[4.2]5 and Sei._4.R.6: The original paper (Well§ et a
1981) defined a fixed format for complex keyword values,
with the real part right justified in Bytes 11 through 30 and
the imaginary part right justified in Bytes 31 through 50.
There are no knowRITSfiles that use this fixed format.

phens, underscores, and digits are legal.’

A footnote to the description of thREFERENC key-
word in Sect[4.4]2 was added: ‘This bibliographic con-
vention (Schmitz 1995) was initially developed for use
within NED (NASA/IPAC Extragalactic Database) and
SIMBAD (operated at CDS, Strasbourg, France).’

In Sect[ 7.3}, the phrasgFORMN format code’ was cor-
rected to readTDISPnformat code’ (in four places).

The wording in the ‘Expressed as’ column in Tablé 26
for the LOG, GRI, GRA, andTAB spectral algorithm codes
was clarified.

In Table[C.2 theEXTNAME, EXTVER, andEXTLEVEL key-

words were moved under the ‘All HDUs’ column be-
cause they are now allowed in the primary array header.

The Standard does not define a fixed format for complex
keyword values. Instead, complex values are represented in
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H.3. List of modifications to the latest FITS Standard

1.
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— The last paragraph of Sect. 4.1.2.3 was corrected to state — the omission of some additional implementation guide-
that the ASCII-text characters have hexadecimal values lines, and
20 through 7E, not 41 through 7E. — the omission of a discussion on alternate algorithms and
relevant additional references.

6. The table keywords described in Sécf. 4.2.2[and]7.3.2 were
originally introduced as &ITS convention during 1993,

i i ) ) and registered in 2006. The text of the original convention

The representation of time coordinates has been incorpo- g reported ahttp://fits.gsfc.nasa.gov/registry/

rated by reference from Rots i &l. (2015) and is summa- o1minmax.html. The diferences with this Standard are as
rized in Sect[B. Cross-references have been inserted4n pre fo|1ows.

existing sections of the Standard (namely in Sdcis. 4.2.7,
43,[442.1[4.4]2.2 ad 5.4, as well as in various places of
Sect[B, such as Selt. B.3 and Sect. 8.4.1). New keywords are
listed in a rearranged Talle]l22. Contextually an erratum was
applied in Secf_8.411: keywor@8SGEO- [XYZ] were incor-
rectly marked a®BSGEO- [XYZ]a; the TAI-UTC difference

in Table[30 was updated with respect to Rots et al. (2015)
taking into account the latest leap second; the possilaifity
introducing more sources for the Solar System ephemerides
was re-worded (at the end of SEct.912.5 and in Takle 31).

— The exclusion of undefined or IEEE special values when
computing maximum and minimum is nomandatory
while it wasoptional

— The original text included the possibility of using the fact
TDMINNn were greater thamDMAXn (or TLMINn greater
thanTLMAXn) as an indication the values were undefined.
This clause has been removed

— The original text contained usage examples and addi-
tional minor explanatory details.

. The continued string keywords described in Sect_#.2.1% The Green Bank convention, mentioned in Sect. 8.2 and de-

scribed in AppendixXl, has been in use since 1989, and
was registered in 2010. The text of the registered conventio
is reported ahttp://fits.gsfc.nasa.gov/registry/
greenbank/greenbank.pdf and contains some additional
details about the history of the convention.

8. The conventions for compressed data described in[Séct. 10
were originally introduced as a couple &iTS conven-
tions registered in 2007 and 2013. The text of the origi-
nal conventions is reported Attp://fits.gsfc.nasa.
gov/registry/tilecompression.html for compressed

were originally introduced as &ITS convention during
1994, and registered in 2007. The text of the original
convention is reported &ttp://fits.gsfc.nasa.gov/
registry/continue_keyword.html. The diferences
with this Standard concern the following.

— In the convention, the.ONGSTRN keyword was used
to signal the possible presence of long strings in the
HDU. The use of this keyword is no longerquiredor
recommended

— Usage of the convention wawt recommendetbr re-
served or mandatory keywords. Now itagplicitly for-
bidden unless keywords are explicitly declared long-

images and d&ittp://fits.gsfc.nasa.gov/registry/
tiletablecompression.html for compressed binary ta-
bles. The diferences with this Standard are listed below.

. The blank header space convention described in[Sed.4.4. —

. The INHERIT keyword described in Secf_4#.26 was —

string.

— To avoid ambiguities in the application of the previous
clause, the declaration of string keywords in Selcls. 8,
and 1D has been reset from the generic ‘character’ to
‘string’.

— It is also explicitly clarified there is no limit to the num-
ber of continuation records.

— The description of continued comment field is new.

— In Sect[I0.3]3 the original text f&ZALGn mentioned
the possibility that, ‘If the column cannot be compressed
with the requested algorithm (e.qg., if it has an inappropri-
ate data type), then a default compression algorithm will
be used instead.’ But there is no default algorithm. This
is irrelevant for the Standard.

— In Sect[10.4 the aliaSRICE_ONE’ is notadopted in the

Standard as a synonym foRICE_1°.

In Sect[10.4]3 a sentence was left out about requiring

additional instructions in PLIO to make it work for more

was used from 1996, and registered in 2014. The text of ! r r ! Oor mol
then 22 bits, since we aren't allowing this possibility in

the original convention is reportedlattp://fits.gsfc.

nasa.gov/registry/headerspace.html. It included a the Standard. ‘ . ’
recommendatioabout using the convention in a controlled ~ — In Sect[10.4}4 the reference to a ‘smoothing flag' was
environment, which does not appear in this Standard. dropped.

Also in Sect[10.4]4 thscale factoiis now floating point,
while it was originally integer.

In Table[36 (and Sedi._10.3.5) th§OCOMPRESS’ algo-
rithm is explicitly mentioned.

originally introduced as &ITS convention in 1995, and
registered in 2007. The text of the original convention —
is reported ahttp://fits.gsfc.nasa.gov/registry/
inherit.html. See also references and practical consider-
ations therein. The dierences with the present documeng,
concern a more-precise RFC 2119 compliant wording in a
couple of sentences in Appendix K. 1. Apply systematicallyAIEX macros for keyword names and

4. List of modifications for language editing

. The checksum keywords described in Séct. 4.4.2.7 were values, and for RFC 2119 expressions, according to instruc-

originally introduced as &ITS convention during 1994,
and registered in 2007. The text of the original convention
is reported ahttp://fits.gsfc.nasa.gov/registry/ 2.
checksum.html. The diterences with this Standard con-3.
cern:

tions reported in the*IpX source preamble (for future edi-
tors of the Standard).

The acronyniITSis always indicated in italics.

Use italics systematically for RFC 2119 obligations agxt r
ommendations.


http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/continue_keyword.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/headerspace.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/inherit.html
http://fits.gsfc.nasa.gov/registry/checksum.html
http://fits.gsfc.nasa.gov/registry/checksum.html
http://fits.gsfc.nasa.gov/registry/colminmax.html
http://fits.gsfc.nasa.gov/registry/colminmax.html
http://fits.gsfc.nasa.gov/registry/greenbank/greenbank.pdf
http://fits.gsfc.nasa.gov/registry/greenbank/greenbank.pdf
http://fits.gsfc.nasa.gov/registry/tilecompression.html
http://fits.gsfc.nasa.gov/registry/tilecompression.html
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html
http://fits.gsfc.nasa.gov/registry/tiletablecompression.html

. Apply consistent use of italic and typewriter fonts, ahd J.1. Recommended CHECKSUM keyword implementation

uotation marks around literal keyword values. Correcgépth . .
?ninor BTEX issues. y TherecommendedHECKSUM keyword algorithm described here

. Apply systematic capitalization of the names of speciité-e generates a 16-character ASCII string that forces the 8@nbs’

ties, where appropriate. These include Standard (when ref@?mplement checksum accumulated over the efiifs HDU

ring to theFITS Standard document), Version (where numi® €aual negative O (all 32 bits equal to 1). In addition, gtitng

bered), Byte, Column, Parameter, Field, and Axis. Starisofy!!! Only contain alphanumeric characters within the ramge9,

words with a lower-case letter that previously began with%‘z' and a-z to promote human readability and transcription

capital letter. If the present algorithm is used, tIREECKSUM keyword value
. Address other typographical issues, such as the insestio mustbe expressed in fixed format, with the starting single-quote

commas in several places, adding a few non-breaking spacg@racter in Column 11 and the ending single-quote characte
and better handling of references to sections, etc. in Column 28 of theFITS keyword record, because the relative

. Several cases of minor rewording. placement of the value string within the keyword recoffiets
. Express small numbers in letter form (one to nine), notin nthe computed HDU checksum. The steps in the algorithm are as

merals (1 to 9), wherever sensible. However, there is the c{i@lows.

tomary exception for normalization in sentences and head-

ings that also contain numbers greater than nine. 1. Write the CHECKSUM keyword into the HDU header
. Compound nouns are systematically hyphenated to high- With an initial value consisting of 16 ASCIl zeros
light the correct grouping (and hence meaning) of the com- (’0000000000000000°) where the first single-quote char-

ponents. This includes the attributive references to ASCII

table, binary-table, and random-groups.
10. Improve the aesthetics of some tables.

Appendix I: Random-number generator

This appendix is not part of the FITS Standard, but is inchde2

for informational purposes

The portable random-number generator algorithm below is

from|Park & Miller (1988). This algorithm repeatedly evales
the function
seed= (a* seed modm

where the values od andm are shown below, but it is imple-
mented in a way to avoid integer overflow problems.

int random_generator(void) {

/* initialize an array of random numbers */
int ii;

double a = 16807.0;

double m = 2147483647.0;

double temp, seed;

float rand_value[10000];

/* initialize the random numbers */
seed = 1;
for (ii = ®; ii < N_RANDOM; ii++) {
temp = a * seed;
seed = temp -m * ((int) (temp / m) );
/% divide by m for value between ® and 1 */
rand_value[ii] = seed / m;
}

If implemented correctly, the 10 Of0Ovalue of seed will
equal 1043618 065.

Appendix J: CHECKSUM implementation guidelines

acter is in Column 11 of th&ITS keyword record. This

specific initialization string isequired by the encoding al-

gorithm described in Sedi, J.2. The final comment field of
the keyword, if anymustalso be written at this time. It

is recommendethat the current date and time be recorded

in the comment field to document when the checksum was

computed.

Accumulate the 32-bit ones’ complement checksum over the

FITS logical records that make up the HDU header in the

same manner as was done for the data records by interpret-

ing each 2880-byte logical record as 720 32-bit unsigned in-
tegers.

Calculate the checksum for the entire HDU by adding (us-

ing ones’ complement arithmetic) the checksum accumu-

lated over the header records to the checksum accumulated
over the data records (i.e., the previously compD#eth SUM
keyword value).

. Compute the bit-wise complement of the 32-bit total HDU
checksum value by replacing all O bits with 1 and all 1 bits
with O.

. Encode the complement of the HDU checksum into a 16-
character ASCII string using the algorithm described in
Sect[JP

. Replace the initiaCHECKSUM keyword value with this 16-
character encoded string. The checksum for the entire HDU
will now be equal to negative 0.

3.

J.2. Recommended ASCII encoding algorithm

The algorithm described here is used to generate an ASCII
string, which, when substituted for the value of WHECKSUM
keyword, will force the checksum for the entire HDU to equal
negative 0. It is based on a fundamental property of ones-com
plement arithmetic that the sum of an integer and the negatio
of that integer (i.e, the bitwise complement formed by rejpig

all 0 bits with 1s and all 1 bits with 0s) will equal negative 0
(all bits set to 1). This principle is applied here by conesting a
16-character string, which, when interpreted as a byteustref
four 32-bitintegers, has a sum that is equal to the compléafen
the sum accumulated over the rest of the HDU. This algorithm
also ensures that the 16 bytes that make up the four intetjers a

This appendix is not part of the FITS Standard, but is inctlidehave values that correspond to ASCII alpha-numeric charsict

for informational purposes

in the range 0-9, A—Z, and a—z.
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Fig.J.1: Only ASCII alpha-numeric characters are used to e, \Write this string of 16 characters to the value of the

code the checksum — punctuation is excluded CHECKSUM keyword, replacing the initial string of 16 ASCII
Zeros.

0 1u 2% 3% 4% 5% 6% Tx 8x 9 To invert the ASCII encoding, cyclically shift the 16 char-
‘w 1w <« =u >. 2?2« @« A. B. Cu.| actersinthe encoded string one place to the left, subthact t
Du Ews Fwu Ga Hs 1s Ju Ks L. Ma|| hex 30 dfsetfrom each character, and calculate the checksum
N. O« Ps Qs Rz Ss T« Us Vs Ws|| byinterpreting the string as four 32-bit unsigned integ&iss
Xs Yo  Zu [» Ve Ju e ‘« aw«| canbeused,forinstance, to read the valueHeICKSUM into the
be c« du es fu gs ha i« j« ka| softwarewhen verifying orupdatinga HDU.
[ M Ne 0« pno qn r=
Figure 1. Only ASCII alpha-numerics are used to encode the checksum — punctuation is exgluded.

1.
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. Add 48 (hex 30), which is the value of an ASCII zero charf-

. To improve human readability and transcription of thimgtr

J.3. Encoding example

This example illustrates the encoding algorithm given in
Begin with the ones’ complement (replace 0s with 1s ar8kect[J.2 ConsiderTSHDU whose ones’ complement check-
1s with 0s) of the 32-bit checksum accumulated over all tiseim is 868229149, which is equivalent to FE3C0201D. This
FITSrecordsin the HDU after first initializing thtHECKSUM  number was obtained by accumulating the 32-bit checksum
keyword with a fixed-format string consisting of 16 ASCllover the header and data records using ones’ complememt arit
zeros (0000000000000000°). metic after first initializing theCHECKSUM keyword value to

. Interpret this complemented 32-bit value as a sequence’0bo0000000000000°. The complement of the accumulated

four unsigned eight-bit integers, B, C, andD, whereAis checksumis 3426738146, which is equivalent to @&XFDFE?2.

the most-significant byte arid is the least-significant byte. The steps needed to encode this hex value into ASCII are shown
Generate a sequence of four integek$, A2, A3, A4, that schematically below.

are all equal teA divided by 4 (truncated to an integer if nec- _

essary). IfA is not evenly divisible by 4, add the remainder, »*¢ = Freserve bvie aligment o s e

to Al. The key property to note here is that the sum of the

four new integers is equal to the original byte value (e.¢f§ 3F DF E2 -> 33 OF 37 38 33 OF 37 38 33 OF 37 38 33 OF 37 38

A = Al + A2 + A3 + A4). Perform a similar operation dp, ' rerainder 0 3 3 2

C, andD, resulting in a total of 16 integer values, four from = hex 33 12 3A 3A 33 OF 37 38 33 OF 37 38 33 OF 37 38
each of the original bytes, whichouldbe rearranged in the + ® offset 36 30 36 36 30 30 30 30 30 30 30 30 30 30 30 30
following order: = hex 63 42 6A 6A 63 3F 67 68 63 3F 67 68 63 3F 67 68

ASCII c B jj ¢ ? gh ¢ ? gh ¢ ? gh

Al B1 C1 D1 A2 B2 C2 D2 A3 B3 C3 D3 A4 B4 C4 D4.

Eliminate punctuation characters

Each of these integers represents one of the 16 charactersial values ¢ B j j ¢ ? g h ¢ ? gh c ? gh
in the final CHECKSUM keyword value. Note that if this byte < LT b s s boc g n
stream is_interpreted as foqr_32-bit integers, the sum of the CcEJjj c<gh ¢cBgh c<gh
integers is equal to the original complemented checksum - ¢ Fjj c¢cji; gh ¢cCgh cj;gh
value . c G jj ¢ : gh ¢ Dgh ¢ : gh

. inal values c Hjj c¢c9 gh ¢ Egh ¢ 9 gh

acter, to each of the 16 integers generated in the previdigpl string  "hcHjjcoghcEghc9g”  (rotate 1 place to the right)
step. This places the values in the range of ASCII alphanu-
meric characters '0’ (ASCII zero) to ’r'. Thisttset is éfec-
tively subtracted back out of the checksum when the initi
CHECKSUM keyword value string of 16 ASCII Os is replace
with the final encoded checksum value.

In this example ByteB1 (originally ASCII B) is shifted
fgher (to ASCIIH) to balance ByteB2 (originally ASCII ?)
eing shifted lower (to ASCIDB). Similarly, BytesB3 and B4

are shifted by opposing amounts. This is possible becawse th

two sequences of ASCII punctuation characters that canroccu

eliminate any non-alphanumeric characters by considerii‘sﬁgzr‘mded checksums are both preceded and followed byronge

the bytes a pair at a time (e.@\L + A2, A3 + A4, B1 + B2 uences of ASCII alphanumeric characters. This operatio
etc.) and repeatedly increment the first byte in the pair bpr_rer for cosmetic reasons to improve readability of thalfin

and decrement the second byte by 1 as necessary until tR&{19-. .
both correspond to the ASCII value of the allowed alphany- This is how thes€HECKSUM andDATASUM keywords would

: S ppear in &ITS header (with the recommended time stamp in
meric chara_cters 0-9, A-Z, and a-z shown in Fiduré J 'fecomment field).
Note that this operation conserves the value of the sum o

the four equivalent 32-bit integers, which is required fee u DATASUM = '2503531142"' / 2015-06-28T18:30:45
in this checksum application. CHECKSUM= 'hcHjjc9ghcEghc9g' / 2015-06-28T18:30:45

. Cyclically shift all 16 characters in the string one plézthe

right, rotating the last charactdd4) to the beginning of the J4
string. This rotation compensates for the fact that the fixed
formatFITS character-string values are not aligned on fouifrhe symmetry of ones’ complement arithmetic also means that
byte word boundaries in thEITS file. (The first character after modifying aFITS HDU, the checksunmaybe incremen-
of the string starts in Column 12 of the header card imagwlly updated using simple arithmetic without accumulgtine
rather than Column 13). checksum for portions of the HDU that have not changed. The

. Incremental updating of the checksum



new checksum is equal to the old total checksum plus the ehedl6. Example C code for ASCII encoding
sum accumulated over the modified records, minus the ofigi
checksum for the modified records.

An incremental update provides the mechanism for end-
end checksum verification through any number of intermedi
processing steps. Byalculatingather tharaccumulatinghe in-
termediate checksums, the original checksum test is pedPeJ unsigned int exclude[13] = {8x3a, 0x3b, 0x3c, 6x3d, Ox3e, 0x3f, 0x40,
through to the final data file. On the other hand, if a new check- 0x5b, Ox5c, 0x5d, OxSe, 0x5f, 0x60 };
sum is accumulated with each change to the HDU, no informas ,cecer - gx30: /% ASCII 0 (zero) */
tion is preserved about the HDU's original state. unsigned long mask[4] = { 0x££000000, Oxff0000, Oxff00, OXff };

The recipe for updating théHECKSUM keyword following .

. void char_encode (
some Change to the HDU i€ = C-m+ m, WhereC unsigned int value, /* 1's complement of the checksum */

rJﬁ]is routine encodes the complement of the 32-bit HDU check-
{um value into a 16-character string. The byte alignmenhef t
tring is permuted one place to the right TS to left justify
e string value starting in Column 12.

andC’ represent the HDU'’s checksum (that is, the complement /% value to be encoded */
of the CHECKSUM keyword) before and after the modification, <"a* "2s¢ii) /* Output 16-character encoded string */
andm andnY are the corresponding checksums for the mod- int byte, quotient, remainder, ch[4], check, i, j, k;

ified FITS records or keywords only. Since tQHECKSUM key- char asc[32];

word contains the complement of the checksum, the corr@spon ¢, ¢i_q. 5 < 4: i+4) ¢

ingly complemented form of the recipe is more directly ugefu /* each byte becomes four */

"C’ =7(C +"m+ n7), where ~ (tilde) denotes the (ones’) comple- byt:_: i"i‘lget& ';aZkEi]}ff»tSG - B8

ment operation. See Braden et al. (1988); Mallory & Kullberg renainder - {,'y:e % 4: orsens

(1990); Rijsinghani| (1994). Note that the tilde on the righhd for (j=0; j < 4; j++)

side of the equation cannot be distributed over the contéine ch[j] = quotient;

parentheses due to the dual nature of zero in ones’ comptemen  cu[o] += remainder;
arithmetic (Rijsinghanil_1994).
T = for (check=1; check;) /* avoid ASCII punctuation */
for (check=0, k=0; k < 13; k++)
for (j=0; j < 4; j+=2)

J.5. Example C code for accumulating the checksum if (ch[jl==exclude[k] || ch[j+1]==exclude[k]) {
The ones’ complement checksum is simple and fast to com- EEBE

pute. This routine assumes that the input records are a-multi check++;

ple of four bytes long (as is the case felTS logical recordy !

but it is not dificult to allow for odd length records if neces- for (j=0; j < 4; j+) /* assign the bytes */

sary. To use this routine, first initialize tt@ECKSUM keyword ascl4*j+il = chljl;

to *0000000000000000° and initializesum32 = 0, then step

through all theFITSlogical records in th& TSHDU. for (i=0; i < 165 i++) /* permute the bytes for FITS */

ascii[i] = asc[(i+15)%16];

void checksum (
unsigned char *buf, /* Input array of bytes to be checksummed */
/* (interpret as 4-byte unsigned ints) */

ascii[16] = 0; /* terminate the string */

int length, /* Length of buf array, in bytes */
/* (must be multiple of 4) */ i i . .
unsigned int *sum32) /* 32-bit checksum =/ Appendix K: Header inheritance convention
{
/% : s Lue o 2 vith the 1 . This appendix is not part of the FITS Standard, but is inctude
e e P Vil OF 32 yith the 1's comlenent s forinformational purposes o
x/ The reserved BoolearINHERIT keyword described in
unsigned int hi, lo, hicarry, locarry, i; Sect.[4.4.P.6 ioptional but if present itshall appear in the
/* Accumulate the sum of the high-order 16 bits and the */ extension header immediately after the mand.atory keywords
/* low-order 16 bits of each 32-bit word, separately. */ The INHERIT keyword must notappear in the primary header.
/* The first byte in each pair is the most significant. */ H H H H H
/2 Thie slgoriin vrks o o bis and sitie enion sachines./ (Y MOTINNerance provides a mechanis o store keywords
hi = (*sum32 >> 16); ) -
ie = *sum32 & ?XFFFE; _ tensions in the file. This mechanism minimizes duplicatemdi(
O iyt e L etrioDys maintenance) of metadata in multi-extensimSfiles.
lo += ((buf[i+2] << 8) + buf[i+31); It shouldonly be used irFITSfiles that have a null primary
¥ array (e.g., wittNAXIS = 0). to avoid possible confusion if array-
/* fold carry bits from each 16 bit sum into the other sum */ SpeCIfIC keywords (e'gBSCALE andBZERO) were to be inher-
hicarry = hi >> 16; ited.
iﬁ;izr‘(’hlgilllﬁiocarry) c When an application reads an extension header with
hi = (hi & OXFFFF) + locarry; INHERIT = T, it shouldmerge the keywords in the current ex-
}119 = (1o &h9xFFFF) + hicarry; tension with the primary header keywords. The exact merging
Ty~ 1o o2 10, mechanism is left up to the application. The mandatory pryma
} array keywords (e.gBITPIX, NAXIS, and NAXISn) and any
B , B COMMENT, HISTORY, and blank keywords in the primary header
/* concatenate the full 32-bit value from the 2 halves */ . . . I
*sum32 < (hi << 16) + lo: must notbe inherited. It is assumed also that the table-specific
} keywords described in Se€f. V.2 dnd] 7.3, and the tablefapeci
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WCS keywords described in Seli. 8, cannot be inherited sirtbe column’s constant valuaustbe amenable to representation
they will never appear in the primary header. If the same kegs a valid keyvalue.
word is present in both the primary header and the extension Software that implements the Green Bank conventinrst
header, the value in the extension heaslall take precedence. take into account the possibility that any “keyword” (afaom
If INHERIT = F in an extension header, the keywords from th#hose on the proscribed list), such B&TE-0BS, may change
primary headeshould note inherited. value from row to row of a table. Moreover, when searching the

An application that merely read$4T Sfile is authorized by header for a particular keyword, it must first consider the va
INHERIT = T to look in the primary HDU for an expected key-ues of theTTYPEn keywords in case the desired keyword has
word not found in the current HDU. However if the applicatiotbeen expanded as a column. Likewise, it must consider each
writes out a modified file, it has to be very careful to avoid urheader keyword potentially as a collapsed column, so that a
wanted duplication of keywords, and preserve the separafio request for the value in a particular row or rows of the non-
primary and extension headers. If an application modifies texistentHUMIDITY column would be satisfied by the value of
value of an inherited keyword while processing an extensitime HUMIDITY keyword.
HDU, then it isrecommendedo write the modified value of
that keyword into the extension header, leaving the valubef
keyword in the primary header unchanged. The primary arrRgferences
keywordsshouldonly be modified when the intent is to explic-Note: Many of theseFITS references are available electronically from the
ity change the value that will subsequently be inheritethie NASA Astrophysics Data System (ADS) and the FITS Support Qfice
extensions. websites at

Also if the FITSfile is read in sequentially (e.g., from tape or Eggxﬁi:w;;f‘irﬁz 2:323 /a;idts_ et Bl
Internet downloads), the reader would need to cache theapyim

header in case it turns out that a later extension in the fis us

the INHERIT keyword. Allen, S. & Wells, D. 2005, IETF RFC 4047,
http://www.ietf.org/rfc/rfc4047.txt

ANSI 1977,American National Standard for Information Processing:dédor
Information InterchangeANSI X3.4-1977 (ISO 646) New York: American
National Standards Institute, Inc.

: i P raden, R. T., Borman, D.A., and Partridge, C. 1988 ACM Cotepu
This appendix is not part of the FITS Standard, but is inctldé® Communication Review, 19, no. 2, 86, [ETE RFC 1071,

for informational purposes . . . https://tools.ietf.org/html/rfc1071
The Green Bank convention was developed at a meetingsiradner, S. 1997, IETF RFC 2118ttp://www.ietf.org/rfc/rfc2119.
October 1989 at the US National Radio Astronomy Observatorytxt ) o
in Green Bank. West \ﬂrginia to discuss the useFsTS for Bunclark, P. & Rots, A. 1997Precise re-definition oDATE-0BS Keyword en-
. . . ¥ . . compassing the millennium
smgle_—dlsh _radlo_—astrc_)nomy data, and has since been yidel http://fits.gsfc.nasa.gov/year2000. html
used in conjunction with the SDFITS convenflnit was de- Calabretta, M. R. & Greisen, E. W. 2002, A&A, 395, 1077
vised primarily to record WCS keywords independently fartea Calabretta, M. R. & Roukema, B. F. 2007, MNRAS, 381, 865

row of a table containing an image array column, but subs‘gogg”' WD Teotdyf [iégés& P e”/ifbé"-/?blg%' A&gg, %313.&25% the NRAG
H _ H H oton, . D., al. oing . rogrammers Gul

quently It ha_s f.ound.more general appllcatlon. ., _Astronomical Image Processing Systé€harlottesville: NRAO

. The basic idea is that Of_ expanding header keyWO_rdS INYRuisch P. 1996, RFC 1951, Network Working Group; availabfdine:
binary-table columns, and vice versa, of collapsing unvary |http://tools.ietf.org/html/rfci951
binary-table columns into header keywords. Folkner, W. M., Williams, J. G., & Boggs, D. H. 2009, Inte'rptaary Network

For examp|e’ the standard header keyVM—OBS, which Progress Report 42-178, available onlifettp://tmo.jpl.nasa.gov/
ds the date and time of observation, could be expanted i Do9ress-report/42-178/178C.pdf

recor . , , ’ p Folkner, W. M. et al. 2014, Interplanetary Network Progrd®sport 42-
a CO'_Umn WithTTYPEN = ’DATE-OBS tO_ record the date and 196, available onlinéittp: //ipnpr. jpl.nasa.gov/progress_report/
time independently for each row of a binary table. Conversel 42-196/196C.pdf
a binary-table column witlTTYPEn= 'HUMIDITY’ containing Creisen, E. W. & Calabretta, M. R. 2002, A&A, 395, 1061

the same value in each row, could be collapsed into a keywoﬁfl‘;'zg”' E.W., Calabretta, M. R., Valdes, F. G., & Allen, 52006, A&A, 446,

HUMIDITY, that recorded the constant value. Greisen, E. W. & Harten, R. H. 1981, A&AS, 44, 371
When the Green Bank convention is used (and arguably otfresbal, P., Harten, R. H., Greisen, E. W., & Wells, D. C. 1988AS, 73, 359
erwise), a keywordhould notoexist with a column of the sameGrosbal, P. & Wells, D. C. 19948locking of Fixed-block Sequential Media and
T ; ; ; ; ; Bitstream Deviceshttp://fits.gsfc.nasa.gov/blocking94.html
?hame IW|th|n aI smtglf binary tgble. Shoul;jhthll(s sﬂuagonunpc Hanisch. R., et al, 2001, AGA. 376, 350
€ column value lakes precedence over tne keyword. Harten, R. H., Grosbgl, P., Greisen, E. W., & Wells, D. C. 1988AS, 73, 365
When expanding keywords into columns, the Green Banmd( 1983, Transactions of the IALXVIIIB, 45
convention applies to allFITS keywords that may ap- IAU 1988, Transactions of the IALXXB, 51
pear in a binary table except for the foIIowing most ofAU 1997, Resolution B1 of the XXIlIrd General Assembly — fisactions of the
. . . . y IAU Vol. XXIIl B, Ed. J. Andersen, (Dordrecht: Kluwer). Avigible online:
Whlch describe the structure or identity of a binary table httpy/www.iau.orgstatigresolutionAU1997. French. pdf
HDU: XTENSION, BITPIX, NAXIS, NAXISn, PCOUNT, GCOUNT, |egg 1985,American National Standard — IEEE Standard for Binary Fingt
TFIELDS, EXTNAME, EXTVER, EXTLEVEL, TTYPEn, TFORMN, Point Arithmetic ANSI/IEEE 754-1985, New York: American National
TUNITNn, TSCALN, TZEROn, TNULLn, TDISPn, THEAP, TDIMN, Standards Institute, Inc.
DATE, ORIGIN, COMMENT, HISTORY, CONTINUE, andEND. Irwin, A. W. & Fukushima, T. A. 1999, A&A348, 642

! ISO 2004,Information technology — Programming languages — Forfre8CQy
Inorderto coIIapse acolumnintoa keyword, the name of the IEC 1539-1:2004, Geneva: International Organization fan8ardization

column (given byITYPEN) mustbe a valid keyword name, andiso 2004b, International Standard ISO 8601:2004(Efa elements and in-
terchange formats — Information interchange — Representatf dates and
16 http://fits.gsfc.nasa.gov/registry/sdfits.html times
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binary table[ ¥ 16, 22, 54
BITPIX, 11,12 [T4[T6=19,. 22
BLANK, 4] [1d

blocking [6

BSCALE,[13[16

BUNIT, [14

byte order B, 14, 26
BZERO/[13[16

case sensitivity, 6] 7,10, P0,123
character strind,] 8] 7, 20, 144,125
checksuni 19,45, %8, 10.162165
COMMENT,E,[13

complex datd, 19, 28, 26, P7
compressed binary tablés] 48] B4] 62
compressed imagds,]44] 64] 62
compression algorithmls, 44,149 50
compression, lossl, 48

conforming extensiom) 835
CONTINUE,[8/[T[62

coordinate systemis, P9

DATAMAX, 4]

DATAMIN, [4]

DATE,[12,[42

DATE-OBS[13[4P

DATExxxx,[13,[42

deprecatd,|8]4] 6] B.13.116] 22] BO, [31, 34

dithering[4Y

durations[ 4B
END,[8,11 1V 14,20, 22,28
EPOCH[34

EQUINOX,[32

EXTEND,[12
extension, 355, 15, 16, H9.161

extension registration] B, 111
extension type namgl B, [5,111] 15
extension, conforming] 81-5
extension, standard, [, 5
EXTLEVEL,[I5

EXTNAME, 18

EXTVER,[15
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field, empty[ 2P 24, 26

file size[4

fill, &1 Bl 13,1820 21 24, 25,28
FITS structurd 13,1416, 12
floating-point[B[Z2H, 56
floating-point FITS agreemei, 67
floating-point, complex.]9, 26
format, data_16

format, fixed[¥

format, free[ V[ 9, 52

format, keywordd,]7
Fortran[ B[ IP=21 24,66

GCOUNT/[12[1VEI9.22

Green Bank conventioh, B1,162,166
group parameter valug,[3.117]18
GROUPS[Il

GTI tables[4B

Gzip compressiof, 50

H-compress algorithr, 51
HDU,[4,[11

HDU, extension 13,14

HDU, primary[3£b

header space, preallocation] 4] 62
heap[ T J7=20 P68
HISTORY,[6[1%
hyphen[6[ 20, 23, 3L, 84

IAU, ] 4,66

IAU Style Manual[T0[ 67
IAUFWG, 1,46 [T1[ 294159
IEEE floating-point_1b

IEEE special value§] 4, 14,116,156
image extensiof, 18
INHERIT,[I5,[62[65
INSTRUME,[I3

integer, 16-bit_1d, 26

integer, 32-bit_1d, 26

integer, 64-bit_1d, 26

integer, complex]9

integer, eight-bi{_ 164, 26

integer, unsigned 14, 16,143]26
ISO-8601 datd, 37

JD,[37

keyword record, 4,16

keyword, commentarf] 6,13

keyword, indexed 1416,11

keyword, mandatory] 710, 1[7919) 22] 54

keyword, new,_16

keyword, ordef, I1 17,19

keyword, required. 14,1010 1[7,118] £Z] A4, 48

keyword, reserved] £ 12171181 [30,[31[42[4b, 49,
54

keyword, valid characteris] 6

logical value[[8 24, 26



magnetic tapé,]6

min and max in columns, keywords 120] 24] 62

MJD,[34

NaN, IEEE[I6[ 26, 56,57

NAXIS, @, 5,11 12 17=19, 22
NAXIS1, 17,1921 21, 24,25, P8
NAXIS2,[19,[21 2P 24, 2%, 28
NAXISn, 5,11 T2 11118

NULL, ASCII, Bl[28

OBJECT[IB
OBSERVER[1B

order, byte[ H,_ 116, 26

order, extension§] 5

order, FITS structureE] 4
order, keyword, @, 11,1719
ORIGIN,[12

PCOUNT[I2[IVE19, 22,28
phase[ 43

physical valud, 13,14, 14, 1[7, 18,120, 23
PLIO compressioif, 50

primary data array,]83-5, 117,118
primary headeb ]34 AL 17
PSCALN[I7[IB

PTYPENn[IV[ I8

PZERON[IIM_18

guantization of dat&, 46, 63

random group$,]8, 16,117
random-group$§,14
random-groups arraly, 117
REFERENC[IB

repeat counf]4, 22, P5

Rice compressiof, 50

scaling, datd, 17,18, 20,123
sign bit[16

sign characteL]8, 21
SIMPLE,[B[T1[1F
slash[¥[-1I0

solar system ephemeiiis,]41
special record§] 815
special values, IEEE, 26
standard extensiob] 4, 5

TABLE, 19

TBCOLN,[19

TDIMnN,

TDISPn[20[ 24
TELESCOP 1B
TFIELDS,[1I9][22

TFORMN /192225, 26,28
THEAP,[24[28

time,[12 133U, 36, 37
time keywords 42

time referencé, 38

time reference directiof, 40
time reference position, B9
time resolution[_42

time scale[_3[1, 38

time units[41

time, universal 12,38
timelag[43
TIMESYS,[37

TNULLN, 20,2124 2k
TSCALN,[20[28[28
TTYPEN,[20[2B
TUNITN,[20,[23

two’'s complemenf_16, 26
TZERON[20[ 28,28

underscord,]6, 20, 23
units,[4[ 10T, 20,28, B, 136

value[6[ V[ IP
value, undefined] 7,14, 16,120, 2T] P4} 60
variable-length arrajz] I, PB, M7329] 59

variable-length arrays, compressibn], 49

WCS,[29

WCS, celestial-34
WCS, spectral_34
WCS, timing[[36[ 6P

XTENSION,3[5[ 1115, 18,108, 22
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