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ABSTRACT

Red giants in the updated APOGHEepler catalogue, with estimates of mass, chemical compositiofiase gravity and fective
temperature, have recently challenged stellar models atedpunder the standard assumption of solar calibratechmieingth. In
this work, we critically reanalyse this sample of red giaatiopting our own stellar model calculations. Contraryrevjpus results,
we find that the disagreement between Thg scale of red giants and models with solar calibrated mixamgth disappears when
considering our models and the APOGEIEpler stars with scaled solar metal distribution. However, argisancy shows up when
a-enhanced stars are included in the sample. We have fouhdseaming mass, chemical composition affdative temperature
scale of the APOGEKepler catalogue, stellar models generally underpredict thegdaih temperature of red giants causedby
element enhancements at fixed e A second important conclusion is that the choice of thepbbioundary conditions employed in
model calculations is critical. fEective temperature fierences (metallicity dependent) between models with saliisrated mixing
length and observations may appear for some choices of thedaoy conditions, but this is not a general result.

Key words. convection — stars: low mass — stars: fundamental parasneter

1. Introduction Sun at the solar age with an evolutionary solar model (Gough
& Weiss 1976).0f course there is no reasona priori why

Calculations of the superadiabatic convective tempegajtadi- amir should be the same with varying masevolutionary

ents in stellar evolution models are almost universallyeldasn h ; I
. ; X - asgchemical composition.
the very simple, local formalism provided by the mixing lémg phas¢ P

theory (MLT — Bohm-Vitense 1958). The convective flow iside, _Additional free parameters appear in the MLT formalism, but
Wey are generally fixed beforehand, giving origin téfefient

alized in terms of columns of upward and downward movin fthe MLT f i Ped | 1990:
elements all with the same characteristic size, that cofieed aVOUrso the MLT formalism (see, e.g., Pedersen et al. '
jaris & Cassisi 2008, and references therein). Remay}dibl

mean free path before dissolving. Both the mean free path : ; . .
the characteristic size of the convective elements areveasto '€'ent MLT flavours found in the literature provide esseliytia
Ithe same evolutionary tracks whesy 1 is accordingly recali-

be equal taA = ay T Hp, the mixing length. The free paramete i . :
amT is typically assumed to be a constant value within the COH[ated on the Sun (Pedersen et al. 1990; Salaris & Cassig8) 200

vective regions and along all evolutionary phases, ldpds the One independent empirical way to calibrate amdtest
local pressure scale height. whether the solar calibration ofy.r is appropriate also for other
It is well known that this simplistic MLT picture of con-  €evolutionary phasgshemical compositions, is to compare em-
vection is very different from results of two-dimensional Pirically determined fective temperatures of red giant branch
(2D) and three-dimensional (3D) radiation hydrodynamics (RGB) stars, with theoretical models of the appropriatenuhe
simulations of convection in stellar envelopgatmospheres cal composition, that are indeed very sensitive to the rtreat
(see, e.g., Stein & Nordlund 1989; Ludwig et al. 1999; of the superadiabatic layers (see,.e.g. Straniero & {EHi891;
Trampedach et al. 2014; Magic et al. 2015, and referencessa|af_|5 & Cassisi 1996; Vandenberg et al. 1996, and refesenc
therein). These computations show how convection consiststherein).
mainly of continuous flows, with the warm gas rising almost A very recent study by Tayar et al. (2017) has analyzed
adiabatically, in a background of cool, narrower and faster a sample of over 3000 RGB stars will;s, mass, surface
downdrafts. A fraction of the upflows is continuously over- gravity (g), [Fe/H] and [o/Fe] determinations from the up-
turning to conserve mass on the background of the steep den- dated APOGEBKeplercatalogue (APOKASC), suited for test-
sity gradients. ing the mixing length calibration in theoretical stellar deds.
We cannot obviously expect the MLT to provide an accu- According to the grid of stellar evolution models specifigahl-
rate description of the thermal stratification within the su- culated to match th&; values of the individual stars, this study
peradiabatic layers of convective envelopes, but only agffec- (hereafter T17) concluded that a variationagf t with vary-
tive stratification that leads to an appropriate efective tem- ing [Fe/H] is required. Their stellar models with solar calibrated
perature (Tetf) scale for the stellar models. It is the chosen ay 7 (the solary T in their calculations is equal to 1.72 when
value of ay 7 that determines the modelTes¢, and this free employing the Bohm-Vitense 1958, MLT flavour) are unable to
parameter is usually calibrated by reproducing the raditseo match the empiricales values for [F¢H] between~ +0.4 and
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—1.0. They calculated fferenceAT = Tops — Troges DEtWeEEN
observed and theoreticakss for each individual star in their
sample, and found thatT=93.1[F¢H]+ 107.5 K. They con- 15
cluded that a varying mixing lengthy.t = 0.161[Fe/H] +1.90
is required to match the empirical temperatures. Thisioelat
ship predicts a non sola#y, 1 also for RGB stars at solar &
metallicity. The same authors found a similar trend\@f with
[Fe/H] (a AT-[Fe/H] slope of about 100 Kiex) when using the 3 : - T
PARSEC stellar models (Bressan et al. 2012), albeit withra ze ce bl 1 F el e,
point ofset of about-100 K compared to the results obtained 5000 4500 4000 -15-1-05 0
with their models. Terr [Fe/H]

A variation ofay 1 with [Fe/H] —and potentially with evolu-
tionary phase— has obviously profound implications forc¢ak T T
ibration of convection in stellar models, age estimates GBR
stars in the Hertzsprung-Russell agd ¢t diagrams, and also 2
stellar population integrated spectral features semstivthe <
presence of a RGB component. S15

In light of the relevant implications of T17 result, we have
reanalyzed their APOKASC sample with our own independent 1 = : . 12X E
stellar evolution calculations, paying particular attentto the AT ST it pvasd
role played by uncertanties in the calculation of the model -15-1-05 0 -15-1-05 0
boundary conditions. Our new results clarify the role pthipg [Fe/H] [Fe/H]
the combination ofyy r and boundary conditions in the inter-
pretations of the data, and, very importantly, discloses @ Fig. 1. The sample of RGB stars from the APOKASC dataset displayed
major dificulty when comparing models with Tlkzenhanced invarious diagrams: log{—Tes+, [@/Fe] - [Fe/H], mass- [Fe/H] and
stars. log(g) - [Fe/H].

Section 2 briefly summarizes T17 data and the models cal-
culated for this work, followed in Sect. 3 by a descriptioroaf
analysis and our new results. A summary and in-depth disc
sion of our findings closes the paper.
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%0.0199 (for the Grevesse & Noels 1993, solar metal mixture),
and mixing length (with the MLT flavour from Bohm-Vitense
1958) am1=1.90. We have adopted the saM& relationship
2. Models and data Y=0.245+1.41xZ as in BaSTI. Our model grid does not include
atomic difusion, because itdfect on the RGB evolution is, as

For our analysis we have calculated a large set of modelg usigell known, negligible (Salaris & Cassisi 2015). In additjo
code and physics inputs employed to create the BaSTI da&ab@s have calculated sets afenhanced models for the various
of stellar evolution models (see Pietrinferni et al. 20@8cause masses and [(e] of the grid, and §/Fe}=0.4.
of the relevance to this work, we specify that radiative opac  wjith these models we have first reanalyzed the sample of
ities are from the OPAL calculations (Iglesias & Rogers RGB field stars by T17, considering the Igiy(Tes ¢, [Fe/H] and
1996) for temperatures larger thanlog(T) = 4.0, whereas cal- [,,Fe] values listed in the publicly available data file. Masses
culations by Ferguson et al. (2005) —that include the con- gre derived from asteroseismic scaling relations, and thero
tributions from molecules and grains— have been adopted gyantities are obtained using the APOGEE spectroscopi dat
for lower temperatures. Both high- and low-temperature = get TheT,; values are calibrated to be consistent with the
opacity tables account properly for the metal distributions  Gonzalez Hernandez & Bonifacio (2009Fextive temperature
adopted in our models (see below and.Sect. 3.2). _ scale, based on the infrared-flux method.

We have just changed thK(r) relation adopted in BaST! ~ \ye considered only the stars with a calculated error bar on

to d?tfermtlrr]we (tjhet mo.delts. out]?rthboundg\ryllfcondlnogs (a a“fjc'the mass determinations (we excluded objects with errohen t
Input Tor the determination of th€ MOCEISetf, aS QISCUSSEQ (554 given as -9999), that still leave a sample of well ovep30

in Sect. 3.3), employing the Vernazza et al. (1981) solan'Jseer-eCts spanning a mass rande between 0.8 anM2.4vith a
empirical T(r) (hereafter VAL) instead of the Krishna Swamys,[rlOng begk of thge mass distrigution aroundnl.zw@:*i&

(1966) oné-. ) . . . .
. : - o Figure 1 displays the data in fourftérent diagrams. The
According to the analysis by Salaris & Cassisi (2015), mOde{ars ?:over a Iogj) E/ange between3.3 and 1.1 (ingcgs units)

tracks computed with thi(z) relation approximate well results® ;
obtained using the hydro-calibrat&r) relationships provided andTer between~5200 and 3900 K, with the bulk of the stars

: .. having [F¢H] between~ —0.7 and~ +0.4 dex, and a maximum
WJJW&?S%Z?&% t(rzli(iliggl‘l(;ritrr]wesggtlag%hemmal compsit a-enhancement typically around 0.25 dex. Notice that stitts w

We have computed a model grid for masses between @_given [FeH] typically coverth_e full range of SL_Jrface 9"?“’.‘“65'
and 2.6M, in 0.1 M, increments, and scaled solar [Fg be- ut the range of masses at a giver/Hevaries with metallicity,

tween—2.0 and+0.4 dex in steps of 0.2-0.3 dex. A solar modefiue to the variation of the age distribution of Galactic diskrs

including atomic dfifusion has been calibrated to determin)@”th [Fe/H]. i 3

initial solar values of He and metal mass fractiofs0.274, To determine dferences\T = Tops — Trodeis between ob-
served and theoreticaks for each individual star in T17 sam-
L We implement the following fit to Vernazza et al. (1981) tatiidn:  ple, we have interpolated linearly in mass, IfE [«/Fe], log@)

T = 075 TS, (r + 1.017 - 0.3e7>%*" - 0.291e"3"), wherer is the amongst the models, to determine the corresponding thealret

Rosseland optical depth Tess for each observed star.
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Table 1. Mean values of the flierencesAT (third column) for the full

T17 sample, determined in [f4] bins centred around the values given L L .
in the first column of the table, and half-widths listed in &&cond [ [a/Fe] < 0.07 ’ ]
column. The last column displays the- Hispersion around the mean 100 F 7
AT values. % C ]
[FeH]  +A[Fe/H] < AT > (K) o(AT) (K) PI'E 0 -
0.35 0.05 -35 24 2 .
0.25 0.05 -23 33 E - ]
0.15 0.05 -21 31 -loo E
0.05 0.05 -8 35 C : . ]
-0.05 0.05 -11 40 ————f—————F—+—+—+—+—
-0.15 0.05 -9 44 L full le T ’ ]
-0.25 0.05 -22 52 p 0T sample ]
-0.35 0.05 -32 54 oo - ]
-0.45 0.05 -54 53 I I ]
-0.60 0.10 -72 55 EIF ol ]
Table 2. As Table 1, but for stars with observed/Fe]<0.07. i 100 ]
[FeH] +A[Fe/H] <AT>(K) o(AT)(K) SR 1
0.35 0.05 34 23 P e
0.25 0.05 -22 30 ’ [Fe/H]
0.15 0.05 -18 29
0.05 0.05 -4 32 ) ,
-0.05 0.05 4 37 Fig.2. AT as a function of [F&1] (dots) for the whole sample of
-0.15 0.05 0 39 RGB stars (bottom panel) and for a sub-sample of RGB objeitts w
-0.25 0.05 0 39 [a/Fe] < 0.07 (top panel). Open circles with error bars denote the mean
-0.35 0.05 7 38 values ofAT in specific metallicity bins —columns 3 and 4 in Tables 1
-0.45 0.05 7 43 and 2— while the solid lines display linear fits to the binnatkd
-0.60 0.10 -34 52

The lower panel of Fig. 2 displayST values considering
3. Analysis of T17 sample this time only stars with essentially scaled solar metaltomix,
i.e. [¢/Fe]<0.07 (we chose this upper limit that is approximately
The top panel of Fig. 2 displays thefidirencesAT = Tons — equal to 5 times thedt error on p/Fe] quoted in T17 data, but
Tmodels @S a function of [F&H] for the full T17 sample; we have an upper limit closer to zero does not change the results). Th
considered stars with [Ad]> —0.7, to include only the [Fél] overplotted mean values in the various/jfEbins are reported
range well sampled by the data. in Table 2. This time the trend AT with [Fe/H] is not statis-

It is easy to notice a trend a&fT with [Fe/H], qualitatively tically significant. A linear fit to the meanT values provides
similar to what found by T17. We have overplotted, as open citT=(-9 + 15) [Fg¢H]-(14 + 5), meaning that now theory and
cles, mean values &fT determined in ten [Fel] bins, with total observations are essentially in agreement.
width of 0.10 dex, apart from the most metal poor bin, that has Figure 4 makes clearer the reason for th&edent result
a width of 0.20 dex, due to the smaller number of stars populabtained when neglecting theenhanced stars. We show here
ing that metallicity range —see Table 1. The horizontaldsess histograms ofAT values for stars with [Fel] between-0.5
cover the width of the individual bins, while the verticalesn and-0.3, [¢/Fe]<0.07 and §/Fe]>0.07, respectively. One can
denote the & dispersion oAT around the mean values. clearly see how, in the same [F§ range, we determine far-

As in T17, we find a drop ofAT with decreasing [F&l], enhanced stars systematically lowdr values.
when [FgH] is below ~ —0.25. If we perform a simple linear  In conclusion, with our calculations the trend AT with
fit through these mean values (considering thedispersion as [Fe/H] is introduced by the inability of.-enhanced models with
theerroron these meanT values) we obtain for the full samplesolar calibratedry t to match their observational counteparts,
AT=(39 + 19) [FgH]-(25 + 6) K, valid over a [F¢gH] range of i.e. stellar models are increasingly hotter than obsesxativhen
~1.1 dex. A linear fit is clearly not the best approximation ofa/Fe] increases, at fixed [Ad], even though we have taken into
the AT-[Fe/H] global trend —as mentioned also in T17— but iaccount the theoretically expectefdlext of [a/Fe] on the model
replicates T17 analysis andffaes to highlight the main results Tt ¢, at a given [FgH]. Comparing the values in Tables 1 and 2
of these comparisons. one can notice that thefect of excludingr-enhanced stars on

Our RGB models turn out to be systematically hotter thethe meanAT values appears around [F§=-0.25, consistent
observations by just 25 K at solar [, a negligible value with the fact that below this [Fel] the fraction ofa-enhanced
considering the error on the Gonzalez Hernandez & Boiufacstars increases, and/Fe] values also increase. On the other
(2009) Tes¢ calibration (the quoted average error on their RGBand, and very importantly, our models with solar calibdate
Tets scale is<76 K), but the diferences increase with decreasamir ProduceTess values for scaled solar stars that are gener-
ing [FeH]. The slope we derive is about half the value of thally consistent with observations over a [AHgrange of about
slope determined by T17 with their own calculations, and tHedex.
zero point is about 130 K lower. We do not find any correlation Our conclusions appear to be veryffdrent from T17 re-
betweenmAT and the surface gravity of the observed stars, assults obtained with their own model calculations, and tfeee
shown in Fig. 3. we have reanalyzed T17 temperatur@etences (with respect ot
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Fig. 3. AT as a function of logf) for the whole sample of RGB stars. Fig. 5. As Fig. 2 but in this case individuaT values are from the study
Open circles with error bars denote the mean values ofAT in by T17.
0.2 dex log) bins, and the 1 dispersion around these mean val-
ues. The solid line displays a linear fit to the binned data, wh a
slope that is consistent with zero (the slope is equal to28 K/dex). the mean values of the ten [Fg bins for both the full sample,

and the sample restricted to stars withiHe]<0.07.

The linear fit to the full sample provideAT=(89 + 16)

T [Fe/H]+(102 = 5) K. Slope and zero point are well consistent
with the values (93.1 Klex for the slope and 107.5 K for the
zero point) determined by T17 using theiffdrent —finer— bin-
ning of the data. This means that the slighfelient way to an-
alyze AT values as employed in our analysis, provides exactly
the same results found by T17, when applied to T17 estimétes o
AT.

Restricting the sample to objects witty/Fe]<0.07, the lin-
ear fit to T17AT values providedAT=(59 + 14) [FgH]+(109+
5) K. A slope diterent from zero is still present, contrary to what
we find with our calculations, hence it cannot be attributgjd $t
aninconsistenmodelling of thea-enhanced population. On the
other hand, this slope is lower than the case of the full sampl
and implies that the match afenhanced stars with solaf.t
models increases the trend 4T with [Fe/H], compared to the
case of just stars with scaled solar metal composition.

This is exemplified by Fig. 6, that is the same as Fig. 4, this
time considering T1AT values. One can see clearly that also in
L case of T17 modelg-enhanced stars at the same/Hedisplay

different (lower)AT compared to the scaled solar counterparts,
Tobs~ Trmodels exactly as in case of our models.
It is also important to notice also a largéfdrence, of about

Fig. 4. HistogramsAT for stars with [F¢H] between—0.5 and-0.3, 120K, in the zero points compared to our results.
[a/Fel 0.07 (solid line) and ¢/Fe}>0.07 (dashed line)

40

30

20

10

3.1. Revisiting the chemical composition of T17 stars

their own solar calibratedy,t models) on a star-by-star basidn light of the inconsistency between our solar calibrated
as provided by the authdtsusing exactly the same ] bins  ay.r models fora-enhanced compositions and the observed
discussed before. The results are displayed in Fig. 5. ATL7 enhanced stars, we have investigated in more detail the-chem
values have been binned in the same/lffeanges employed ical composition of T17 sample, looking at the abundances re
for our own results, and we have then performed a linear fit pwrted in the APOGEE DR13 catalogue (Majewski et al. 2017,
and Holtzman et al., in preparation).

2 T17 did not provide theAT values they obtained employing the ~ We have realized that [[Ad] values reported by T17 are ac-
PARSEC models tually labelled as [VH] in the DR13 catalogue, and/Fe] is ac-
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0 T1°°T 200 —2 -15 -1 —05 0
obs~ ! models [Fe/H]rn
Fig. 6. As Fig. 4 but for theAT values from T17 Fig. 7. Bottom panelDifference between [RAd] values adopted by T17

([Fe/H]t17) and [Fé¢H] as listed in the DR13 catalogue ([F¢]p13), as

a function of [F¢H]r17. Middle panel Same as bottom panel, but for
tually labelled asd/M] in DR13. As explained in the APOGEE ][“/Ee]' ;I:on5|der|ng tthe totaﬂ-enh%rtljtl:ementlfrgm .DRh1.3 data (ﬁee text3
catalogué, the listed [MH] is an overall scaling of metal abun- or details).Top panelSame as middle panel, but in this case the DR1
dances assuming a solar abundance ratio pattern. it £ estimate is actually [(MgSi)/Fe] (see text for details).
[a/H] - [M/H],. This definition of [MH] cannot be imple-
mented in stellar evolution calculations in a straightfardfash- the diferences. The reason for thefdient behaviour compared
ion for a-enhanced metal mixtures, therefore we have extractgftpe [(Mg+Si)/Fe] case is that the variouselements are not al-
from the DR13 catalogue values for [, and the listech- \yays enhanced by the same amount in the observed stars, hence
element abundance ratios/f2], [Mg/Fe], [SiFe], [CaFe] and tne exact value ofd/Fe] to some degree depends on which ele-
[Ti/Fe] for all stars in T17 sample. ments are included in its definition.

~ The bottom panel of Fig. 7 compares these/ffevalues From the point of view of testing the RGB modLl;,
with the values listed by T17 (that correspond to/BNlin  what matters is that the chemical composition of the mod-
DR13). The agreementis typically withi0.02 dex, and supris- e|s match the observed [(M&i)/Fe] (based on the results by
ingly also for ther-enhanced stars. At any rate, the consequenggndenBerg et al. 2012). In case of the same enhancemetit for a
is that the general agreement of thg+ of our solaramir RGB 4 elements, typical of stellar evolution calculations, timisans
models with the observed scaled solar metallicy stars is cQRat the modeld/Fe] has to match the observed [(M8i)/Fe].
firmed (as we have verified applying the preocedure describeferefore the results of the comparison made in the previous
in the previous section, employing these DR13/fHevalues) section employing T174)/Fe] values still stand, given that T17
when using the DR13 values labelled as/ffe [a/Fe] corresponds very closely to [(M&i)/Fe] as determined
The top and middle panels of Fig. 7 compare #éE] val-  from the DR13 individual abundances.
ues given by T17 (that correspond tgJ1] in DR13 catalogue)  Finally, Fig. 8 show very clearly the problem when matching
with two different estimates offFe] based upon the DR13 val-the To; of a-enhanced stars with models. We have displayed
ues of [QFe], [Mg/Fe], [SiFe], [C4Fe] and [TjFe]. In the top the log@)-Tes diagram of two samples of stars with observed
panel we display ourdj/Fe] values estimated as [(M&i)/Fe], mean mass equal to ML, and mean [F#] equal—0.35 dex,
taking into account that Mg and Si are the tweelements that one with /Fe] ([((Mg+Si)/Fe]) smaller than 0.07 dex (the scaled
affect theTess of RGB stellar evolution. models (VandenBer%mar Samp|e)’ the other one with averagﬂ:E]zo_zo (thea,-
et al. 2012). We have calculated [(M§i)/Fe] employing the enhanced sample) respectively. These two sets of stardsare d
observed [Mg-e] and [SiFe], and the Grevesse & Noels (1993)ributed along well separated sequencesetiemhanced one be-
solar metal mixture used in t.he model Calqulatlons as a—refq’qg redder than the scaled solar sequence, as expecteﬂfeﬂ?he
ence. The correspondence withffe] values listed by T17 (ac- difference between the two sequences is about 110 K at fixed
tually [e/M] in DR13) is remarkable, with anftset of typically |og(g).
just~0.01 dex whend/Fe}>0.1, and a very small spread. We have also plotted 1M, [Fe/H]-0.35 models both
The middle panel displays ou&[Fe] estimates accountingscaled solar and withyfFe}=0.4, from our own calculations and

for all DR13a-elements. On average our/fe] tend to get sys- from Dotter et al. (2008) isochrone database, for a comparis
tematically larger than T17 values , when/e] is larger than For these latter models we have used the online webtrad
~0.1 dex, again by just 0.01-0.02 dex on average. Howeveg thealculated [FgH]=—0.35 isochrones populated byl.1, stars
is now a large scatter (compared to the case of [(&iyFe]) in along the RGB.

3 httpy/www.sdss.orgirl2irspe¢aspcap 4 httpy/stellar.dartmouth.edmodelgwebtools.html
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Fig. 8.log(g) — Tes¢ diagram of two sub-samples of APOKASC RGBFig. 9. AT as a function of [F&] for the sub-sample of RGB objects

stars with average [F7él] = -0.35 and mass .1M,, but different with [«/Fe]< 0.07, using stellar models calculated with thefi@a

a—enhancements: scaled solar objects/Rg]<0.07, filled circles) et al. (2011) plus Lodders (2010) solar metal distributieee(text for

and a—enhanced (averager[Fe]= 0.2, open circles). Our .1M,, details).

[Fe/H]=-0.35 evolutionary tracks forf/Fe] = 0 (solid line) and+0.40

(dashed line) are also displayed. Tlv@nhancement of the theoretical

models is twice the average enhancement of the selectsthanced Our calibrated solar model provides an initial He abundance

stars. Dotted and dot-dashed lines show tracks with the saass, Y=0.269, metallicityZ=0.0172 am 1=2.0, andAY/6Z=1.31.

[Fe/H] anda-enhancements, from Dotter et al. (2008). Figure 9 displays thAT values as a function of [fd] for
the scaled solar samplé/e have binned theAT values and
performed a linear fit to the binned data as in Fig. 2, deriv-

The observed s difference between scaled solar and 1Ng a slope that is statistically_ consistent with zerdor [Fe/H]
enhanced stars turns out to be reproduced by both independiger than~ —0.6 dex, that is, over a [iAd] range of about
sets of stellar models for[Fe]~0.4, twice the observed value. 1 dex. The averagAT is equal to-14 K, with a 1 disper-

This further analysis confirms that the trend AT with ~Sion of 34 K. We can conclude that changing the reference sola
[Fe/H] obtained with our models is due to the fact that the etal distribution and the corresponding solar calibraiggr
are systematically hotter than observationsf@nhanced stars, d0€s not alter the agreement between our models arickthef
Also, this discrepancy betweenenhanced RGB stellar modelsthe scaled solar T17 sample of RGB stars.
and observations seems to be more general, not just related t

our models. 3.3. The effect of the model boundary conditions

o As discussed in Kippenhahn et al. (2012), the outer boundary
3.2. The effect of the solar metal distribution conditions for the solution of the stellar evolution eqaat have

To assess better the good agreement between our scaled fﬁgg‘“ gfect on models with deep convective envelopes, like

models and RGB samplexfFe}<0.07). we have also calculated GB ones. We have therefore explored in some detail this

a set of models with the same physics inputs but a more rec?oﬁ#(;'tié%gr;?(ezlijggfmii;f?égztc?uzge;(S[;ni(c):},;l tgg be?,].lé;d?ry
determination of the solar metal distribution (both opasiaind y dep n

equation of state take into account the new metal mixturedyf differences amongst models with the same total mass, and even-

Caffau et al. (2011) for the most abundant elements, comp ally —at least partially— explain theftBrences between our and

. 17 results.
mented with abundances from Lodders (2010). We have cov- The physics inputs of BaSTI and T17 calculations are

ered the same range of masses angHFef the reference mod- o . . o .

els employed in the analysis described in the previousmexti veré/_ similar, theTr(n?ln dfgrence_ belné:] thbe|r lnotlegratlondgf the
; : ington greyT(r) to determine the boundary conditions,

Notice that T17 calculations use the Grevesse & Sauval (L9 whereas we used the VAL(7)®. We have therefore investigated

solar metal distribution, very similar to the Grevesse & Noethe role played by dierentT(z) choices to determine the outer
(1993) one of our reference calculations. played by T _
boundary conditions of our model calculations (see alsp, e.

The Cdfau et al. (2011) solar metal mixture implies a lowe, ' . ; :
metallicity for the Sun compared to Grevesse & Noels (1993)K/Iontalban etal. 2004; VandenBerg etal. 2008, for invexiiens

6 The equation of state (EOS) is alsoffdient (see T17 and

5 The solar metallicity from the GEau et al. (2011) determination Pietrinferni et al. 2004), but tests made by Pietrinferrile2004) have
is slightly higher than what would be obtained with the Aspliet al. shown that the EOS employed by T17 produces tracks very tidbe
(2009) solar metal mixture ones obtained with the BaSTI EOS choice
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guarantee consistent behaviours of RGB models with metalli
ity.

At [Fe/H]=+0.26, all tracks are roughly parallel. The EDD
track is cooler by~70 K compared to the reference VAL one,
whereas the KS track is hotter by about the same amount, and
the HM track is hotter by just25 K. At solar metallicity (not
shown in the figure) the fferences between EDD, VAL, KS and
HM tracks are still about the same as at/He=+0.26, whilst at
[Fe/H]=-0.66 EDD, VAL and KS tracks are no longer parallel.
Above log@)~2.8 they are roughly coincident, withy;; differ-
ences increasing with decreasing lgg@t log(g)=1.5 the EDD
track is cooler by-40 K, while the KS track is hotter by30 K.
The HM track is almost coincident with the VAL one.

We have seen before thAafl values determined from our
calculations employing the VAL (r) relation do not show any
trend with Tes¢, and are consistent with zero when scaled so-
lar stars are considered. Employing instead the HI}E) would
increaseAT values by~70 K at the upper end of the sampled
[Fe/H] range down to about solar (EDD tracks being systemat-
ically cooler than VAL tracks), whilst the increase rangesti
negligible to at most 40 K (when gravity decreases) at thegiw
end of the [FEH] range considered in our analysis. This would
induce an overall positive trend in tidl -[Fe/H] diagram (AT
Fig. 10. Scaled solar evolutionary tracks for the labelled mas_s al’(}ﬂgcreasing with decreasing VFE) also when restricting the
[Fe/H] values. The tracks correspond to models calculated wiéh tana|ysis to scaled solar objects, with absoltve values gen-
KS (dotted lines), VAL (solid lines), HM (dash-dotted lin@nd EDD o)1y nositive. This is at least qualitatively consisteiith T17
(dashed linesJ (7) relationships, respectively (see text for details). results, even though it does not fully explain quantitayived 7

results, especially the very large positix@ at solar metallic-

ity. Notice that also the PARSEC calculations —that aceuydd
of the efect of boundary conditions on tfigs ¢ of low-mass stel- T17 study show also AT-[Fe/H] slope of about 100 ftdex— em-
lar models with convective envelopes), when comparingrthegloy an Eddington gre¥ (r) relationship to determine the model
with the measuredes¢ of T17 sample. outer boundary conditions.

Figure 10 displays two groups of four RGB tracks in the Finally, we is also interesting to notice that Dotter et al.
Teti-log(g) diagram (within theTe s and log@) range sampled (2008) models displaffers values very close to ours over the
by T17 data), for 1.M, models with the labelled [FE] (scaled whole mass, surface gravity and [Aé range covered by our
solar metal mixtures). The two chosen [Agvalues bracket the analysis (see also Fig. 8). In those models the boundary con-
metallicity range covered by ousxT-[Fe/H] analysis, and the ditions have been taken from a grid of PHOENIX detailed 1D
four tracks for each [F7&l] represent four dierent choices for model atmospheres (pressure and temperature at a givealopti
ihe T(7) relation used to determine the outer boundary condiepthr, see Dotter et al. 2008) instead of é&r) integration.

ions.

Our reference calculations employing the VAIr) are plot-
ted together with calculations using an Eddington gidy) 4. Summary and discussion
(hereafter EDD) like T17 models, the Krishna Swamy (1966
(hereafter KS) and the Holweger & Mueller (1974) (hereaftépur reanalysis of the T17 sample of RGB stars from the
HM) on€’. The KS and HMT(7) relationships are also solarAPOKASC catalogue has disclosed the following:
semi-empirical, like the VALT (7).

M=1.1 M

1.5 -

. [a/Fe]=0.0

log(g)

[Fe/H]=-0.66

/
/ [Fe/H]=0.28
A B

4500

Teﬂ

Values ofay 1 for these additional models have been fixedL.
again by means of a solar calibration, and are equal to 1ef9 (v
close to the value 1.72 determined by T17 with their own cal-
culations) 2.11 and 1.99 for calculations with the EDD, K8 an
HM T(r), respectively. For the sake of comparison, we remind
the reader that the solar calibration with the VAIr) requires
amr = .90

It is striking not only that dferentT (r) relations and their
corresponding solar calibrategy t values produce RGBs with
differentTess (this was already shown for example in Salaris
et al. 2002), but also that filerences depend on the model
[Fe/H]. These results are qualitatively and quantitatively the
same also for masses equal to 2.0-BL5, at the upper end of 3.
the mass range spanned by T17 data. Clearfgrdint solar cal-
ibrations ofay 1 obtained with diferentT () relations do not

7 We employed the analytical fit by Vandenberg & Poll (1989)e t
Holweger & Mueller (1974) data

According to the APOKASO ¢, log(g), mass, [FEH] and
[a/Fe] values given by T17, theoretical stellar evolution cal-
culations —both our own calculations and T17 models, and
also Dotter et al. (2008) calculations— seem to underetima
the dfect ofa-enhancement on the model s at fixed mass,
surface gravity and [F7&l].

2. Whena-enhanced stars are neglected, our RGB models are

in good agreement with the empiricgdss values, with no
significant systematic shifts, nor trends with [H§ over a

~1 dex [F¢H] range ([F¢H] between~ +0.4 and~ -0.6).

This agreement is preserved also if we change the reference
solar metal distribution of our models.

For a solar calibratedy.t, the Tess differences between
theory and observations depend on the choice of the model
boundary conditions. It is the combinations of boundary-con
ditions anday 1 value that determine thE:s s of RGB stel-

lar models, as expected for stars with deep convective en-
velopes (Kippenhahn et al. 2012).
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Regarding the discrepancy between our models and vide corresponding calibrations @fy. r in terms of [FéH], Test,
enhanced stars, a variationafi_t with [e/Fe] at a given [F&1] and log€). However, T () relationships (or tables of bound-
seems unlikely —but of course cannot bepriori dismissed. ary conditions) obtained from their simulations, plus Rdesd
Another possibility that we have checked is the role playgd lmean opacities consistent with the opacities used in tladiue
theAY/AZ enrichment ratio used in the model calculations. Thiations, are not yet available, This means that thejrr cali-
value is typically fixed by the assumed primordial He and theration cannot be consistently implemented in stellar uiah
solar initial Y (andZ) obtained from a standard solar model. Focalculations yet, and one cannot yet check consistentlytvene
a fixed value of [FAH], a-enhanced stars have a largehence the variableyy 1 provides RGBT+ values significantly dfer-
the corresponding models will have been calculated withgeela ent from the case a solar hydro-calibratgg+ for the full range
Y compared to the scaled solar counterparts at the sarfid][Feof [Fe/H] covered by these simulations.

(see, e.g., Table 3 in Dotter et al. 2008). What if the ini¥al

of a-enhanced stars is the same as for the scaled solar onesAgt@wiedgements. SC acknowledges financial support from PRIN-INAF2014

given [FG‘H]? In the [F&H] range of T17 stars and for the Ob_g?lés._Cassso and the E_conom_y and Competitiveness Mynisithe Kingdom
L9 pain (grant AYA2013-42781-P).

servede-enhancements, the initial of the e-enhanced models

will be at most~0.01 larger at the same [F4, according to

the AY/AZ value used in our calculations. This small variatioReferences
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Salaris & Cassisi (2015) have shown that at solar metallicit
—the single metallicity covered by these 3D calculation&BR
models calculated with the hydro-calibrated variaklgr (that
is a function of Te;s and log€)) are consistent —within about
20 K- with RGB tracks obtained with the solaf, t derived
from the same set of hydro-simulations. They also foundttieat
VAL T(7) relationship provides RGBf¥ective temperatures that
agree quite well with results obtained with the hydro-aalibd
T(7) relationship, within typically 10 K. Assuming these hyero
simulations are realistic and accurate, the use of the VAL)
and solar calibratedy t seems to be adequate for RGB stars at
solar [FegH].

The independent 3D hydro-simulations by Magic et al.
(2015) cover a large [FH] range, from—4.0 to +0.5, and pro-



