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Abstract. The seismic data obtained by the CoRoT and Kepler space missions have provided inferences of
the global and structural properties of thousands of red giants. When compared with stellar model predictions,
these inferences can significantly improve our understanding of stellar evolution. We present a brief review of
the structure and evolution of red giant stars, devoting some emphasis on the major, still open problems.

1 Introduction
Red giants are cool, highly luminous stars, covering a
rather wide domain in mass, age, chemical composition,
and evolutionary stage. The three main classes of red gi-
ants: Red Giant Branch (RGB) , Red Clump (RC) and
Asymptotic Giant Branch (AGB) stars, provide a set of
distance and star formation history diagnostics from pho-
tometric observations of resolved, old and intermediate-
age stellar populations.

The presence of an extended convective envelope can -
as in solar-like stars - stochastically excite p- and g-modes
of oscillations that have indeed been detected with the
CoRoT and Kepler space-based satellites. The use of these
asteroseismological data allows robust constraints to be set
on the mass and radius of such stars. As a consequence,
since the data from the first CoRoT observational runs
were analysed, and solar-like oscillations were detected in
several thousands of red giant stars (mainly thanks to the
Kepler space mission), it has become clear that the newly
available observational constraints would allow novel ap-
proaches in the study of Galactic stellar populations [1, 2].
This can have a very important impact on our vision of the
Galaxy. For instance, if the frequency at maximum power
(the so called νmax) of a red giant star, whose parallax is
unknown, is derived from asteroseismic observations to-
gether with the so-called large frequency separation (∆ν),
its radius can be estimated and so its distance derived: so
oscillating red giants can become new distance indicators.
In addition, a spectroscopic analysis of these stars, coupled
with these new distance evaluations, could provide a new
tool to measure the radial and vertical metallicity gradient
in the Galaxy. Moreover, thanks to the estimate of the stel-
lar mass through seismic constraints, it would be possible
to characterise the age distributions and age-metallicity re-
lations of the observed populations of giants [3].

Therefore, it appears evident that the impressive
amount of seismic data for red giant stars is actually open-
ing the way for ‘ensemble seismology’ of solar-like stars.
�e-mail: cassisi@oa-teramo.inaf.it

However, as a word of caution, one should recall
that the seismic-based age estimates are inherently stellar
model dependent, and hence affected by the still-present
uncertainties in stellar evolution predictions. So, in order
to improve the predictive capability of asteroseismic sur-
veys, it appears mandatory to investigate the lingering un-
certainties affecting stellar models for these stars, and to
try to improve their accuracy and reliability.

We discuss the main evolutionary and structural prop-
erties of red giant stars separately discussing the case of
RGB stars and RC ones, and outlining the main improve-
ments that have been recently achieved in the modelling
of these stars. We also briefly discuss some non-canonical
physical processes - usually ignored in stellar model com-
putations - that we need to properly account for in the next
generation of stellar models in order to be able to properly
interpret the various observational evidence.

2 Red Giant Branch stars: their evolution
up to the RGB Tip

RGB stars are objects with masses lower than ∼2.2 M�
(the precise value depends on the initial chemical com-
position), which develop electron degenerate He-cores af-
ter the end of central H-burning, surrounded by a thick
H-burning shell (thickness of the order of 0.1M�) and a
convective envelope. The envelope temperature gradient
is to a large extent adiabatic, apart from the most exter-
nal layers, where it becomes superadiabatic, and must be
treated according to some prescribed convection theory
(see Sect. 3.2).

At this stage, the convective envelope progressively
deepens and the H-burning shell narrows down to a thick-
ness of the order of 0.001 M�1, while the star crosses the
Color-Magnitude diagram (CMD) towards redder colors
(i.e. lower Teff and larger radius). There is a large body
of literature devoted to the identification of what is (or

1This effect is due to the huge dependence on temperature of the CNO
cycle that is controlling the H-burning process in the shell.
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what are, if more than one) the precise physical reason for
the expansion of the star to red giant dimensions (a fact
that comes out naturally from the integration of the stellar
structure equations), but a general consensus has not been
yet reached (see, e.g., [4] and references therein).

Figure 1: The evolution in the H-R diagram of a low-mass star
from the ZAMS up to the RGB tip. The inset shows a enlarge-
ment of the RGB bump stage. The long dashed line corresponds
to the track of the same mass, computed by setting the value of
the mixing length parameter to zero. The thin dashed lines rep-
resent loci of constant radius for R/R� = 0.6, 0.8, 1.0, 2.0, 5.0,
10 and 20, respectively, from bottom to top.

Due to the steady deepening of the convective region,
the lower boundary of the convective envelope enters re-
gions chemically processed (some produced He and the
C and N abundances reaching their CN-cycle equilibrium
value) by the central H-burning phase; this material is
mixed almost instantaneously throughout the convective
envelope, thus altering the surface abundances. This phe-
nomenon, called the first dredge up, causes an increase of
the surface He abundance, and an increase of the N/C ratio
with respect to the original values. Convection reaches its
maximum extension (in mass) ‘near’ the base of the RGB,
and from this moment on the lower convective bound-
ary slowly recedes towards the surface, due to the steady
growth of the He-core which accretes He produced by the
H-burning shell.

The evolution along the RGB covers a relatively small
range in Teff and a large range of surface luminosity, which
increases with time. Due to the growth of the He core
mass (MHe

core), the H-shell will encounter the sharp discon-
tinuity of the H-profile left at the point of maximum ex-
tension of the convective envelope. The star reacts to the
sudden increase of available fuel by lowering its surface
luminosity and slowing down the evolutionary timescale,
before starting again to increase its luminosity after the
shell has moved past the discontinuity. This occurrence is

recorded in the differential luminosity function (LF – num-
ber of stars in a given brightness interval as a function of
the brightness itself) of old stellar populations as a local
peak - the so-called RGB bump - in the differential LF.

When MHe
core reaches a size of about 0.50 M� (the exact

value depends weakly on the total mass of the star, being
more sensitive to the initial chemical composition), He-
ignition occurs in the electron degenerate core, producing
the so called He-flash which terminates the RGB phase by
removing the electron degeneracy in the core, and drives
the star onto its Zero Age Horizontal Branch (ZAHB) lo-
cation, that marks the start of quiescent central He-burning
plus shell H-burning. Figure 1 shows the evolution of a
0.8M� (Z=0.004, Y=0.251) star from the Zero Age MS
(ZAMS) up to the He-flash. The most relevant evolution-
ary stages are clearly indicated.

3 On the modelling of RGB stars

During these last decades, our knowledge of evolutionary
and structural properties of stars is significantly improved.
This result has been achieved as a consequence of our
improved capability in understanding and describing the
physical behavior of matter in the various thermal regimes
characteristic of the various stellar mass ranges and evolu-
tionary stages.

This notwithstanding, current generation of stellar
models is still affected by significant and, usually, not neg-
ligible uncertainties. These uncertainties are related to our
poor knowledge of some physical processes occurring in
real stars such as, for instance, some nuclear reaction rates,
the efficiency of mixing and diffusive processes. These
drawbacks of stellar models have to be properly taken into
account when comparing theory with observations in or-
der to derive relevant information about the properties of
both resolved and unresolved stellar populations, as well
as when using stellar models for seismic purposes.

When facing with models for RGB stars, the main is-
sues are those related with their age, effective temperature
scale, the brightness of the RGB bump, and mass loss ef-
ficiency. In the following we will briefly review the accu-
racy and reliability of present generation of stellar models
concerning these theoretical predictions.

3.1 On the reliability of RGB stellar model age

RGB timescales are of the order of a few percent of
the main sequence lifetime, this has the important con-
sequence that the uncertainty on the age of RGB stellar
models is largely dominated by the uncertainty on the core
H-burning lifetime. When discussing this issue, we need
to consider separately the case of low-mass stars, i.e. those
that do not develop a convective core during the central H-
burning stage from those - the intermediate mass ones -
that burn H inside a convective core. The transition mass
is around 1.1 − 1.2M� (the exact value depending on the
chemical composition). For stars burning H in a radiative
environment, the main sources of uncertainty in the core
H-burning lifetime are the nuclear reaction rates and the
atomic diffusion efficiency.
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Figure 2: Upper left panel: the RGB portion of the evolutionary track of solar metallicity 1M� models computed by adopting various
EOSs. Upper right panel: the RGB loci of 0.8M� model for a metallicity Z=0.006, computed by using various prescriptions about the
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Concerning the nuclear reaction rates, one of the most
important nuclear reaction in stellar astrophysics is the p-
capture on 14N nuclei. At odds with the common idea
that in low-mass stars the H-burning is always (fully) con-
trolled by the nuclear reactions associated to the p-p chain
(whose efficiency is indeed very well known after the huge
effort devoted to solve the solar neutrino problem), the nu-
clear reactions related to the CNO-cycle can be actually
important. In fact, near the end of the Main Sequence
stage, due to the paucity of H, the energy supplied by the
H-burning becomes insufficient and the star reacts con-
tracting its core in order to produce the requested ener-
gy via gravitation. As a consequence, both central tem-
perature and density increase and, when the temperature
reaches ∼ 15 × 106K, the H-burning process is controlled
by the CNO cycle, whose efficiency is critically dependent
on the 14N(p, γ)15O reaction rate, because this is the slow-
est reaction of the whole cycle.

In the past, its rate was uncertain, at least by a fac-
tor of 5, because all available laboratory measurements
were performed at energies well above the range of inter-
est for astrophysical purposes. The LUNA experiment [5]
has significantly improved the low energy measurements,
obtaining an estimate which is about a factor of 2 lower
than, for instance, the NACRE measurement. When con-
sidering an isochrone, the use of this updated reaction rate
leads to a brighter and hotter MS turn-off (TO) for a fixed
age (see [6, 7] and references therein): the use of these up-
dated isochrones for Galactic globular cluster (GGC) age
dating would translate in an increase of the cluster age of
≈ 0.9 Gyr (that is about 10% of the age of old GGCs).

However, this result is mainly due to the change in the
interior structure which influences the morphology of the
evolutionary tracks, induced by the updated 14N(p, γ)15O
reaction rate. Indeed, when considering the impact on the
evolutionary lifetime of individual stellar models, the age
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Figure 3: Upper panel: tracks for 0.7, 1.0, 1.4, 2.0, 3.0M�
stellar models. The region enclosed by the thick black bound-
ary is the g-Te f f range covered by the RHD simulations. Thin
solid lines denote fully consistent calculations with the RHD cal-
ibrated variable mixing length and T(τ) relationships. Lower
panel: the evolution of the mixing length parameter along each
track shown in the upper panel. The dotted portion of each se-
quence denotes the region where the αMLT values have been ex-
trapolated. Dashed lines in the upper panel display tracks cal-
culated with a constant, solar-calibrated, mixing length equal to
1.76, and the calibrated T(τ) relationship.

changes induced by the new rate amounts to (a negligible)
≈ 2%. This means that the lingering uncertainties in the
nuclear reaction rates for H-burning processes have prac-
tically no impact when using individual stellar models for
age dating in the framework of ‘ensemble seismology’.

As far as it concerns the impact of atomic diffusion on
evolutionary lifetimes, it has been shown that the inclusion
of this process in stellar model computations for low-mass
stars causes a decrease of the central H-burning lifetime of
the order of ≈ 0.8 − 1 Gyr (i.e. ∼ 10% of the whole core
H-burning lifetime).

For stars developing a convective core during the
central H-burning stage, several physical mechanisms
could extend the size of convective cores beyond the
Schwarzschild boundary, such as the overshooting of con-
vective elements in the stable surroundings, and rotational
mixings. These processes are still not satisfactorily under-
stood by theory. Their combined effects are often model-
led in the standard stellar model computations as a sim-
ple extension of the mixed convective core over a distance
dov = λov × HP, where HP is the pressure scale height at
the edge of the convective core, and λov is a free parame-
ter whose value has to be fixed. It is common to refer to
dov as the overshooting distance, even though overshoot-
ing may not be the only mechanism at work. This model is
of course simplistic, but its simplicity reflects our current

ignorance about the interface between convective and ra-
diative regions. The value of the free parameter λov can be
fixed by trying to match some empirical constraints such
as the CMD morphology around the MS TO in young and
intermediate-age star clusters and/or the properties of well
studied eclipsing binary systems (see, e.g. [8]).

Figure 4: Lower panel: tracks for 1.0 and 1.4M� models and
various assumptions about the T(τ) relation: thin solid lines
correspond to fully consistent calculations with the RHD cal-
ibrated variable mixing length and T(τ) relationships; dotted,
dash-dotted and dashed lines display models calculated with con-
stant αMLT = 1.76 and the Eddington, KS66 and V81 T(τ), re-
spectively.

When moving deeper inside the star, the pressure scale
height steadily increases; this causes a large increase of
the size of convective cores in stars whose Schwarzschild
convective boundary is fast shrinking, (e.g., for masses be-
low ∼ 1.5M�) if the overshooting efficiency is kept fixed
at a constant fraction of HP. This occurrence imposes that
the value of λov has to be decreased to zero for stars with
small convective cores. Due to the lack of any physically-
grounded prescription for how to deal with this issue, dif-
ferent assumptions about the trend of λOV with the stel-
lar mass can be adopted. The change of the isochrone
morphology can be significant and different choices con-
cerning the core overshoot efficiency in the critical mass
range 1.1 ≤ M/M� ≤ 1.5 can mimic different isochrone
ages. The obvious consequence is that the chosen trend
of λOV with mass, for masses with small convective cores,
introduces an additional degree of freedom in stellar evo-
lution models ([8]).

In these last years, a new approach has been envisaged
to evaluate the extent of the convective core in central H-
burning stars. This method is based on the measurement of
the effects on oscillation modes caused by the sharp vari-
ations in the mean molecular weight profile at the bound-
ary of the convective core. Preliminary investigations ([9])
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have clearly shown that this is a promising avenue. How-
ever, only recently seismic surveys of large sample of stars
are really exploiting the great potential of asteroseismol-
ogy to provide tight constrains on the real extension of the
convective core (see, e.g., [10] and references therein). As
a consequence important improvements in this context are
expected in the near future.

3.2 The Teff scale of RGB stars

The main parameters affecting the Teff scale of RGB stars
are: the equation of state (EOS), the low-temperature
opacity, the efficiency of superadiabatic convection, the
outer boundary conditions and the chemical abundances.

EOS: one of the most widely adopted EOS is the
OPAL [11] one, whose range of validity does not cover the
electron degenerate cores of RGB stars and their cooler,
most external layers, below 5000 K. As a consequence,
RGB models computed with the OPAL EOS must employ
some other EOS to cover the whole thermal stratification
of RGB stars. However, there are some exceptions about
this as in the case of the models computed by [8, 12, 13].
These sets of stellar models rely on the use of the FreeEOS
provided by A. Irwin (2005) which consistently allows the
computation of stellar models from the H-burning stage to
the He-burning phase.

The upper left panel of fig. 2 shows the RGB of a 1M�
stellar structure computed adopting different assumptions
about the EOS: the models based on the OPAL EOS and
the FreeEOS are in very good agreement (this compari-
son is actually meaningful only for Teff larger than about
4500K for the reason discussed before); while there is a
significant change in the RGB slope with respect to the
model based on the EOS provided by [14] supplemented
at the lower temperature by a Saha EOS. On average, there
is a difference of about 100K between RGB models based
of the two different EOSs.

Low-T opacity: it has been shown by [15] that it is
the low-T opacity which mainly determines the Teff lo-
cation of RGB models, while the high-T one - in par-
ticular opacity for temperatures around 106 K - enters in
the determination of the mass extension of the convective
envelope. Present generations of stellar models employ
mainly the low-T opacity calculations by [16] which are
the most up-to-date computations suitable for stellar mod-
elling, spanning a wide range of chemical compositions.
The main improvement of this low-T opacity set with re-
spect to older evaluations is in the treatment of molecular
absorption and for a proper treatment of the presence of
grains. Although significant improvements are still pos-
sible as a consequence of a better treatment of the differ-
ent molecular opacity sources, we do not expect dramatic
changes in the temperature regime where the contribution
of atoms and molecules dominate, whilst large variations
can be foreseen in the regime (T < 2000 K) where grains
dominates the interaction between radiation and matter.

Upper right panel of fig. 2 shows a comparison be-
tween RGB models computed by adopting the same phy-
sical inputs but different low-T opacity evaluations: for

effective temperature larger than ∼4000 K, the Teff scale
of the models computed by using the (nowadays obso-
lete) opacities provided by [17] and [18] is in very good
agreement with that corresponding to the model computed
by adopting the [16]’s opacities. However, as soon as the
RGB Teff goes below this limit (i.e., when the models ap-
proach the RGB tip and/or their metallicity is increased),
the opacities by [16] produce progressively cooler mod-
els (differences reaching values of the order of 100 K or
more), due to the increasing effect of the molecules - in
particular H2O and TiO ones - which contribute substan-
tially to the (increase of the) opacity in this temperature
range.

Outer boundary conditions: the procedure commonly
adopted for fixing the boundary conditions at the bottom
of the atmospheric layers, relies on the integration of the
atmosphere by using a functional (semi-empirical or the-
oretical) (T(τ)) relation between the temperature and the
optical depth τ). The effect of using boundary conditions
from model atmospheres on RGB stellar models has been
extensively investigated by [19]. In lower left panel of
fig. 2 it is shown the effects of different T(τ) relations,
namely, the Krishna-Swamy (KS66) solar T(τ) [20] re-
lationship and the Eddington (grey) one, on a 1M� solar
metallicity model computed by using the same physical
inputs and a solar calibrated mixing length parameter. By
construction all tracks overlap at the present solar luminos-
ity and effective temperature. On the RGB the track based
on the KS66 atmosphere is ∼ 100 K hotter than the tracks
based on the model atmosphere stratification (in the spe-
cific case the MARCS models have been used - see [19]
for more details) and the Eddington T(τ) relationship. It is
also important to note that the two tracks obtained match-
ing the MARCS atmospheres to the interior structure at
different optical depths: τ = 1 and 100, respectively, do
overlap from the Zero Age MS to the RGB. This occur-
rence is also valid at lower metallicities, and is a proof that
the stellar model Teff scale does not depend on the chosen
fitting point until a value of τ larger or equal to unity is
chosen.

When comparing more metal-poor, low-mass stellar
models - based on solar-calibrated αMLT -, the difference
in the Teff scale between models based on both types of
grey atmospheres and detailed non-grey models appears
negligible. It is worth noting that the comparison between
theory and observations for the effective temperature scale
of approximately solar metallicity RGB stars both in the
field and in star clusters, seems to support the Teff scale of
stellar models based on the KS66 T(τ) relation.

Before closing this discussion, we wish to remark that,
even if the use of boundary conditions provided by model
atmospheres is, in principle, more rigorous, one has also to
bear in mind that the convection treatment in the adopted
model atmospheres is usually not the same as in the un-
derlying stellar models (i.e., a different mixing length for-
malism and a different value for the scale height of the
convective motion are used).

The treatment of superadiabatic convection: the tem-
perature gradient throughout the bulk of the convective en-
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velope of stellar models can be approximated by the adia-
batic value. However, in the outer layers close to the stellar
surface the convective gradient becomes strongly supera-
diabatic. To determine the actual value of the gradient in
these outer layers the Mixing Length Theory (MLT, [21])
is almost universally used. The MLT contains four free
parameters, whose values affect the predicted Teff of the
stellar models. Three parameters are fixed a priori2 (and
define what it is denoted as the MLT flavour), and the only
one left to be calibrated is αMLT, the ratio of the mixing
length to the local pressure scale height HP, that provides
the scale length of the convective motions. As a general
rule, an increase of αMLT corresponds to an increase of the
convective transport efficiency and an increase of the stel-
lar model Teff .

In stellar evolution calculations the value of αMLT is
usually calibrated by reproducing the radius of the Sun at
the solar age with a Solar Standard Model (SSM). This
solar calibrated αMLT is then kept fixed in all evolution-
ary calculations of stars of different masses and chemical
compositions. The exact numerical value of αMLT varies
amongst calculations by different authors because varia-
tions of input physics and choices of the outer boundary
conditions affect the predicted model Teff values, hence
require different αMLT values to match the Sun.

It is clear that, even if a physics input employed in the
stellar model computations is not accurate, it is possible
to mask this shortcoming - at least from the point of view
of the predicted Teff - by simply recalibrating αMLT on the
Sun. This guarantees that the models always predict cor-
rectly the Teff of at least solar-type stars. However, since
the extension of the superadiabatic layers is larger in RGB
stars, theoretical RGB models are much more sensitive to
αMLT than MS ones. Therefore it is not safe to assume a
priori that the solar calibrated value of αMLT is also ade-
quate for RGB stars of various metallicities.

A source of concern about a priori assumption of a so-
lar αMLT for RGB computations comes from the fact that
recent models from various authors, all using a suitably
calibrated solar value of αMLT, do not show the same RGB
temperatures. A comparison - performed by [23] - of in-
dependent sets of RGB stellar models computed with the
same initial chemical composition and solar calibrated val-
ues of αMLT shows that these models can predict a different
Teff scale for the RGB: a realistic estimate of the current
uncertainty on this Teff scale is of the order of 200−300 K.
The reason for this discrepancy must be due to some differ-
ence in the input physics which is not compensated by the
solar calibration of αMLT. This occurrence clearly points
out the fact that one cannot expect the same RGB Teff scale
from solar calibrated models that do not employ exactly
the same input physics.

2We refer to [22] for a detailed analysis of the impact of choosing
different values for these free parameters on stellar model computations.
However, as a general rule, these authors have shown that sets of models
- based on distinct MLT flavours but the same physical inputs - provide
consistent results with only minor differences, once the mixing length has
been properly calibrated on the Sun. The same sets of models are also
able to reproduce the Teff of RGB stars in GGCs.

The MLT formalism provides only a very simplified
description of convection, and there have been several at-
tempts to introduce non-locality in the MLT (see, e.g.,
[24], and references therein). These ‘refinements’ are of-
ten complex and introduce additional free parameters to
be calibrated. The alternative model by [25] includes a
spectrum of eddy sizes (rather than the one-sized convec-
tive cells of the MLT) and fixes the scale length of the
convective motions to the distance to the closest convec-
tive boundary. [26] have presented a novel non-local and
time-dependent model based on the solution of the Navier-
Stokes equations for an incompressible perfect fluid – the
so called scale-free convection theory (SFC) –, that does
not contain free parameter. A few stellar models based on
this SFC have been recently presented by [27]: these pre-
liminary computations seem to shown that, at least for MS
stars, the SFC theory yields results very similar to those
derived from a solar calibrated MLT regarding the exten-
sion of the convective zones, temperature gradients, and
energy fluxes, whereas for RGB stars the differences be-
tween sets of models based on the two convection theo-
ries are significant. Nevertheless, we note that recently the
physical basis for this approach for the treatment of the su-
peradiabatic convection has been strongly questioned by
[28].

An alternative approach to model the superadiabatic
layers of convective envelopes is based on the computa-
tion of realistic multidimensional radiation hydrodynam-
ics (RHD) simulations of atmospheres and convective en-
velopes - where convection emerges from first principles
- that cover the range of effective temperatures, surface
gravities, and chemical compositions typical of stars with
convective outer regions. These simulations have reached
nowadays a high level of sophistication ([29]) and for ease
of implementation in stellar evolution codes, their results
can be used to provide an ‘effective hydro-calibration’ of
αMLT, even though RHD simulations do not confirm the
basic MLT picture of columns of convective cells. In
this context, [30] produced a grid of convective atmo-
sphere/envelope 3D RHD simulations for the solar chem-
ical composition. The same grid of 3D RHD simulations
have been matched ([31]) to 1D hydrostatic equilibrium,
spherically symmetric envelope models to calibrate αMLT
as function of gravity and effective temperature3

Moreover, the same RHD simulations have been em-
ployed by [32] to calculate g- and Teff-dependent temper-
ature relations as a function of the τ Rosseland optical
depth. The availability ([31]) of a numerical routine to cal-
culate a g- and Teff-dependent RHD-calibrated αMLT and
T(τ) relations and Rosseland opacities consistent with the
opacities used in the RHD simulations, enables stellar evo-
lution calculations where boundary conditions, superadia-
batic temperature gradient and opacities of the convective
envelope are consistent with the RHD simulations4.

3These RHD simulations provide a value for the αMLT for the Sun
equal to 1.76 ± 0.03, not very different from the values obtained with the
calibration of SSMs.

4We remark that it is particularly important to use both the RHD-
calibrated αMLT and T(τ) relations, because the Te f f scale of the stellar
models depends on both these inputs as discussed by [23] and [19].
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velope of stellar models can be approximated by the adia-
batic value. However, in the outer layers close to the stellar
surface the convective gradient becomes strongly supera-
diabatic. To determine the actual value of the gradient in
these outer layers the Mixing Length Theory (MLT, [21])
is almost universally used. The MLT contains four free
parameters, whose values affect the predicted Teff of the
stellar models. Three parameters are fixed a priori2 (and
define what it is denoted as the MLT flavour), and the only
one left to be calibrated is αMLT, the ratio of the mixing
length to the local pressure scale height HP, that provides
the scale length of the convective motions. As a general
rule, an increase of αMLT corresponds to an increase of the
convective transport efficiency and an increase of the stel-
lar model Teff .

In stellar evolution calculations the value of αMLT is
usually calibrated by reproducing the radius of the Sun at
the solar age with a Solar Standard Model (SSM). This
solar calibrated αMLT is then kept fixed in all evolution-
ary calculations of stars of different masses and chemical
compositions. The exact numerical value of αMLT varies
amongst calculations by different authors because varia-
tions of input physics and choices of the outer boundary
conditions affect the predicted model Teff values, hence
require different αMLT values to match the Sun.

It is clear that, even if a physics input employed in the
stellar model computations is not accurate, it is possible
to mask this shortcoming - at least from the point of view
of the predicted Teff - by simply recalibrating αMLT on the
Sun. This guarantees that the models always predict cor-
rectly the Teff of at least solar-type stars. However, since
the extension of the superadiabatic layers is larger in RGB
stars, theoretical RGB models are much more sensitive to
αMLT than MS ones. Therefore it is not safe to assume a
priori that the solar calibrated value of αMLT is also ade-
quate for RGB stars of various metallicities.

A source of concern about a priori assumption of a so-
lar αMLT for RGB computations comes from the fact that
recent models from various authors, all using a suitably
calibrated solar value of αMLT, do not show the same RGB
temperatures. A comparison - performed by [23] - of in-
dependent sets of RGB stellar models computed with the
same initial chemical composition and solar calibrated val-
ues of αMLT shows that these models can predict a different
Teff scale for the RGB: a realistic estimate of the current
uncertainty on this Teff scale is of the order of 200−300 K.
The reason for this discrepancy must be due to some differ-
ence in the input physics which is not compensated by the
solar calibration of αMLT. This occurrence clearly points
out the fact that one cannot expect the same RGB Teff scale
from solar calibrated models that do not employ exactly
the same input physics.

2We refer to [22] for a detailed analysis of the impact of choosing
different values for these free parameters on stellar model computations.
However, as a general rule, these authors have shown that sets of models
- based on distinct MLT flavours but the same physical inputs - provide
consistent results with only minor differences, once the mixing length has
been properly calibrated on the Sun. The same sets of models are also
able to reproduce the Teff of RGB stars in GGCs.

The MLT formalism provides only a very simplified
description of convection, and there have been several at-
tempts to introduce non-locality in the MLT (see, e.g.,
[24], and references therein). These ‘refinements’ are of-
ten complex and introduce additional free parameters to
be calibrated. The alternative model by [25] includes a
spectrum of eddy sizes (rather than the one-sized convec-
tive cells of the MLT) and fixes the scale length of the
convective motions to the distance to the closest convec-
tive boundary. [26] have presented a novel non-local and
time-dependent model based on the solution of the Navier-
Stokes equations for an incompressible perfect fluid – the
so called scale-free convection theory (SFC) –, that does
not contain free parameter. A few stellar models based on
this SFC have been recently presented by [27]: these pre-
liminary computations seem to shown that, at least for MS
stars, the SFC theory yields results very similar to those
derived from a solar calibrated MLT regarding the exten-
sion of the convective zones, temperature gradients, and
energy fluxes, whereas for RGB stars the differences be-
tween sets of models based on the two convection theo-
ries are significant. Nevertheless, we note that recently the
physical basis for this approach for the treatment of the su-
peradiabatic convection has been strongly questioned by
[28].

An alternative approach to model the superadiabatic
layers of convective envelopes is based on the computa-
tion of realistic multidimensional radiation hydrodynam-
ics (RHD) simulations of atmospheres and convective en-
velopes - where convection emerges from first principles
- that cover the range of effective temperatures, surface
gravities, and chemical compositions typical of stars with
convective outer regions. These simulations have reached
nowadays a high level of sophistication ([29]) and for ease
of implementation in stellar evolution codes, their results
can be used to provide an ‘effective hydro-calibration’ of
αMLT, even though RHD simulations do not confirm the
basic MLT picture of columns of convective cells. In
this context, [30] produced a grid of convective atmo-
sphere/envelope 3D RHD simulations for the solar chem-
ical composition. The same grid of 3D RHD simulations
have been matched ([31]) to 1D hydrostatic equilibrium,
spherically symmetric envelope models to calibrate αMLT
as function of gravity and effective temperature3

Moreover, the same RHD simulations have been em-
ployed by [32] to calculate g- and Teff-dependent temper-
ature relations as a function of the τ Rosseland optical
depth. The availability ([31]) of a numerical routine to cal-
culate a g- and Teff-dependent RHD-calibrated αMLT and
T(τ) relations and Rosseland opacities consistent with the
opacities used in the RHD simulations, enables stellar evo-
lution calculations where boundary conditions, superadia-
batic temperature gradient and opacities of the convective
envelope are consistent with the RHD simulations4.

3These RHD simulations provide a value for the αMLT for the Sun
equal to 1.76 ± 0.03, not very different from the values obtained with the
calibration of SSMs.

4We remark that it is particularly important to use both the RHD-
calibrated αMLT and T(τ) relations, because the Te f f scale of the stellar
models depends on both these inputs as discussed by [23] and [19].

Figure 5: Upper panel: comparison between estimates of the
brightness difference between the RGB bump and the ZAHB for
a sample of Galactic globular clusters, and BaSTI theoretical pre-
scriptions - for the labeled assumptions about the cluster age - as
a function of the global metallicity. Lower panel: difference be-
tween the values of ∆MF606W

Bump
TO predicted by models for each

individual GC - once its age has been obtained from the absolute
TO brightness -, and empirical values, as a function of [M/H].

[33] have been the first to present stellar evolution
calculations where this 3D RHD-calibration of αMLT is
self-consistently included in a stellar evolution code. Fig-
ure 3 shows some results from the quoted investigation:
a comparison between fully consistent model calculations
with the RHD calibrated variable αMLT and T(τ) relation-
ships, and models based on a constant, solar calibrated
αMLT = 1.76 and the same T(τ) relationship. From the
point of view of the predicted Teff scale, models calcu-
lated with constant RHD calibrated solar mixing length
αMLT = 1.76 are very similar to, and often quite indis-
tinguishable from, the models with variable αMLT, max-
imum differences being at most ∼ 30 − 50 K. Indeed,
the same analysis has provided a plain evidence that the
choice of RHD-calibrated T(τ) relation is more relevant
than the use of a variable αMLT, in setting the effective
temperature scale of the models as shown in Fig. 4: here
it is shown the comparison between models based on the
RHD-calibrated T(τ) relation and the T(τ) relationships by
Eddington, KS66 and [34] (V81).

3.3 The Red Giant Branch luminosity function

The RGB luminosity function (LF) of GGCs is an impor-
tant tool to test the chemical stratification inside the stellar
envelopes (see [35] and references therein). The RGB LF

is a simple straight line on a magnitude-log(N) plane, ex-
cept in a very narrow magnitude interval corresponding
to the RGB bump. This linearity is a direct consequence
of the He-core mass - luminosity relation for RGB stars
([35]). The slope of this line allows a major test of the evo-
lutionary rate along the RGB, that is virtually independent
of the isochrone age or metallicity. Comparisons between
theoretical LFs and empirical ones for GGCs have shown
a remarkable good agreement: this represents a plain evi-
dence of the fact that theoretical predictions about the evo-
lutionary rate along RGB are quite reliable.

As previously discussed, the brightness of the RGB
bump is related to the location of the H-abundance discon-
tinuity left over by outer convection during the first dredge
up, in the sense that the deeper the chemical discontinu-
ity is located, the fainter is the bump luminosity. Since
any physical inputs and/or numerical assumption adopted
in the computations which affects the maximum extension
of the convective envelope at the first dredge up, strongly
affects the bump brightness, a comparison between the
predicted RGB bump luminosity and observations in star
clusters allows a direct check of how well theoretical mod-
els for RGB stars predict the extension of convective re-
gions in the stellar envelope and, then provide a plain evi-
dence of the reliability of the adopted evolutionary frame-
work ([36]).

However, when comparing theory with observations
one needs a preliminary estimate of both the cluster metal-
licity and distance. Current uncertainty in the GGC metal-
licity scale strongly reduces our capability to constrain the
plausibility of the theoretical framework, and for such rea-
son, it has became a common procedure to use simulta-
neously all available metallicity scales (see [37] for a dis-
cussion on this issue). An additional critical issue is re-
lated to the knowledge of the cluster distance, whose in-
determination could strongly hamper the possibility of a
meaningful comparison between theory and observations.
In order to overcome this problem, as early suggested by
[38], the observed V-magnitude (or filters similar to John-
son V) difference between the RGB bump and the HB at
the RR Lyrae instability strip (∆VBump

HB = VHB − Vbump) is
usually adopted in order to test the theoretical predictions
for the bump brightness. This quantity presents several
advantages from the observational point of view and it is
empirically well-defined because it does not depend on a
previous knowledge of the cluster distance and redden-
ing. However, on the theoretical side, one should keep in
mind that such comparison requires the use of a theoretical
prediction about the Horizontal Branch brightness which
is a parameter still affected by some uncertainty. Never-
theless, empirical estimates about the ∆VBump

HB parameter
have been extensively compared with theoretical predic-
tions (see [39] and references therein).

Upper panel of fig. 5 shows a comparison between re-
cent measurements of this parameter for a sample of GGCs
and theoretical predictions, and discloses a discrepancy -
at the level of ∼ 0.20 mag, or possibly larger -, for GCs
with [M/H] below ∼ −1.5: the predicted ∆VBump

HB being
larger than observed. We cannot discriminate whether this
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is due to too bright theoretial bump luminosities, or under-
luminous HB models (or a combination of both effects).
Due to the strong dependence of ∆VBump

HB parameter on
the metallicity, a more quantitative evaluation of the ‘real’
discrepancy between theory and observation strongly de-
pends on the adopted metallicity scale.

A complementary avenue is offered by the mag-
nitude difference between the TO and RGB bump,
∆VBump

TO = VTO − Vbump, which bypasses the HB. Lower
panel of fig. 5 shows a comparison between this quantity
as measured for a sample of GGCs observed in the F606W
filter of the Advanced Camera for Surveys on board of
HST and the similar theoretical quantity as estimated once
the age of each GC has been accurately derived via the
isochrone fitting to the absolute MS TO magnitude ob-
tained using a MS-fitting distance scale (see [40], for a
more detailed discussion on the adopted method). This
plot shows clearly that the expected ∆MF606W

Bump
TO values

are systematically larger than observed: the mean differ-
ence being of the order of 0.20 mag. Given that the ob-
served TO magnitude is by definition matched by the the-
oretical isochrones to determine the TO age, this discrep-
ancy implies that the theoretical RGB bump luminosity is
too bright, e.g., RGB models predict a too shallow maxi-
mum depth of the envelope at the first dredge up.

On the basis of the most recent updates in the input
physics, it does not appear realistic to modify the maxi-
mum depth of the convective envelope at the first dredge
up by reasonable changes in the adopted physics (i.e., in
the radiative opacity). The most viable solution of this dis-
crepancy implies some amount of convective overshoot,
beyond the Schwarzschild convective boundary, by about
0.25HP

5. The inclusion of atomic diffusion can also help
in reducing the discrepancy but it can not completely solve
the problem.

New, independent, insights concerning the location of
the chemical discontinuity in the envelope of RGB stars
can be provided by an accurate analysis of the g-modes
in oscillating giants. In fact, recently [41] have investi-
gated the possibility to use the perturbations (also called
glitches) of the frequencies of high-radial-order g-modes
from their asymptotic value, due to sharp variations in the
buoyancy frequency induced by local changes in the chem-
ical composition. Although no robust observational results
on these buoyancy frequency glitches have been presented
so far, one can predict that - once observed - this kind of
seismic effects can represent a valuable tool for investigat-
ing the inner chemical stratification of cool stars.

In passing, we also note that the RGB LF bump pro-
vides other important constraints besides brightness for
checking the accuracy of RGB models. More in detail,
both the shape and the location of the bump along the RGB
LF can be used for investigating on how ‘steep’ is the H-
discontinuity left over by envelope convection at the first
dredge up. So these features appear, potentially, a useful
tool for investigating on the efficiency of non-canonical
mixing at the border of the convective envelope ([42]) able

5We note that the RGB bump brightness changes at the rate of
0.8mag/HP.

to partially smooth the chemical discontinuity. In addition,
since the evolutionary rate along the RGB is strongly af-
fected by any change in the chemical profile, it is clear that
star counts in the bump region can provide reliable infor-
mation about the size of the jump in the H profile left over
by envelope convection after the first dredge up ([37]).

3.4 Mass-loss efficiency along the RGB stage

A major issue in stellar evolution theory is the treatment
of the mass loss (ML) during the advanced evolutionary
stages. In fact, reliable empirical ML determinations, as
well as a comprehensive physical description of the in-
volved processes are so far still lacking; in particular, there
is a lack of any empirical law directly calibrated on Pop-
ulation II giants. From a theoretical point of view, our
knowledge of the ML timescales, driving mechanisms, de-
pendence on stellar parameters and metallicity is also very
poor. The consequence is that there is little theoretical
or observational guidance on how to incorporate ML into
stellar model computations.

As for the ML efficiency along the RGB, mass loss
rates are customarily parametrized in stellar model calcu-
lations by means of simple relations like the Reimers for-
mula ([43]). A few other formulae, which are variants of
the Reimers one, have been proposed but there is no a pri-
ori reason for choosing one amongst the different alterna-
tives. These prescriptions are essentially scaling relations
between mass loss rates and global stellar parameters like,
e.g., surface bolometric luminosity and gravity, effective
temperature and/or radius. The zero point of these scaling
relations is typically set by a free parameter (η) that needs
to be calibrated.

The last decade has witnessed a growing amount of
empirical data concerning ML estimates for Pop. II red gi-
ants, based on a more direct approach as the detection of
outflow motions in the outer regions of the atmospheres
(see, e.g., [44]), or the detection of the circumstellar en-
velopes at larger distances from the stars (see, e.g., [45]).
These empirical analyses suggest that the ‘actual’ ML law
should be significantly different (flatter) than the Reimers
formula, that seems to be ruled out at the 3σ level. In
addition, the RGB ML phenomenon seems to be not a
continuous process but an episodic phenomenon, whose
efficiency does not appear to be strongly correlated with
the metallicity. Recently, [46, 47] applied an alternative
approach to estimate the mass lost by RGB stars in the
GGC 47 Tuc. These authors determined the rate of dif-
fusion of stars through the cluster core, using a sample of
young white dwarfs, and compared the radial distribution
of upper MS, RGB and HB stars. As a result, they found
that the radial distributions of the various classes of stars
are nearly identical, showing that there has been very lit-
tle time for the young WDs to have diffused through the
cluster since their progenitors lost mass. Based on these
dynamical consideration, [47] estimated that up to two-
thirds of the ∼ 0.4M� that 47 Tuc stars are expected to lose
between the end of the MS and the beginning of the WD
sequence, is shed shortly before the start of the WD cool-
ing, and a typical HB stellar mass of the order of ∼ 0.65M�
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is due to too bright theoretial bump luminosities, or under-
luminous HB models (or a combination of both effects).
Due to the strong dependence of ∆VBump

HB parameter on
the metallicity, a more quantitative evaluation of the ‘real’
discrepancy between theory and observation strongly de-
pends on the adopted metallicity scale.

A complementary avenue is offered by the mag-
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∆VBump
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as measured for a sample of GGCs observed in the F606W
filter of the Advanced Camera for Surveys on board of
HST and the similar theoretical quantity as estimated once
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isochrone fitting to the absolute MS TO magnitude ob-
tained using a MS-fitting distance scale (see [40], for a
more detailed discussion on the adopted method). This
plot shows clearly that the expected ∆MF606W
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are systematically larger than observed: the mean differ-
ence being of the order of 0.20 mag. Given that the ob-
served TO magnitude is by definition matched by the the-
oretical isochrones to determine the TO age, this discrep-
ancy implies that the theoretical RGB bump luminosity is
too bright, e.g., RGB models predict a too shallow maxi-
mum depth of the envelope at the first dredge up.

On the basis of the most recent updates in the input
physics, it does not appear realistic to modify the maxi-
mum depth of the convective envelope at the first dredge
up by reasonable changes in the adopted physics (i.e., in
the radiative opacity). The most viable solution of this dis-
crepancy implies some amount of convective overshoot,
beyond the Schwarzschild convective boundary, by about
0.25HP

5. The inclusion of atomic diffusion can also help
in reducing the discrepancy but it can not completely solve
the problem.

New, independent, insights concerning the location of
the chemical discontinuity in the envelope of RGB stars
can be provided by an accurate analysis of the g-modes
in oscillating giants. In fact, recently [41] have investi-
gated the possibility to use the perturbations (also called
glitches) of the frequencies of high-radial-order g-modes
from their asymptotic value, due to sharp variations in the
buoyancy frequency induced by local changes in the chem-
ical composition. Although no robust observational results
on these buoyancy frequency glitches have been presented
so far, one can predict that - once observed - this kind of
seismic effects can represent a valuable tool for investigat-
ing the inner chemical stratification of cool stars.

In passing, we also note that the RGB LF bump pro-
vides other important constraints besides brightness for
checking the accuracy of RGB models. More in detail,
both the shape and the location of the bump along the RGB
LF can be used for investigating on how ‘steep’ is the H-
discontinuity left over by envelope convection at the first
dredge up. So these features appear, potentially, a useful
tool for investigating on the efficiency of non-canonical
mixing at the border of the convective envelope ([42]) able

5We note that the RGB bump brightness changes at the rate of
0.8mag/HP.

to partially smooth the chemical discontinuity. In addition,
since the evolutionary rate along the RGB is strongly af-
fected by any change in the chemical profile, it is clear that
star counts in the bump region can provide reliable infor-
mation about the size of the jump in the H profile left over
by envelope convection after the first dredge up ([37]).

3.4 Mass-loss efficiency along the RGB stage

A major issue in stellar evolution theory is the treatment
of the mass loss (ML) during the advanced evolutionary
stages. In fact, reliable empirical ML determinations, as
well as a comprehensive physical description of the in-
volved processes are so far still lacking; in particular, there
is a lack of any empirical law directly calibrated on Pop-
ulation II giants. From a theoretical point of view, our
knowledge of the ML timescales, driving mechanisms, de-
pendence on stellar parameters and metallicity is also very
poor. The consequence is that there is little theoretical
or observational guidance on how to incorporate ML into
stellar model computations.

As for the ML efficiency along the RGB, mass loss
rates are customarily parametrized in stellar model calcu-
lations by means of simple relations like the Reimers for-
mula ([43]). A few other formulae, which are variants of
the Reimers one, have been proposed but there is no a pri-
ori reason for choosing one amongst the different alterna-
tives. These prescriptions are essentially scaling relations
between mass loss rates and global stellar parameters like,
e.g., surface bolometric luminosity and gravity, effective
temperature and/or radius. The zero point of these scaling
relations is typically set by a free parameter (η) that needs
to be calibrated.

The last decade has witnessed a growing amount of
empirical data concerning ML estimates for Pop. II red gi-
ants, based on a more direct approach as the detection of
outflow motions in the outer regions of the atmospheres
(see, e.g., [44]), or the detection of the circumstellar en-
velopes at larger distances from the stars (see, e.g., [45]).
These empirical analyses suggest that the ‘actual’ ML law
should be significantly different (flatter) than the Reimers
formula, that seems to be ruled out at the 3σ level. In
addition, the RGB ML phenomenon seems to be not a
continuous process but an episodic phenomenon, whose
efficiency does not appear to be strongly correlated with
the metallicity. Recently, [46, 47] applied an alternative
approach to estimate the mass lost by RGB stars in the
GGC 47 Tuc. These authors determined the rate of dif-
fusion of stars through the cluster core, using a sample of
young white dwarfs, and compared the radial distribution
of upper MS, RGB and HB stars. As a result, they found
that the radial distributions of the various classes of stars
are nearly identical, showing that there has been very lit-
tle time for the young WDs to have diffused through the
cluster since their progenitors lost mass. Based on these
dynamical consideration, [47] estimated that up to two-
thirds of the ∼ 0.4M� that 47 Tuc stars are expected to lose
between the end of the MS and the beginning of the WD
sequence, is shed shortly before the start of the WD cool-
ing, and a typical HB stellar mass of the order of ∼ 0.65M�

(that corresponds to a mass loss of about 0.25M� along the
RGB) is excluded by comparing the radial distribution of
HB stars and MS stars.

Needless to say that this result would severely chal-
lenge the common idea about the efficiency of mass loss
during the RGB stage. Actually, the need for a signifi-
cant ML during the RGB in order to reproduce the ob-
served cluster HB morphology has been shown by [48]:
a detailed comparison between synthetic HB models and
data shows that the observed morphology can be repro-
duced only by accounting for an average mass lost during
the RGB equal to ∆M ≈ 0.23M� and an almost negligi-
ble Gaussian spread of 0.005M� around this value. When
taking into account the possible sources of uncertainty re-
lated to the cluster properties such as reddening, chemi-
cal composition (also in the context of the multiple popu-
lation phenomenon) and age, [48] found that the average
mass lost during the RGB ranges from a minimum value
of ∼ 0.17M� (for a GC age of 12.5 Gyr) to a maximum
value of ∼ 0.21M� (for a GC age of 10.5 Gyr). This anal-
ysis suggests the existence of a significant discrepancy be-
tween the information coming from cluster dynamics and
CMD modelling of the HB. A comparison between the re-
sults from these two techniques applied to other GCs is
required, to gain more insights about the origin of this ap-
parent disagreement.

An independent approach for measuring the ML effi-
ciency in RGB stars has been adopted by [49]: thanks to
the Kepler detection of solar-like oscillations in G-K gi-
ants in the old open clusters NGC 6791 and 6819, they
posed a constraint on the integrated RGB mass-loss effi-
ciency by comparing the average mass of RC stars with
that of stars in the faint portion of RGB. As a results they
found that very efficient RGB ML can be excluded, and the
available data are consistent with ML rates described with
a Reimers η parameter smaller than ∼ 0.35. These results
are interesting, and the seismic method appears a quite vi-
able way to estimate ML efficiency. However, since stellar
masses are determined by combining the available semi-
otics parameters νmax and ∆ν with other data (as photom-
etry and distance determinations), more accurate and reli-
able stellar masses determinations are expected from addi-
tional constraints from individual pulsation mode frequen-
cies, spectroscopic Teff determinations and accurate tests
of the adopted νmax and ∆ν scaling relations.

Before closing this section, we wish to emphasise that
an accurate determination of the RGB ML efficiency is a
crucial issue also in the context of using stellar models and
seismic measurements for Galactic archaelogy ([2]). In-
deed, one has to bear in mind that the computation of ages
for red giant stars (both RGB stars and RC ones) heavily
relies on the knowledge of their masses. In the context of
asteroseismologic surveys, the mass of a star is essentially
derived by using scaling relations based on the observed
∆ν and νmax, and thus the mass is rather independent of the
adopted set of stellar models. The same, however, does not
hold for ages. Although the mass of a red giant is a useful
proxy for age, it is important to distinguish between the
initial mass, which sets the evolutionary lifetime of a star,

Figure 6: Comparison between ages obtained by alternatively
using stellar models accounting for mass-loss (with the parame-
ter η equal to 0.4) and not accounting for ML.
[Reproduced with permission from [3], published by Oxford University Press

on behalf of The Royal Astronomical Society. All rights reserved. Available

online at http://dx.doi.org/10.1093/mnras/stv2320. This figure is not covered

by the Open-Access licence of this publication. For permissions contact Jour-

nals.permissions@OUP.com]

and the present-day (i.e., the actual) stellar mass, which is
indeed the quantity derived from seismology. Thus, when
inferring an age using the actual stellar mass, the value de-
rived will depend on the past history of the star, whether or
not significant ML has occurred during its evolution. This
issue has been investigated in detail by [3].

Figure 6 shows the comparison of between ages de-
rived with and without mass-loss. Ages of dwarf stars are
obviously unaffected by mass-loss, and the same conclu-
sion holds for RGB stars.6 The effect of ML increases
when moving to lower gravities, and it is quite dramatic
for stars in the central He-burning stage. Theoretical
isochrones including ML return younger ages than those
without ML; this can be easily understood since a given
mass - seismically inferred - will correspond to a higher
initial mass in case of ML, whose evolutionary lifetimes
are shorter.

3.5 Additional physical processes

Standard models for red giant stars are non-rotating, spher-
ically symmetric and usually include only convection as

6The distinction between RGB and RC stars is based on the average
spacing between mixed modes ([50]); hence a robust identification of
RGB stars is possible for log(g) ≥ 2.6, i.e. on the lower part of the RGB,
where ML turns out to be of little importance in the Reimers formulation.
This explains the weak dependence of RGB ages on mass-loss.
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element transport mechanism. These models predict that,
during the first dredge up, the surface chemical composi-
tion of low-mass stars is modified due to dredge up into
the convective envelope of H-burning processed material.
After this mixing episode, canonical models do not pre-
dict any further mixing episode along the RGB. Several
spectroscopic observations of metal poor Galactic halo
stars provide however compelling evidence of an addi-
tional mixing process occurring when RGB stars reach the
luminosity of the RGB bump: a sudden drop of the iso-
topic ratio 12C/13C, a decrease of the Li and C abundances
and an increase of the N abundance is clearly shown by the
empirical data. This ‘non-canonical’ mixing seems to be a
universal process as it affects ∼ 95% of low-mass stars, re-
gardless of whether they populate the halo field or clusters
(see [51] and references therein). The mechanism that has
been proposed as a possible source for this mixing episode
should be associated with the molecular weight inversion
due to the 3He burning through the 3He(3He, 2p)4He nu-
clear reaction, in the outer wing of the H-burning shell,
and the associated thermohaline mixing.

In low-mass stars, the main burning mechanism during
the MS is the p-p chain, that due to its weak dependence
on temperature, is efficient also in stellar layers quite far
from the star centre. As a consequence, 3He accumulates
in a broad zone outside the main energy production re-
gion. During the first dredge up this 3He is mixed within
the convective envelope, with the consequence that dur-
ing the following RGB evolution, the layers above the H-
discontinuity left over by the receding convective envelope
at its maximum extension will have a uniform 3He, larger
than the initial one. When the shell advances towards
the surface during the RGB evolution, in the outer wing
above the point of maximum burning efficiency, there is
a narrow region where 3He is burnt through the reaction
3He(3He, 2p)4He. This nuclear reaction is unusual in the
sense that 2 nuclei transform into 3 and the mean mass
per nucleus decreases from 3 to 2. Because the molecular
weight is the mean mass per nucleus, this leads to a small
local decrease in the µ gradient. As long as the H-burning
shell moves through layers below the H-discontinuity – i.e.
the star evolves before the RGB bump – this local nega-
tive µ gradient is negligible because the shell is moving in
a region with a much larger positive gradient, due to the
He profile left over at the end of the MS. However, when
the H-burning shell enters the region of uniform chemical
profile beyond the H-discontinuity, the local inversion, i.e.
negative gradient, in the µ profile, of the order of one part
in 104, becomes much more important. This situation cor-
responds to the conditions for thermohaline mixing (see
[52] and references therein). This mixing is usually in-
cluded in stellar evolution codes as a diffusive process that
works in the direction to erase the molecular weight inver-
sion, with diffusion coefficient given by [53]

Dth = Cth
K

cpρ

(
ϕ

δ

) −∇µ
(∇ad − ∇)

for ∇µ < 0 (1)

where ∇µ is molecular weight gradient, K denotes the
thermal conductivity, Cth =

8
3π

2α2 with α a free parame-

ter, ϕ = (∂ ln ρ/∂ ln µ)P,T, and δ = −(∂ ln ρ/∂ ln T)P,µ. Evo-
lutionary calculations show that thermohaline mixing ex-
tends between the outer wing of the H-burning shell and
the inner boundary of the convective envelope, merging
with the outer convection in a short time (∼ 30 Myr for a
model with mass of the order of 1M�). Therefore, depend-
ing on the mixing efficiency, a significant amount of nu-
clear processed matter in the hotter layers of the H-burning
shell can be dredged-up to the surface; an occurrence that
allows to reproduce spectroscopic data.

This notwithstanding, there are still several shortcom-
ings in the inclusion of this physical process in stellar
model computations. At first, as it has been shown by [51],
values of Cth ∼1000 are required to reproduce the 12C/13C
abundance pattern in halo RGB stars, but in order to re-
produce the same trend for 7Li abundances a quite smaller
value is necessary (Cth ∼200). In addition, hydrodyna-
mical simulations predict a different expression for the dif-
fusion coefficient, that is reasonably reproduced by Eq. 1
with Cth ∼10 ([54]), i.e. the expected efficiency is much
lower than needed to reproduce RGB spectroscopic data.
In addition, recently [55] have provided compelling re-
sults showing that the surface chemical abundance predic-
tions of stellar models accounting for thermohaline mixing
strongly depend on the numerical assumptions on the mesh
spacing and time resolution adopted in the evolutionary
computations. As a consequence of these results, model
predictions about surface chemical abundances should be
treated with caution until a more firm assessment on how
to manage with thermohaline mixing in stellar model com-
putations is not achieved.

For long time, rotation and the associated rotational
mixings have not - in general - been an ingredient of stan-
dard stellar models. This occurrence can be attributed
largely to the increase in complexity and uncertainty –
read free parameters – of models that include rotation,
and some estimates that rotation is expected to be at most
a (small) perturbation to the structure of low-mass stars.
A number of observational data, however, requires mix-
ing mechanisms not present in standard stellar models,
and mixing driven by rotation is at least a potential can-
didate. In addition, nowadays asteroseismic observations
are clearly revealing the role played by rotation in the in-
teriors of stars other than the Sun. From the point of view
of the inclusion of rotation in model computations, but the
huge increase in the complexity of the numerical equations
that have to be solved, the main problems are related to our
poor knowledge of the interaction between convection and
meridional currents, of the efficiency of angular momen-
tum transport and angular momentum loss during the core
and shell H-burning stages. The inclusion of these pro-
cesses in an evolutionary code requires the calibration of
several free parameters, that, until a few years, were poorly
constrained by standard observations.

In this context, a big improvement has been obtained
- and more can be expected in the near future - thanks to
seismic observations collected with Kepler satellite which
allowed to measure the core rotation rates for hundreds of
red giants ([56, 57]). The preliminary comparison between
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element transport mechanism. These models predict that,
during the first dredge up, the surface chemical composi-
tion of low-mass stars is modified due to dredge up into
the convective envelope of H-burning processed material.
After this mixing episode, canonical models do not pre-
dict any further mixing episode along the RGB. Several
spectroscopic observations of metal poor Galactic halo
stars provide however compelling evidence of an addi-
tional mixing process occurring when RGB stars reach the
luminosity of the RGB bump: a sudden drop of the iso-
topic ratio 12C/13C, a decrease of the Li and C abundances
and an increase of the N abundance is clearly shown by the
empirical data. This ‘non-canonical’ mixing seems to be a
universal process as it affects ∼ 95% of low-mass stars, re-
gardless of whether they populate the halo field or clusters
(see [51] and references therein). The mechanism that has
been proposed as a possible source for this mixing episode
should be associated with the molecular weight inversion
due to the 3He burning through the 3He(3He, 2p)4He nu-
clear reaction, in the outer wing of the H-burning shell,
and the associated thermohaline mixing.

In low-mass stars, the main burning mechanism during
the MS is the p-p chain, that due to its weak dependence
on temperature, is efficient also in stellar layers quite far
from the star centre. As a consequence, 3He accumulates
in a broad zone outside the main energy production re-
gion. During the first dredge up this 3He is mixed within
the convective envelope, with the consequence that dur-
ing the following RGB evolution, the layers above the H-
discontinuity left over by the receding convective envelope
at its maximum extension will have a uniform 3He, larger
than the initial one. When the shell advances towards
the surface during the RGB evolution, in the outer wing
above the point of maximum burning efficiency, there is
a narrow region where 3He is burnt through the reaction
3He(3He, 2p)4He. This nuclear reaction is unusual in the
sense that 2 nuclei transform into 3 and the mean mass
per nucleus decreases from 3 to 2. Because the molecular
weight is the mean mass per nucleus, this leads to a small
local decrease in the µ gradient. As long as the H-burning
shell moves through layers below the H-discontinuity – i.e.
the star evolves before the RGB bump – this local nega-
tive µ gradient is negligible because the shell is moving in
a region with a much larger positive gradient, due to the
He profile left over at the end of the MS. However, when
the H-burning shell enters the region of uniform chemical
profile beyond the H-discontinuity, the local inversion, i.e.
negative gradient, in the µ profile, of the order of one part
in 104, becomes much more important. This situation cor-
responds to the conditions for thermohaline mixing (see
[52] and references therein). This mixing is usually in-
cluded in stellar evolution codes as a diffusive process that
works in the direction to erase the molecular weight inver-
sion, with diffusion coefficient given by [53]

Dth = Cth
K

cpρ

(
ϕ

δ

) −∇µ
(∇ad − ∇)

for ∇µ < 0 (1)

where ∇µ is molecular weight gradient, K denotes the
thermal conductivity, Cth =

8
3π

2α2 with α a free parame-

ter, ϕ = (∂ ln ρ/∂ ln µ)P,T, and δ = −(∂ ln ρ/∂ ln T)P,µ. Evo-
lutionary calculations show that thermohaline mixing ex-
tends between the outer wing of the H-burning shell and
the inner boundary of the convective envelope, merging
with the outer convection in a short time (∼ 30 Myr for a
model with mass of the order of 1M�). Therefore, depend-
ing on the mixing efficiency, a significant amount of nu-
clear processed matter in the hotter layers of the H-burning
shell can be dredged-up to the surface; an occurrence that
allows to reproduce spectroscopic data.

This notwithstanding, there are still several shortcom-
ings in the inclusion of this physical process in stellar
model computations. At first, as it has been shown by [51],
values of Cth ∼1000 are required to reproduce the 12C/13C
abundance pattern in halo RGB stars, but in order to re-
produce the same trend for 7Li abundances a quite smaller
value is necessary (Cth ∼200). In addition, hydrodyna-
mical simulations predict a different expression for the dif-
fusion coefficient, that is reasonably reproduced by Eq. 1
with Cth ∼10 ([54]), i.e. the expected efficiency is much
lower than needed to reproduce RGB spectroscopic data.
In addition, recently [55] have provided compelling re-
sults showing that the surface chemical abundance predic-
tions of stellar models accounting for thermohaline mixing
strongly depend on the numerical assumptions on the mesh
spacing and time resolution adopted in the evolutionary
computations. As a consequence of these results, model
predictions about surface chemical abundances should be
treated with caution until a more firm assessment on how
to manage with thermohaline mixing in stellar model com-
putations is not achieved.

For long time, rotation and the associated rotational
mixings have not - in general - been an ingredient of stan-
dard stellar models. This occurrence can be attributed
largely to the increase in complexity and uncertainty –
read free parameters – of models that include rotation,
and some estimates that rotation is expected to be at most
a (small) perturbation to the structure of low-mass stars.
A number of observational data, however, requires mix-
ing mechanisms not present in standard stellar models,
and mixing driven by rotation is at least a potential can-
didate. In addition, nowadays asteroseismic observations
are clearly revealing the role played by rotation in the in-
teriors of stars other than the Sun. From the point of view
of the inclusion of rotation in model computations, but the
huge increase in the complexity of the numerical equations
that have to be solved, the main problems are related to our
poor knowledge of the interaction between convection and
meridional currents, of the efficiency of angular momen-
tum transport and angular momentum loss during the core
and shell H-burning stages. The inclusion of these pro-
cesses in an evolutionary code requires the calibration of
several free parameters, that, until a few years, were poorly
constrained by standard observations.

In this context, a big improvement has been obtained
- and more can be expected in the near future - thanks to
seismic observations collected with Kepler satellite which
allowed to measure the core rotation rates for hundreds of
red giants ([56, 57]). The preliminary comparison between

these empirical data and existing sets of models (see [58])
has shown that current RGB models underestimate the an-
gular momentum extraction from the stellar core, i.e. the
amount of torque between the core and the envelope seems
to be significantly underestimated.

In order to increase the amount of angular momentum
losses from the core, some possible ‘candidates’ have been
identified such as internal gravity waves and large scale
magnetic fields. However, a lot of work has to be done
before we achieve a firm understanding of the role played
by these individual physical processes.

4 On the modelling of Red Clump stars

Concerning the models for RC stars, the main sources of
uncertainty are related to the estimation of the rate for the
nuclear reaction 12C(α, γ)16O, and of the treatment of con-
vective core boundary.

The 12C(α, γ)16O reaction is one of the key reactions
in stellar evolution. Its rate affects the C/O ratio in the
stellar core at the end of the central He-burning stage and,
as a consequence, WD cooling times. In addition, during
the central He-burning phase, when the abundance of He
in the convective core is significantly reduced, α−captures
on carbon nuclei becomes strongly competitive with the
triple-α reactions in terms of contribution to the nuclear
energy budget, with the consequence that the cross-section
for this reaction has a strong influence on the core He-
burning phase lifetime.

It is known that this reaction has a resonance and a very
low cross-section (∼ 10−17 barn) at low energies, and the
nuclear parameters are difficult to measure experimentally
or to predict from theory. In the last decade, the accu-
racy of this reaction rate has been significantly improved;
however its estimate should be still affected by a ≈ 30%
uncertainty ([35]).

As discussed by [59], the treatment of convective
boundaries during central helium burning is still an open
question in stellar evolution calculations, and is handled in
different ways by different stellar evolution codes. Recent
advances in asteroseismic observations and techniques
([59, 60]) are starting to add very direct observational
constraints to the core mixing process during the central
He-burning phase, that coupled to theoretical inferences
and indications from star counts in GGCs, make a strong
case for the core mixed region to be extended beyond the
Schwarzschild border.

Questions exist however about the treatment of this
mixing beyond the canonical convective border: it is not
so clear if a ‘standard’ overshoot scheme should be pre-
ferred to a numerical approach favouriting the formation
of an extended, partially mixed region – ‘semiconvective’
zone - around the canonical convective core. For a detailed
discussion on this issue we refer to [35, 60].

The uncertainty in the mixing treatment worsens as
the core He-burning phase progresses. If no specific ap-
proach is used, the phenomenon of the so-called ‘breath-
ing pulses’ occurs, that corresponds to a recursive phase
of expansion of the convective core occurring when the He

abundance in the core becomes quite low, and the feedback
from the energy released by the 12C(α, γ)16O nuclear reac-
tion dominates with respect the triple−α reactions (due to
the paucity of He nuclei in the core).

The occurrence of the breathing pulses in real stars has
been severely challenged by observations - mainly based
on star counts in GGCs -, and their occurrence in models
is attributed to the approximation of instantaneous mix-
ing in the convective zones adopted in the model compu-
tations. Different methodological approaches have been
designed to inhibit the breathing pulses, but they lead to
different predictions for the following evolutionary phases
(see [35], and references therein).

5 Final remarks

Huge improvements have been made regarding the ma-
jor physics ingredients entering in stellar models ‘cook-
ing’ such as opacities, nuclear reaction rates, equation of
state, etc. Although - as briefly discussed above - there are
still some issues - as the uncertain rates of some specific
nuclear reactions - a realistic description of the main in-
put physics needed for stellar computations seems within
reach. On the other hand, we still face long-standing pro-
blems related to the treatment of mixing in both the stellar
interiors and atmosphere. Despite the large efforts devoted
to address this problem, we still need to use approximate
numerical approaches with some (tunable) free parame-
ter(s). In this context, the role played by rotation and
rotationally-induced mixings also has to be fully investi-
gated taking into account the updated constraints coming
from seismic measurements on large samples of red giant
stars.

We expect that quite important advances towards de-
veloping of a comprehensive stellar evolution theory, as
well as more realistic stellar models, may come from con-
straints obtained by current (and future) asteroseismic sur-
veys.
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