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• Evaluation of the process variables im- 
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dex to measure process variables impact. 
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a b s t r a c t 

Power plant performance can decrease along with its life span, and move away from the design and commissioning 
targets. Maintenance issues, operational practices, market restrictions, and financial objectives may lead to that 
behavior, and the knowledge of appropriate actions could support the system to retake its original operational 
performance. This paper applies unsupervised machine learning techniques to identify operating patterns based 
on the power plant’s historical data which leads to the identification of appropriate steam generator efficiency 
conditions. The selected operational variables are evaluated in respect to their impact on the system performance, 
quantified by the Variable Importance Index. That metric is proposed to identify the variables among a much wide 
set of monitored data whose variation impacts the overall power plant operation, and should be controlled with 
more attention. Principal Component Analysis (PCA) and k-means++ clustering techniques are used to identify 
suitable operational conditions from a one-year-long data set with 27 recorded variables from a steam generator of 
a 360MW thermal power plant. The adequate number of clusters is identified by the average Silhouette coefficient 
and the Variable Importance Index sorts nine variables as the most relevant ones, to finally group recommended 
settings to achieve the target conditions. Results show performance gains in respect to the average historical 
values of 73.5% and the lowest efficiency condition records of 68%, to the target steam generator efficiency of 
76%. 
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. Introduction 

Fossil-fueled power plants are nowadays the main option for electric-
ty generation, despite global initiatives on energy transition. Electricity
emand is expected to grow by at least 25% by 2040 worldwide, and
hermal power plants are to be considered on the global power mix. That
redicted scenario justifies the efforts to attain efficient and responsible
peration [1] . 
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Plant performance decreases and loses its original design targets over
ears of operation, due to aging, maintenance issues, unexpected fail-
res, and variability of operation patterns. Although the power plant
peration includes a control system that handles plant stability, con-
rollable losses are managed directly by operators. However, the power
lant operators do not manage every aspect related to efficiency gains to
uarantee the most advantageous approach. Their approach to the oper-
tion is subject to their individual experiences, due to a lack of directives
o achieve high efficiencies. Their choice for conservative operation
ometimes causes the system to decrease its performance. That opposi-
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Table 1 

Number of variables adopted by the assessed 
references. 

Number of Variables References 

Less than 15 [3,6,8–15,18–20,22] 

More than 15 [4,5,7,16,17,21] 
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Table 2 

Time interval adopted by the assessed refer- 
ences. 

Time interval References 

No information [4,11,16] 

Less than 24h [3,8,10,13–15,20] 

Less than 4 months [5–7,9,17,19,21,22] 

A Year [18] 
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f  
ion establishes a need to merge these antagonistic strategies. Compre-
ensive knowledge of power plant operation evolving conditions allows
reventing the system to deviate from its design performance, which
oncerns conversion efficiency, availability, safety, and emission levels.

Data-driven techniques can be an appropriate option to help opera-
ional decision-making, as they can identify plant patterns that promote
he targeted performances while ensuring stable operation. Among these
echniques, machine learning is an attractive option to handle such com-
lex problems. Unsupervised machine learning techniques are widely
pplied for exploratory data analysis and pattern recognition purposes
2] . Among them, clustering analysis is a flexible tool that allows dis-
overing unsuspicious hidden group patterns in the data. 

A literature review was carried out to identify machine learning ap-
lications on thermal power plants operating conditions. Were selected
apers that applied machine learning clustering techniques, presented
 case study related to the operation of a thermal power plant and ana-
yzed the plant operating conditions. As a result, 20 papers were selected
nd analyzed. 

Many studies used pattern identification as an intermediate re-
ult to accomplish their research goal, while others would analyze
eeper into the encountered conditions. References [3–8] developed
ault detection and performance degradation methods, searching for
igh-efficiency or lower emissions. References [9,10] focused on multi
odel-method approaches. References [11–13] applied clustering tech-
iques as an intermediary step to predict operation features values. Ref-
rences [14,15] approached Coordinated Control Systems (CCS). Ref-
rence [16] evaluated indicators to compare power plants competitiv-
ty. Reference [17] evaluated the evolution of a combustion process by
rajectory analysis, to define the best path for achieving lower emis-
ions. References [18–22] searched to optimize operating variable set-
ings with different approaches, such as considering emission formation
21] . The wide scope of goals brought by these selected papers indicates
hat the identification of unlabeled operating conditions may promote
iverse relevant insights on power plant operation. 

Regarding the applied methodology, soft clustering methods were
pplied by Choi et al. [8] , Xiaoying et al. [13] , Hou et al. [14] , Wu et al.
15] , Chengbing et al. [18] , Jia et al. [19] , Liu et al. [20] , such as Fuzzy
-means, when the authors considered the fuzzy membership degree re-
ults in their application. Meanwhile, [3–7,9,10,17,21,22] applied hard
lustering methods, mainly the 𝑘 -means technique, and each data point
s associated with only one cluster. 

The number of variables considered in the case studies may represent
he extension of process aspects taken into account. The selected studies
ypically analyzed a limited selection of variables from the operation.
s presented in Table 1 , fourteen of the analyzed studies considered less

han 15 variables, while 6 considered a larger range of variables. Most
f them did not perform a variable selection analysis. In [3,5,7,18] , the
ariable selection was based on the association of monitored input to
utput relations, such as the correlation coefficient. 

Table 2 presents the time interval considered in the selected papers,
ivided into three categories. Four of the paper did not inform the in-
erval, but most of those that presented it sampled data from an interval
f up to 24 h. Only one paper analyzed a one-year period. 

The previous review pointed out the ability of clustering techniques
o identify process patterns, but none of these works proposed target
peration set points while indicating the variables that should be moni-
ored more effectively. An analysis over a one-year period of operation
 p

2 
ata considering a large range of variables could guide the definition
f a high-efficiency operation directive. The need to establish a com-
rehensive method to keep system performance within a suitable range
ed to formulate the research question of the present work: are machine
earning-based methods able to map operating conditions and related
ariables that guarantee efficient plant operation? The objective is to
itigate the operator’s bias and enlighten the setting of operating pa-

ameters. 

. Applied techniques 

The statistical tools chosen for the task were the Principal Compo-
ent Analysis (PCA), the 𝑘 -means clustering technique, and the Silhou-
tte Coefficient. A variable importance index is proposed to define cause
nd effect relationships between operational variables and plant perfor-
ance. 

.1. Principal component analysis 

Principal Component Analysis (PCA) is a well-known and widely ap-
lied tool for data reduction from large sets of observed variables. PCA
onsiders a small set of linear combinations of the original variables,
he principal components, orthogonal to each other, that summarizes the
ata variability as best as possible, instead of working with the complete
ataset. Technically, principal components are a sequence of projections
f the data (linear combinations) which are mutually uncorrelated and
rdered by variance. They are based on the singular value decompo-
ition of a matrix. Suppose a dataset with 𝑁 variables arranged in a
atrix, say 𝑋. The goal is to obtain a set of 𝑝 < 𝑁 principal components

y using PCA. The first principal component, say 𝒗 1 , is the linear com-
ination of the columns of 𝑋 for which 𝑋 𝒗 1 has the highest possible
ariance; the second principal component, 𝒗 2 , is the linear combination
f the columns of 𝑋 for which 𝑋 𝒗 2 has the highest possible variance
mong all linear combination orthogonal to 𝒗 1 , and so on. After 𝑝 steps,
 set of 𝑝 new orthogonal components is obtained, sorted from the high-
st to the lowest variance representation. More details can be found in
2,23] . 

.2. 𝑘 -means++ clustering 

Clustering methods are unsupervised machine learning techniques
iming to divide unlabeled data into homogenous subgroups, according
o their degree of similarity [23] . The 𝑘 -means++ clustering method
ses the Euclidian distance metric in such a way that each item is only
ssigned to one cluster, with the nearest cluster centroid. Its implemen-
ation requires the specification of the number of clusters beforehand,
nd finding a reasonable optimal clustering number is essential for the
ccuracy of the results. The 𝑘 -means++ was proposed by [24] and has
he advantage that tends to select centroids that are distant from one
nother, and this improvement makes the 𝑘 -means algorithm much less
ikely to converge to a suboptimal solution [25] . A cluster of data points
rom operation variables is, herein, considered to represent an operation
attern. 
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Are the
results useful
and physically

relevant?

Data
Preprocessing

Pattern
definition

Outlier removal

PCA K-means++
Clustering

Yes

Start EndVariable
Evaluation

Inter variable
analysis

No

Variable
selection

Data
standardization

Silhouette
coefficient curve

Statistical
variable analysis

Multiple
clustering

Definition of
new components

Subsets of principal
components

Clustering result
selection

Fig. 1. Data set treatment and variable selection modeling. 
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.3. Silhouette coefficient 

The Silhouette coefficient is a similarity measure of how close a given
bject is to the group it belongs, compared to other groups. It can be
iewed as a consistency measure for clustering analysis. The Silhouette
oefficient takes into account the cohesion of the group and the sepa-
ation between the groups in a given cluster analysis. Suppose the data
ave been clustered into 𝑝 groups, say 𝐺 1 , … , 𝐺 𝑝 with 𝑛 1 , … , 𝑛 𝑝 > 1 ele-
ents in each group, respectively. Let 𝑑 ∶ ℝ 

2 → [0 , ∞) denote a metric
such as the Euclidean distance). For a point 𝑥 ∈ 𝐺 𝑖 , Let 

 ( 𝑥 ) = 

1 
𝑛 𝑖 − 1 

∑
𝑦 ∈𝐺 𝑖 ,𝑦 ≠𝑥 

𝑑( 𝑥, 𝑦 ) , (1)

nd 

( 𝑥 ) = min 
𝑘 ≠𝑖 

{ 

1 
𝑛 𝑘 

∑
𝑦 ∈𝐺 𝑘 

𝑑( 𝑥, 𝑦 ) 
} 

. (2)

ne can observe that 𝐴 ( 𝑥 ) is the mean distance between 𝑥 and all other
oints in 𝐺 𝑖 , while 𝐵( 𝑥 ) is the smallest dissimilarity between 𝑥 to all
ther clusters. The Silhouette coefficient 𝑠 ( 𝑥 ) of a data point 𝑥 is defined
s 

 ( 𝑥 ) = 

𝐵( 𝑥 ) − 𝐴 ( 𝑥 ) 
max { 𝐴 ( 𝑥 ) , 𝐵( 𝑥 )} 

. (3)

he Silhouette coefficient ranges from -1 to 1, and a positive value close
o one means that 𝑥 belongs to a very compact cluster far apart from
ny other cluster [26] . 

. Model approach 

The methodology employed in this work is summarized in the dia-
ram presented in Fig. 1 . 

Data modeling starts by the variable selection, whose first set may
e quite broad, due to the exploratory nature of unsupervised learning
lgorithms. An appropriate range of variables should cover all aspects of
he studied process, considering the available information. If too many
rrelevant variables are considered, they are to be estimated of low rel-
vance in the next iterations of the methodology. Data preprocessing
3 
omprehended outlier filtering and data standardization. A given data
oint (vector) is identified as an outlier if any of its values is three stan-
ard deviations away from the mean. Standardization is required at this
oint. PCA is performed and those components for which the respective
igenvalue is greater than one are retained, as described in Section 2.1 .
ith the definition of the lower bound, subsets of different numbers

f PCA components are considered in the following steps. 𝑘 -means++

lustering is applied to obtain clusters, which are a group of points with
imilar operating conditions regarding the values of the variables. The
umber of groups 𝑘 must be set beforehand, which is obtained through-
ut the following exploratory approach: data were clustered multiple
imes for different values of 𝑘 , over the selected principal components
ubset. For each 𝑘 , the average Silhouette coefficient is calculated and
 Silhouette index curve is plotted. Results are compared concerning
he highest Silhouette coefficient values. The definition of 𝑘 should also
onsider its physical results. A smaller number of clusters favors the
stablishment of well-defined global patterns in the operation, while a
igh number of clusters will promote a more sensible identification of
ifferent patterns in the analysis. 

The variable evaluation analyses all input variables. It starts by
efining a variable importance index suitable for the task. The vari-
ble importance index helps to evaluate the effect or impact of each
ariable on a given cluster, as it is a percentage of one variable regard-
ng all the considered ones. Suppose 𝑑 variables were chosen in the first
tep of the methodology and let 𝑥 1 , … , 𝑥 𝑑 be the observations of these
ariables, respectively, with 𝑥 𝑖 = ( 𝑥 𝑖, 1 , … , 𝑥 𝑖,𝑛 ) , where 𝑛 denotes the to-
al number of observations. Let 𝐺 1 , … , 𝐺 𝑘 denote the 𝑘 -means clusters
ith 𝑛 1 , … , 𝑛 𝑘 > 1 elements, respectively. Let 𝑥̄ 𝑖,𝑠 be the mean of the

lements in 𝑥 𝑖 that belongs to cluster 𝐺 𝑠 , that is, for 𝑖 ∈ {1 , … , 𝑛 } and
 ∈ {1 , … , 𝑘 } , we define 

̄ 𝑖,𝑠 = 

1 
𝑛 𝑠 

∑
{ 𝑗∶ 𝑥 𝑖,𝑗 ∈𝐺 𝑠 } 

𝑥 𝑖,𝑗 . (4)

For two clusters 𝐺 𝑟 and 𝐺 𝑠 , 𝑟, 𝑠 ∈ {1 , … , 𝑘 } , 𝑟 ≠ 𝑠 , and a variable 𝑥 𝑖 ,
 ∈ {1 , … , 𝑑} , let 𝜓 𝑟,𝑠 ( 𝑖 ) denote the squared difference between the av-
rage of the components of 𝑥 that belong to cluster 𝐺 and 𝐺 , that is,
𝑖 𝑟 𝑠 
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Fig. 2. PECEM power plant sub-critical steam generator and mills subset. 
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 𝑟,𝑠 ( 𝑖 ) = 

(
𝑥̄ 𝑖,𝑟 − 𝑥̄ 𝑖,𝑠 ) 2 . (5)

For 𝑖 ∈ {1 , … , 𝑑} , the importance index of variable 𝑖 is defined as 

 𝑖 = 

[ 
2 

( 𝑘 − 𝑟 )( 𝑘 − 1) 

𝑘 −1 ∑
𝑟 =1 

𝑘 ∑
𝑠 = 𝑟 +1 

𝜓 𝑟,𝑠 ( 𝑖 ) 
] / [ 

2 
𝑑( 𝑘 − 𝑟 )( 𝑘 − 1) 

𝑑 ∑
𝑗=1 

𝑘 −1 ∑
𝑟 =1 

𝑘 ∑
𝑠 = 𝑟 +1 

𝜓 𝑟,𝑠 ( 𝑗) 
]

(6) 

= 𝑑 

[ 𝑘 −1 ∑
𝑟 =1 

𝑘 ∑
𝑠 = 𝑟 +1 

𝜓 𝑟,𝑠 ( 𝑖 ) 
] / [ 𝑑 ∑

𝑗=1 

𝑘 −1 ∑
𝑟 =1 

𝑘 ∑
𝑠 = 𝑟 +1 

𝜓 𝑟,𝑠 ( 𝑗) 
] 
. 

For a given variable 𝑥 𝑖 , the numerator in Eq. (6) represents the mean
f the squared differences between the average of 𝑥 𝑖 among the groups,
hile the denominator represents the sum of the mean of the squared
ifferences between the average of all 𝑥 𝑗 ’s among the groups. One can
bserve that if 𝑥 𝑖 produces homogeneous clusters, meaning that it does
ot significantly affect the groups, then the Eq. (6) numerator tends
o be small compared to its denominator, and the variable importance
ndex is low. On the other hand, if 𝑥 𝑖 promotes a very diverse set of
lusters, then the ratio in Eq. (6) tends to be large and 𝑥 𝑖 is considered
s an important variable. One can observe that  𝑖 ∈ [0 , 1] is a ratio and
an be easily transformed into percentage just by multiplying by 100.
ariables are then ranked by their importance index in decreasing order,
llowing the identification of those variables affecting the operation the

ost. e  

4 
The coherence of the clustering analysis with the considered set
f variables was investigated, answering the methodology questioning
tep: Are the results useful and physically relevant? Boxplots can be
seful in an inter-variable analysis, identifying both the individual and
ollective clusters behavior. If the clustering leads to physically absurd
esults or irrelevant/unlikely system configurations, or if a dominance
f a subset of variables in the cluster formation was detected, the cur-
ent analysis is discarded, another set of variables is considered in the
ariable selection step and the analysis is performed again. 

The methodology ends by defining the target cluster accordingly
ith the analysis’ goal. The cluster determines the operating ranges that
ust be set for each variable. The lower and the upper limits are defined

ccording to the first and third quartile of the data associated with the
arget condition. 

. Case study 

The clustering methodology was applied to the steam generator and
ts coal mills subset ( Fig. 2 ), of one of the twin PECEM power plants,
hich is located at São Gonçalo do Amarante, State of Ceará, northwest
f Brazil. Each sub-critical coal-fired power produces up to 360MW elec-
ric output independently. 

The sub-critical coal-fired steam generator operates at 180 bara, 540
C steam, comprising main steam generation, reheating, and economiz-
rs. Raw coal is pulverized by four independent mills, with three on



J. Duarte, L.W. Vieira, A.D. Marques et al. Energy and AI 5 (2021) 100084 

Table 3 

Results for the 7th, 10th, 14th and 27th principal PCA components. 

Cumulated Explained Variance Principal Components Eigenvalues 

71.38% 7 1.00 

80.85% 10 0.74 

90.11% 14 0.55 

100.00% 27 0.00 

Fig. 3. Average Silhouette coefficient curve for different numbers of clusters 
and different numbers of PCA components. 
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ontinuous duty and one in stand by. The preheated air is split into two
ifferent streams, the primary and secondary air. The primary air feeds
he mills to dry and transport pulverized coal into the steam generator
urners, while the secondary sustains both the sub-stoichiometric com-
ustion and the over-fired zone (OFA). Feedwater stream is preheated
y the economizers to be then vaporized at the furnace water walls and
nally superheated and delivered to the turbines, generating the power
lant electrical output. 

The methodology outlined in Section 3 was applied to that steam
enerator and mills subset. Twenty-seven variables were considered,
hich were all available variables from the referred processes of one
eneration unit for this analysis. The considered steam generator effi-
iency variable is based on DIN 1942. The 27 variables are presented
n Appendix A . Data were taken hourly over a 14 month period, from
1 September 2018 (00:00:00) to 30 October 2019 (00:00:00), and con-
erned the 320 to 360 MW electric output range. That output range rep-
esented a 33% occurrence, which yielded a sample size of 3,357 initial
bservations for each of the 27 variables. The outlier removal procedure
educed the data set by 15%, resulting in a set of 2,846 observations.
 sample size of 2,846 for 27 variables meets sample size condition for
lustering problems [27] . 

PCA was applied after data standardization considering the full set
f variables, generating 27 new orthogonal components. Some selected
esults are presented in Table 3 . At least the 7 first principal components
ad to be retained since all of them displayed an eigenvalue greater or
qual than 1. Sets of 10 and 14 components were also considered, while
he total set of 27 variables was analyzed for comparison. 

Data were clustered multiple times, considering 𝑘 from 2 to 12 clus-
ers, on the subsets of 7, 10, 14, and 27 principal components. The aver-
ge Silhouette coefficient was calculated for each arrangement, as pre-
ented in Fig. 3 . 

The lower the number of retained PCA components, the higher was
he average Silhouette coefficients, indicating more consistent clustering
esults. This behavior was expected due to the so-called curse of dimen-
ionality, which refers to the fact that data sparsity rapidly increases
ith dimensionality. The Silhouette coefficient presented a global max-

mum of 𝑘 = 2 clusters for all considered subsets. For 7 and 10 principal
5 
omponents, a local maximum for 𝑘 = 7 clusters was noticeable while
or 14 and 27 principal components, a local maximum was observed for
 = 10 clusters. That observation indicates that fewer principal compo-
ents may be preferable in determining the most significant changes in
peration, reducing from 10 to 7 identified clusters. 

The analysis proceeded considering 𝑘 ∈ {2 , 7} from the 10 first prin-
ipal components. For presentation purposes, they are illustrated con-
idering the 3 first PCA dimensions in Fig. 4 . 

It is possible to notice that 𝑘 = 7 clusters are subdivisions of 𝑘 = 2
lusters, which is important to identify finer variation on the opera-
ion. This is considerably more interesting given the goals of the present
tudy, since the analysis of 7 operating patterns may be more infor-
ative on the variation of the variables than an analysis of only 2

lobal patterns. The variable importance index was obtained for each
f the 27 input variables for 𝑘 = 7 clusters. The results are presented in
ppendix A and in Fig. 5 . 

The variable importance index values may be subdivided into three
iscernible plateaux, characterized by similar index values. That find-
ng allowed to stratify variables into three groups, according to their
ariable importance index value. Nine out of 27 variables presented the
ighest indexes, while 15 presented intermediate values, followed by the
emaining three. Variables with the highest variable importance indexes
ere the main steam flow (kg/s), average mill airflow (kg/s), average
ill air temperature ( ◦𝐶), steam generator efficiency (%), total coal flow

kg/s), primary air collector pressure (mbarg), feedwater flow (kg/s),
eed water pressure (barg), and reheated steam temperature ( ◦𝐶). Their
ariable importance indexes represented 43.17% of the sum of the vari-
bles’ importance. These variables induce sparser clusters than the other
nes, which means that they may have a greater impact on the power
lant operation. The variables with a lower level of importance were
he average CO furnace output (ppm), hot reheated steam temperature
 

◦𝐶), and main steam pressure (barg). This means that these variables
re of little help in understanding the operation since they induce very
omogeneous clusters. Thus it would not be of relevance to monitor-
ng them to understand the operation conditions. Fig. 6 (a)–(i) presents
he boxplots of the 9 most important variables stratified by their cluster
abel. 

It was found no dominance of any variables in the cluster formation
ince any of the boxplots presented strongly isolated clusters. Regard-
ng the system configuration, one may observe the collective behavior of
he nine variables according to the physical process. For instance, three
f the clusters (3, 4, and 7) presented the highest levels of steam gen-
rator efficiency, from Fig. 6 (d). The same clusters presented high val-
es of main steam flow generation ( Fig. 6 (a)) and the lowest total coal
ow ( Fig. 6 (e)), which is in line with expectations for high-efficiency
onditions, higher steam generation for lower fuel consumption. The
omplementarity of variables within the clusters shows the good repre-
entativeness of the physical process by the model. 

The three clusters that presented the highest levels of steam gen-
rator efficiency, clusters 3, 4, and 7, can indicate the best-operating
onditions to aim for. However, the observations from Fig. 6 were not
ufficient to choose an operation regime to follow, which led to assess
he historical operating time of each cluster. The operating time in each
luster is obtained from the number of datapoints associated with them.
he percentage of the time that the power plant spent under each of the
 clusters is presented in Fig. 7 . 

It is possible to state that the system operated along with the four
perating conditions (clusters 2, 4, 6, and 7) and the predominant one
cluster 3), with occasional changes to the less frequent clusters, 1 and 5.
he operation in clusters 2, 4, 6, and 7 represents each 15% of the total
ime. Cluster 3 was the predominant cluster, representing over 25% of
he operation. 

The intervals were constructed based on historical data and corre-
pond to the interquartile range for the variables in cluster 3. The low
ariability is a characteristic of the data in this cluster and is a reflection
f the stability in the power plant operation. 
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Fig. 4. Cluster results for 𝑘 = 2 (top) and 𝑘 = 7 (bottom), plotted considering the first 3 PCA dimensions under two different perspectives. 

Fig. 5. Subset variable importance indexes. 
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Table 4 

Lower and upper range limits for the nine most important variables to 
achieve the target operating condition of higher efficiency. 

Variable Unit Target range 

lower limit upper limit 

Main steam flow t/h 1,164.17 1,175.11 

Average mill air flow kg/s 22.71 23.80 

Average mill air temperature ◦C 293.29 298.62 

Steam generator efficiency % 75 76 

Total coal flow t/h 132.08 134.44 

Primary air collector pressure mbarg 75.92 76.71 

Feedwater flow t/h 1,129.85 1,145.25 

Feedwater pressure barg 198.05 198.78 

Steam to be reheated temperature ◦C 325.86 327.73 

 

s  

u  

1  
Cluster 3 was defined as the target operating condition due to its
ighest steam generator efficiency and frequency. Based on the under-
tanding that each of the encountered conditions has already been his-
orically put in operation in the power plant, the target condition is
ssumed to be workable considering physical constraints. The target
ondition is expressed by operating ranges for each input variable. The
pper and lower range limits were constructed based on historical data
nd correspond to the interquartile range for the variables in cluster 3.
he results are presented for the 27 variables in Appendix A , and for the
ine most important variables in Table 4 . The low variability is a char-
cteristic of the data in this cluster and is a reflection of the stability in
he power plant operation. 

The variables identified as the most important ones are those whose
urrent variation influences the clusters partition. However, there are
ariables that are known to be highly relevant from the physical point
f view and are controlled closely during the process. These well-
ontrolled variables present stable values and therefore do not influ-
nce clustering results, with low importance index results. The variable
anking based on clustering aims to point out parameters that need more
ttention from operators. 
6 
The steam-generator efficiency increase for an operation in the pre-
ented target condition is determined from the historical operation val-
es. From historical data, the average steam-generator efficiency for the
4-month period was of 73.5%, and the cluster of lowest efficiency,
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Fig. 6. Boxplots representing each of the 7 clusters for the respective variable. 

Fig. 7. Percentage of time that the power plant spent under each of the 7 clus- 
ters. 
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luster 6, resulted in 68% steam-generator efficiency. From Fig. 6 (d),
n operation set within the presented target ranges would achieve a
team-generator efficiency of approximately 76%. For instance, if the
perator maintain the target condition for 80% of the time, efficiency
nd resources would be optimized. For the analyzed 14 month period,
oal consumption would have been reduced up to 8,157 tonnes in the
60MW operating load. 
7 
Considering the formulated research question in Section 1 : Are ma-
hine learning-based methods able to map operating conditions and re-
ated variables that guarantee efficient plant operation? This machine
earning-based methodology defined operating conditions, allowing the
dentification of a target operating condition supporting higher steam
enerator efficiencies. It provides the power plant operator the infor-
ation of which values should be set and which variables should be
onitored closely. 

. Conclusions 

This paper applied unsupervised machine learning methods to rec-
gnize different operating conditions at a 360MW thermal power plant
ased on one year of historical data, identifying the configuration
hat yields the most efficient operation to support operating practices.
he methodology based on principal component analysis (PCA) and 𝑘 -
eans++ clustering method was implemented to 27 selected operation

ariables. A partition of the data in 7 clusters was selected for analysis
ince it recognizes fine variations in operation without overestimating
onessential data. The input variables were evaluated by their degree of
mpact on the operation, measured by a proposed variable importance
ndex. This evaluation allows for an identification of the variables that
eed more attention for a high-efficiency operation, since their variabil-
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ty impacts the overall process. Nine of the 27 variables were identi-
ed as the most relevant to the case study. These variables enabled the

dentification of the condition that maintains a high steam generator
fficiency operation. An operation within the proposed arrangements
ould achieve typical steam generator efficiencies of 76%, which show
erformance gains in respect to the average historical values of 73.5%
nd the lowest efficiency condition records of 68%. This increase in
team-generator efficiency represents a savings of 8,157 tonnes in the
60MW operating load during a year. The employment of the present
ethodology guarantees high efficiencies within conservative variable

anges, promoting a periodical revision of the operating setpoints. The
ssociated range of operation for each variable is presented, along with
he indication of the most relevant variables to monitor. 
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ppendix A 

The complete list of selected variables from the PECÉM power plant
s presented along with its measure unit. Agreeing to the Memorandum
f Understanding (MOU) between the researchers and EDP PECEM, the
omplete one-year-long data set should not be provided. 

The third column presents the resulting variable importance index.
he two last columns indicate the target condition operating ranges,
efined by the results from cluster 3, represented by the lower and upper
imits to be maintained for each variable. 

Code Variable Unit Importance Target range 

Index (%) lower limit upper limit 

1 Main steam flow t/h 5.02 1 , 164 . 17 1 , 175 . 11 

2 Average mill air flow kg/s 4.96 22.71 23.80 

3 Average mill air 

temperature 

◦C 4.91 293.29 298.62 

4 Steam generator 

efficiency ∗ 
% 4.86 0.75 0.76 

5 Total coal flow t/h 4.76 132.08 134.44 

6 Primary air collector 

pressure 

mbarg 4.70 75.92 76.71 

7 Feedwater flow t/h 4.68 1 , 129 . 85 1 , 145 . 25 

8 Feedwater pressure barg 4.66 198.05 198.78 

9 Steam to be reheated 

temperature 

◦C 4.63 325.86 327.73 

10 Hot reheated steam 

pressure 

barg 4.14 31.97 32.21 

11 Stoichiometric ratio % 4.14 0.80 0.80 

12 Average O2 excess % 4.14 1.99 2.45 

13 Steam to be reheated 

pressure 

bara 4.06 36.06 36.32 

14 Mill A dynamic classifier 

speed 

rpm 3.80 100.46 105.42 

15 Feedwater temperature ◦C 3.76 270.51 271.97 

16 Total of primary and 

secondary air flow 

kg/s 3.72 341.83 350.01 
8 
17 Average heated air 

temperature 

◦C 3.69 333.73 338.01 

18 Power generation MW 3.66 355.04 357.10 

19 Average coal temperature ◦C 3.63 76.47 78.78 

20 Secondary air flow kg/s 3.37 66.34 69.43 

21 Average furnace 

combustion gas 

temperature 

◦C 3.23 345.02 350.13 

22 Secondary air collector 

pressure 

mbarg 3.09 15.96 17.24 

23 Drum water temperature ◦C 2.90 356.94 358.31 

24 Main steam temperature ◦C 2.82 536.87 539.36 

25 Average CO furnace output ppm 1.14 2.00 3.00 

26 Hot reheated steam 

temperature 

◦C 0.97 537.60 542.14 

27 Main steam pressure barg 0.58 167.29 167.77 

∗ Steam generator 

efficiency based on DIN 

1942. 
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