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Abstract 

Transport barriers (TBs) characterized by a steep pressure gradient is widely 

recognized as contribution to suppress anomalous transport driven by various types of 

micro-instabilities. What has been observed in many experiments is that auxiliary 

heating is benefit for building the Internal Transport Barrier (ITB). However, the 

auxiliary heating also feeds some micro-instabilities which could lead ITB collapse in 

turn. On the other hand, the safety factor profile with a negative shear or weak positive 

shear also plays a important role for the formation of ITB. We investigated the behavior 

of the dominant micro-instabilities in presence of the auxiliary heating and/or flat q-

profile by means of gyro-kinetic global simulation. 

The simulations using the experimental profiles (density, temperature ,safety 

factor) present a new type of density gradient driven drift mode which is expected to be 

responsible for the collapse of ion-ITB, which real frequency is low and changes the 

sign from electron diamagnetic direction to that of ion continuously as the poloidal 

wavenumber increases. Collisionless is acceptable widely in high temperature 

thermonuclear fusion plasma. Therefore, the particle distribution in 𝑣∥ is different from 

that in 𝑣⊥, but we assume that the particle distribution still subjects to thermodynamic 

equilibrium distribution. For describing this anisotropy, we introduce two temperatures, 

𝑇∥ and another is 𝑇⊥, into physical model of Gyro-kinetic based Numerical Experiment 

of Tokamaks (GKNET). The instability is found to be sensitive to the perpendicular 

ion/electron temperature 𝑇𝑖,𝑒⊥
. It is excited by the increasing 𝑇𝑒⊥

 and suppressed by the 

increasing 𝑇𝑖⊥ . Further, like the ion temperature gradient mode, this kind of low 

frequency instability presents a potential changing into the kinetic ballooning mode 

with electromagnetic perturbation being taken into account. What could be acceptable 

is that: the presented low frequency instability was suppressed by neutral beams 

injection. This suppression is helpful to build the ITB. But the more powerful electron  

cyclotron resonance heating enhanced the instability even the neutral beams injection. 

was being kept. This change made the ITB to be collapsed. 

In the case of nearly flat safety factor profile, we study linear micro-instability 

and non-linear evolution in high-𝛽 plasmas. We found that an infernal type of mode is 

induced at the radial location of the maximum pressure gradient. However, the linear 

dispersion, i.e., eigen frequency and linear growth rate, and also nonlinear turbulent 
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spectrum exhibit hardly deterministic complex corrugated structure with respect to 

consecutive toroidal mode number 𝑛. Furthermore, the turbulence is dominated by a 

large-scale structure corresponding to lower toroidal mode numbers causing large heat 

and particle fluxes. For explaining such complex behaviors for plasmas with a flat 

safety factor profile, we study the mechanism under the hypothesis that the instability 

strength is regulated by the resonance mismatch ∆𝜇 ≡ 𝑀𝜃 − 𝑛𝑞𝑐 with 𝑀𝜃 the dominat 

poloidal mode number and present a law prescribing the linear dispersion by 

rearranging consecutive toroidal mode number 𝑛 to a set of plural discrete dispersion 

groups regulated by an arithmetic progression which commom difference is evaluated 

from the non-integer residual of the constant safety factor value 𝑞𝑐, i.e. 𝛿𝑞𝜇 = 𝑞𝑐 −

int(𝑞𝑐) . Through this procedure, a corrugated structure of the dispersion is found to be 

disappeared in each group exhibiting smooth function including secondary unstable 

modes. Such a discrete dispersion regrouped by an arithmetic progression with respect 

to toroidal mode number causes a new class of turbulence due to selective and 

directional energy flows across different groups. It is interesting to note that the 

turbulent energy is condensed to the lowest mode number in a specific group, which 

exhibits quasi-coherent homogenized structures leading to larger fluxes. 
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1 Introduction 

1.1 World energy scenario and role of fusion 

 Humans are always in pursuit of a better quality of life which can be measured 

by the Human Development Index (HDI) based on various reports by the United 

Nations Development Programme (UNDP)  [1]. The HDI is found to be correlated with 

the per capita use of energy as shown in Fig 1-1 [2]. The relationship shows the 

evidence of saturation which means the further improvements in HDI require much 

more energy consumption at the expense. How are we going to produce such vast 

amount of energy it needs? In the absence of new developments, the workhorse is likely 

to be based on fossil fuels. However, the fossil fuel reserves have started depleting. 

There are several political and military conflicts for control of oil and gas over the last 

decades. On the other hand, the use of fossil fuels as the major source of energy has 

emitted a lot of greenhouse gases which is considered to lead to significant global 

warming. Massive use of coal also causes serious air pollution, particularly China, 

which is suffering. In order to reduce greenhouse gas emissions, electrification reforms 

have been initiated on the consumer side, such as vehicle. This drives electricity 

demand further increase.  

 

Fig. 1-1 Human Development  [1]. 

 

There are several ways for producing electricity without greenhouse gas 
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emissions like the conventional hydroelectric power plant, the nuclear fission, some 

kinds of renewable energy sources – for the most part solar panels and wind turbines. 

But they all have disadvantages that cannot be ignored. As for the nuclear fission, 

although it plays an important supportive role (or even dominant role in countries such 

as France), as well-known that we have faced serious public opposition because of 

concerns of proliferation, radioactive hazardous wastes. In particular since the tragic 

2010 Fukushima incident, the share of nuclear fission power generation has decreased 

significantly. The renewable energies have the potential of a major energy source. 

Before that, we have to address issues of energy density, efficiency and cost of 

production. In addition, their irregularity is a serious threat to the stability of the power 

grid system, especially after its share increases. Thus, we are at a critical juncture today, 

when we have to quickly develop a viable alternative source of energy which is clean, 

safe and virtually unlimited that can lead to Sustainable Development Goals (SDGs) 

set up in 2015 by the United Nations General Assembly. 

Tracing back to the energy we are using, even traditional fossil fuels, they are all 

come from sun. the difference is just the time that the solar, wind and hydroelectric 

power come from present sun while the fossil fuels store the energy that come from the 

past sun. The energy of sun is produced by nuclear fusion. In contrast to the renewables, 

its energy density satisfies the needs of urban industrial complexes. On the other hand, 

comparing with the nuclear fission, it has the prospect of considerably reduced long 

lived radioactive emission and inherent operational safety. Thus, fusion power will get 

much more public acceptance, or it is more likely that people are looking forward to its 

commercialize. The nuclear fusion is likely to give us a wonderful solution. 

Our Sun is the brightest and natural example of fusion around us which has been 

burning for billions of years. The energy of fusion is produced by the difference in 

material mass before and after fusion. Specifically, the light elements are brought 

together so that fuse to form heavier elements. The resulting heavier elements have 

slightly less mass than the fusing elements. This mass difference results in the release 

of energy. The overall process of fusion within the Sun can be broken down into several 

simple 3 steps as follow: in the first stage two protons 𝐻1  combine and one of them 

converts into a neutron to form a positron, an electronic neutrino, and a nucleus of the 

heavy isotope of hydrogen known as deuterium 𝐷2 . The positron will annihilate with 

an electron from the environment into two gamma rays with 1.022MeV [3]. once this 
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initial step has occurred, the deuterium produced in the first step can fuse with another 

proton to produce the helium-3 𝐻𝑒3  nucleus. This process is due to it is mediated by 

the strong nuclear force rather than the weak force. Once the helium-3 𝐻𝑒3  has been 

produced, there are four possible paths to generate 𝐻𝑒4 . the most likely one in our Sun 

is shown in formula Eq. (1-1) 

 

2 𝐻1 → 𝐷2 + 𝑒+ + 𝜈𝑒 + 0.42MeV

𝐷2 + 𝐻1 → 𝐻𝑒3 + 𝛾 + 5.49MeV

2 𝐻3 → 𝐻𝑒4 + 2 𝐻1 + 12.86MeV

. (1-1) 

For fusion to occur, the protons or nuclei must be heated to have very high kinetic 

energy enough to overcome the electrostatic repulsion and come close enough to the 

point where the nuclear force is working. For an example of deuterium and tritium 

nuclei, the temperature of the order of ~10 keV. 

 

Fig. 1-2 The proton-proton chain reaction P-P I, which dominates in our Sun, turning 4 
protons into a helium-4 nucleus and releasing energy. [Image credit: Adapted from 
Wikimedia Commons.] 

 

It is true that nuclear fusion can yield tremendous energy, but its conditions are 

also extremely demanding. In the sun or starts, the tremendous gravity keeping the 

fusing protons together against the de-confining tendency due to thermal expansion. At 

the core, the crushing pressure and extreme temperatures and pressure are so strong that 

make them can overcome the electric repulsion and reach the fusion conditions. We 

https://commons.wikimedia.org/wiki/File:FusionintheSun.svg
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have achieved the uncontrolled fusion reactions in the form of explosions using 

deuterium and tritium, but the plasma is unconfined. The biggest challenge is achieving 

fusion in a controlled manner in a confined plasma on Earth.  

1.2 Approaches to fusion 

Given the extreme temperature of the fusion plasma, containment via physical 

contact is not possible with any know substance. On top of that, the natural condition 

of gravitational confinement in stars cannot be reproduced in laboratories. Thus, other 

means of confinement are necessary, and the two main approaches to achieve controlled 

fusion are inertial confinement and magnetic confinement. 

1.2.1 Inertial confinement fusion 

Inertial confinement fusion (ICF) is achieved by heating and compressing a small 

fuel pellet, typically composed of a deuterium-tritium mixture. Its original idea was 

derived from the working mechanism of a hydrogen bomb, which is an application of 

uncontrolled fusion. Within a hydrogen bomb, a fission bomb is placed to initiate fusion. 

The energy released in this so-called primary explosion is transferred to the fusion fuels 

via different mechanisms, among which x-ray heating is primary. The fusion fuel in the 

secondary section is rapidly heated, leading to an outward explosion. As every action 

has an equal but opposite reaction, the remaining fusion fuels are compressed inward, 

before reaching the temperature and density at which fusion reaction can occur. The 

fusion energy released is almost entirely shared between the product alpha particles and 

the product neutrons. The charged alpha particles interact with the high-density fusion 

fuels and quickly thermalize. The additional kinetic energy of the fast alpha particles 

heats up fusion fuels, sustaining the fusion reaction. Enormous energy is released in a 

hydrogen bomb explosion. However, it is demonstrated that power generation with 

hydrogen bomb explosions is not feasible. This is due to both the high cost of fission 

bomb production and a physical limit in the primary fission bomb size. 

John Nuckolls explored the energy needed to trigger fusion in a scaled-down 

secondary. He discovered a minimum size of the order of milligram, where below this 

size the product alpha particles would escape before reaching thermal equilibrium. The 

energy to initiate fusion for this secondary is in the megajoule range, which is much 

lower even than the smallest fission bomb. Then, the remaining question is how to 

deliver energy to the secondary at a distance, and this brought the idea of a ‘driver’. In 



 5 
 

general, a single laser is used whose beam is split. The split beams are all amplified by 

at least a trillion times. Mirrors are applied to direct the beams towards the target 

chamber. The target is heated and through a similar mechanism to the hydrogen bomb, 

the outer layer explodes with tremendous velocity. The remaining fusion materials are 

forced inward reaching huge density, around a thousand times the density of water. On 

top of that, shock waves from all directions enter the fusion fuel and when they meet at 

the center, the core density is brought up significantly such that fusion reaction takes 

place at a useful rate. The product alpha particles then heat up the fusion fuel, sustaining 

further reactions. 

 

Fig. 1-3 Inertial confinement fusion explained in steps. 1. laser beam hits the outer laser of 
plasma; 2. explosion and implosion resulting in plasma density increase; 3. shock 
wave meets at plasma center leading to core density increase; 4. usion reaction 
takes place. [Image credit: Adapted from Wikimedia Commons.] 

 

1.2.2 Magnetic confinement fusion 

The other controlled fusion strategy is the magnetic confinement fusion. As the 

plasma is composed of charged particles that feel force in magnetic fields, by balancing 

the Lorentz force and pressure, confinement could be achieved. In contrast to the 

inertial confinement fusion whose development started in the 1970s, early magnetic 

confinement devices were built in the 1940s. A major research area in the early years 

was confinement through the magnetic mirror. A magnetic mirror is composed of a 

series of electromagnets which are configured so that when charged particles move 

away from the confinement area the strength of the magnetic field increases, forcing 

particles back to the confinement area. Although the magnetic mirror is leaky, meaning 

that only particles with a limited range of velocities are trapped, by continuously adding 

fusion fuels, the problem was expected to be overcome. However, it was later 

demonstrated that instability would develop in the region of the convex magnetic field. 

This so-called flute instability could be resolved by modifying the engineering design, 

but the theoretical thermal energy output barely compensates the electrical energy input 

https://en.wikipedia.org/wiki/Inertial_confinement_fusion
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to run the electromagnets. In the 1970s, another design was suggested with a larger 

confinement area, thus in principle produces more energy. Based on this design, the 

construction of Mirror Fusion Test Facility (MFTF) was schedule. However, during the 

construction of MFTF, new findings showed that the performance goals could not be 

reached and the MFTF was modified the downgraded MFTF-B then quickly abandoned 

after completion. This brought fusion via magnetic mirror to a dead end [4]. 

 

Fig. 1-4 Magnetic field within a magnetic mirror and the force exerted on plasma particles. 
Plasma particles not in the center of the confinement area with a non-zero 
horizontal velocity feels a restoring force. [Image credit: Adapted from Physics 
Forums.] 

 

Another type of magnetic confinement fusion in the early stage of development 

is the z-pinch. A transformer is placed outside the plasma container to induce current. 

The induced plasma current gives rise to a magnetic field that pinch the plasma into a 

ring, thereby achieving confinement. By a combination of Ohmic heating and adiabatic 

heating, temperature could rise to the required range for fusion to take place. However, 

various instabilities were observed, notably the kink instability. Due to the kink 

instability, plasma hits the container wall before reaching the required temperature 

range. Even devices built based on the improved stabilized pinch design are susceptible 

to the instabilities, implying a doomed future of the z-pinch approach. 

A stellarator is another type of confinement fusion device besides the magnetic 

mirror and the z-pinch. The early generations of stellarators were in the shape of ‘8’ 

where a torus is divided in half and reconnected by straight crossover sections. The 

advantage of this design is that nuclei propagate from inside to outside, cancelling the 

https://www.physicsforums.com/threads/magnetic-mirror-bottle.861710/
https://www.physicsforums.com/threads/magnetic-mirror-bottle.861710/
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across-axis drift. Shortly after the construction of early stellarators, research 

demonstrated that in a circular arrangement, with the addition of a second set of 

magnets on each side, the same confinement effect could be achieved. This newer 

design has the merit of increasing shear, which suppresses the plasma turbulence. 

However, from the operation of large stellarators, degraded confinement than 

expectation was observed. In addition, the size of a stellarator power plant was 

calculated to be enormous, vastly increasing the construction difficulty. As a result, the 

research was halted until the turn of the second millennium. Stellarator regained focus 

as it is immune to several problems in tokamaks [5]. 

 

Fig. 1-5 Geometry of a circular stellarator . [Image credit: Max-Planck-Institut für 
Plasmaphysik.] 

 

Moving on to the present, tokamak is the leading magnetic confinement machine. 

To understand the confining mechanism of a tokamak, first consider a solenoid which 

is the simplest confinement device. In a solenoid, charged particles gyrate around the 

magnetic lines. However, edge losses cannot be prevented. A natural idea is to bend the 

solenoid so that two ends connect. This solves the edge loss problem, but due to pure 

geometric reasons, the field on the inside is stronger than the field on the outside. Due 

to this asymmetry, particles drift and hit the container wall, ruining confinement. The 

solution is to introduce a poloidal field, in addition to the toroidal field which run 

around the torus. The resultant field line twist around the torus in a helical shape, such 

that the drift directions of particles when they are on the inside and outside are opposite, 

roughly cancelling out each other. This explains the basis working mechanism of a 

tokamak.  

https://www.ipp.mpg.de/
https://www.ipp.mpg.de/
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Fig. 1-6 The structure of a tokamak, with helical magnetic field lines. [Image credit:  
EUROFusion.] 

 

The physical layout of a tokamak and a z-pinch is essentially the same. What 

differentiate tokamak from the z-pinch is the concept called safety factor. Safety factor 

describes the degree of twist of the magnetic lines. It is defined by the number of turns 

in the toroidal direction when the field line returns to its origin position in the poloidal 

direction. A device with a larger safety factor is shown to be more stable. Comparing 

to the earlier devices whose operational safety factor is around a third, in a tokamak 

this value is more than one, leading to an improvement in stability by a few orders of 

magnitude. The kink instability that plagued z-pinch is also strongly suppressed, 

allowing tokamak to operate with a higher plasma temperature. 

The gain factor is an important measure as tokamaks are aimed to be used for 

power generation. One of the first goal is to achieve a gain factor of 1, or breakeven, 

where the thermal energy released is equal to the energy input to sustain fusion reaction 

going. After reaching this goal, the ultimate target is ignition, where fusion reaction 

could be self-sustained by the alpha particle heating alone. A series of facilities were 

built targeting breakeven, including Tokamak Fusion Test Reactor (TFTR) and Joint 

European Torus (JET), which keeps the record of fusion power output of 16MW. 

However, even these machines showed problems that limit their performance. To solve 

these new problems, a larger and more expensive machine has to be built which require 

https://www.euro-fusion.org/
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international cooperation. Following the agreement between the US and Soviet leaders 

in the year 1985, the construction of International Thermonuclear Experimental Reactor 

(ITER) was scheduled and it has since been the primary tokamak design effort. 

1.2.3 Magnetic configuration of tokamak 

Tokamak is a toroidal plasma confinement system. The plasma is confined by a 

magnetic field. The principal magnetic field is the toroidal field 𝑩𝜑. It is produced by 

currents in numerous toroidal field coils wrapped around the torus (light blue) as shown 

in Fig. 1-6. However, this field alone is not enough to confine the plasma. Because the 

charged particles suffer various types of drift velocity across magnetic field lines. The 

gradient and curvature of magnetic field will produce a drift velocity which are opposite 

between the electron and ion. Thereby, electrostatic field will be produced and leads a 

drift velocity outward as presented in Fig. 1-7 (a). In order to cancel this outward drift, 

a poloidal magnetic field 𝑩𝜃 is added. Then, the total magnetic field become helical 

configuration which is enable the charged particles go through both inside and outside 

of torus. The drifts inside and outside cancel with each other. The poloidal magnetic 

field 𝑩𝜃 is expected to be produced mainly by current in the plasma itself, so-called 

bootstrap current. Before that the poloidal magnetic field can be the central ohmic 

transformer (green) stands in the hole of the torus. When traversed by a variable electric 

current, a toroidal flow of charged particles is created in the plasma, in turn generating 

a poloidal magnetic field. 

For axisymmetric configuration, that means magnetic field is independent of the 

toroidal angle 𝜑. Thereby, the torus in Fig. 1-7 (a) can be stretched to a cylindrical 

configuration as shown in Fig. 1-7 (b). the magnetic field lines lie in the nested magnetic 

surface. It is important to note that normally the magnetic field on two surfaces are not 

parallel as the green lines and purple lines in Fig. 1-7 (b). In each magnetic surface, the 

field line follows a helical path as it goes round the torus on its associated magnetic 

surface. Starting from a certain poloidal angle 𝜃0, the field also has a certain position 

in toroidal plane 𝜑0, the field line goes through torus over a ring (2𝜋𝑅) and then will 

return to the toroidal position 𝜑0 after change of poloidal angle Δ𝜃 as shown in Fig. 1-7 

(b). The ratio between the angles through the toroidal and poloidal direction is defined 

as the safety factor of field line,  

 𝑞 =
2𝜋

Δ𝜃
. (1-2) 
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And  

 tan(Δ𝜃) =
𝐵𝜃

𝐵𝜑
=

Δ𝜃×𝑟

2𝜋×𝑅
. (1-3) 

Thus, the safety factor can be rewritten as 

 𝑞 =
𝑟

𝑅

𝐵𝜑

𝐵𝜃
. (1-4) 

If a magnetic field line returns to its starting position after exactly one rotation 

round the torus, then 𝑞 = 1. Since magnetic fields are generally not parallel on adjacent 

magnetic surfaces, the safety factor changes with magnetic surface (minor radius) as 

shown in Fig. 1-7 (c). It also appears as a crucial parameter in transport theory and 

relates to the ITB formation. In normal magnetic configuration, the minimum 𝑞 locates 

at or close to the magnetic axis and increases outwards. For estimating this kind of 

change, another parameter, magnetic shear, is introduced  

 𝑠(𝑟) =
𝑟

𝑞(𝑟)

𝜕𝑞(𝑟)

𝜕𝑟
. (1-5) 

A large shear (absolute) means safety factor changes with minor radius rapidly, in 

contrast, small shear (absolute) means the change is gradual. Positive shear means the 

safety factor increases with minor radius and negative shear means decreases with 

minor radius. 
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Fig. 1-7 The magnetic configuration in tokamak (a), the magnetic surface after torus being 
stretched (b), and safety factor over minor radius (c) [courtesy of Y.kishimoto]. 

 

1.3 Modelling and simulating magnetically confined fusion plasmas 

In magnetized plasma, the electric field 𝑬 and magnetic field 𝑩 field are not 

prescribed exactly but depends on the positions and motions of the charges themselves. 

In other words, it is a self-consistent problem that the particles will generate or modify 

the fields as they move along their orbits and the fields (𝑬, 𝑩 ) will cause the particles 

to move in those exact orbits. And this must be done in a time-varying situation. 

Magtic surface 
 induction current 

𝑩𝜃 

𝑎0 𝜑 

𝑩𝜑 

𝑟 

𝑱 

𝑩 

Δ𝜃 

2𝜋𝑅 

𝑟 

𝑞(𝑟) 

(a) 

(b) 

(c) 

𝐸 

𝑬 × 𝑩

𝐵2  

Ion 

electron 
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1.3.1 Fluid description of plasma 

 It is hopeless to predict the plasma’s behavior by solving each particles’ equation 

of motion. Fortunately, this is not usually necessary. In fact, fluid model is compatible 

for plasma if the density is large enough and/or collisions are frequent enough. 

Specifically, the mean free path of particles must be far less than the characteristic 

length of the fluid element. Moreover, the thermodynamic equilibrium will be quickly 

restored by the collision or Coulomb interaction between particles when the external 

perturbation deviates from the thermodynamic equilibrium, due to the other 

characteristic times in the fluid element change is much greater than the mean free time 

of the particles. In magnetically confined plasma, the long-range Coulomb interaction 

between charged particles makes the energy and momentum exchange between 

particles frequently, and due the role of Lorenz force, the charged particles in the 

direction of the cross-magnetic field are limited in the range of the cyclotron radius. 

Therefore, as long as the magnetic fluid element of the cross-magnetic field direction 

of the characteristic length is much greater than the cyclotron radius can be applied to 

the fluid description. It can be seen that the magnetically confined plasma is more 

suitable for fluid approximation than neutral gas. 

The Magnetohydrodynamics (MHD) 

A reduced fluid model for plasma is the Magnetohydrodynamics (MHD) which 

considers plasma is not viscous but adiabatic. The Navier-Stokes equations is used for 

representing its fluid nature, meanwhile, Maxwell’s equations take into account of its 

electromagnetic properties. In this reduced model, we must solve a large number of 

unknowns. For instance, in the case of the single fluid model, mass density 𝜌, the fluid 

velocity 𝒖 , the current 𝑱, the pressure 𝑃, the electric field 𝑬 and the magnetic field 𝑩. 

All. They are governed by a set of equations as follow  

the continuity equation 
𝜕𝜌

𝜕𝑡
+ 𝛻 ⋅ (𝜌𝒖) = 0 (1-6) 

the momentum equation 𝜌
𝑑𝒖

𝑑𝑡
= −𝛻𝑃 + 𝑱 × 𝑩  (1-7) 

the Maxwell-Faraday equation 𝛻 × 𝑬 = −
𝜕𝑩

𝜕𝑡
  (1-8) 

the Maxwell-Ampère equation 𝛻 × 𝑩 = 𝜇0𝑱  (1-9) 

Ohm’s law 𝑱 = ℴ(𝒖 × 𝑩 + 𝑬)  (1-10) 
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the closure equation 𝑝𝜌−𝓇 = cons.  (1-11) 

with the 2 additional parameters: the conductivity 𝜎  and the adiabatic index (heat 

capacity ratio) 𝓇 . Particular values for those two parameters can lead to common 

approximations such as ideal MHD ( ℴ → ∞ ) otherwise resistive MHD and 

incompressibility (𝓇 = 0). Another important parameter of MHD, the parameter beta 

𝛽, is the ratio of the plasma pressure 𝑃 over the magnetic pressure 𝐵2/2𝜇0, and is an 

important characteristic for fusion reactor design as beta reflects the efficiency of the 

confinement for the strength of electromagnets used. 

1.3.2 Kinetic description of plasma 

The fluid theory is the simplest description of a plasma and sufficiently accurate 

to describe the majority of observed phenomena. However, the limitation of MHD 

arising from the assumption is strongly collisional (discussed above). In the actual 

operation of tokamak, with the increase of temperature, the characteristic time of fluid 

element change is getting shorter and shorter. On the other hand, the mean free path of 

particles is proportional to the square of temperature 𝑇2 due to the long-range Coulomb 

interaction between charged particles. Therefore, , the collision frequency falls as well 

as the resistivity which varies with temperature as 𝑇−3 2⁄ . That means the mean free 

time of the particles become longer. The result is that whether from the spatial scale or 

the time scale, high-temperature plasma is no longer suitable for MHD approximation 

approximate treatment. In addition, plasma may deviate from the thermodynamic 

equilibrium for relatively long time. For these, we need to consider the distribution 

function in velocity space 𝑓𝑠(𝒓, 𝒗, 𝑡) where 𝑠 means the species of charged particles; 

this treatment is called kinetic theory. It is governed by the Boltzmann equation,  

 
𝜕𝑓𝑠

𝜕𝑡
+ 𝒗 ∙

𝜕𝑓𝑠

𝜕𝒓
+

𝑒𝑠

𝑚𝑠
(𝑬 + 𝒗 × 𝑩) ∙

𝜕𝑓𝑠

𝜕𝒗
= (

𝜕𝑓𝑠

𝜕𝑡
)

𝑐
. (1-12) 

In a sufficiently hot plasma, collisions can be neglected., the Boltzmann equation Eq. 

(1-12) is reduced to so called Vlasov equation,  

 
𝜕𝑓𝑠

𝜕𝑡
+ 𝒗 ∙

𝜕𝑓𝑠

𝜕𝒓
+

𝑒𝑠

𝑚𝑠
(𝑬 + 𝒗 × 𝑩) ∙

𝜕𝑓𝑠

𝜕𝒗
= 0. (1-13) 

Formally, instead of the mass distribution, temperature, pressure, velocity of fluid 

element and electric current found in MHD, kinetic theory describes the plasma’s state 

through distribution function over a 6-dimensional phase space (3 spatial dimensions 
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and 3 velocity dimensions). In the magnetically confined plasma, the trajectory of 

charged particles is a helix that winds around the field line. Based on the so-called gyro-

ordering, this trajectory can be decomposed into a relatively slow motion of the guiding 

center along the field line and a fast circular motion, called gyromotion. Since the 

gyromotion is irrelevant for most plasma behavior, averaging over this gyromotion is 

feasible, which reduces the equation (1-13) to five dimensions (3 spatial dimensions 

and 2 velocity dimensions). This theoretical framework is so-called gyro-kinetic and 

introduced in chapter 2. 

1.4 Plasma heating in tokamak 

In order to achieve fusion conditions, we must first heat the electrically neutral 

‘fuel’ until it is ionized. That means the required plasma temperature is in the range of 

10–30 keV. Initially, the fuel is neutral gases with a high resistance, so that the ohmic 

heating through an inducted electric field is a good choice in the first stage. Then the 

plasmas initially are produced by ohmic heating (𝑃Ω~𝜂𝑅𝑗, where 𝑗 is the current density 

and 𝜂𝑅 is the resistivity). At low temperatures ohmic heating is quite efficient and, in 

large tokamaks, easily produces temperatures of a few KeV. However, as the 

temperature increases, the collision frequency falls as well as the resistivity which 

varies with temperature as 𝑇𝑒
−3 2⁄

. It becomes less effective at high temperatures. Thus, 

to reach the temperature required for ignition it is necessary to provide some forms of 

heating.  

There are several proposed methods of achieving this. The two main ways which 

are envisaged for heating to ignition temperatures are the energetic Neutral Beams 

Injection (NBI) and the resonant absorption of Radio Frequency (RF) electromagnetic 

waves. With the level of confinement found experimentally, all of these methods would 

in principle be able to provide heating of the required magnitude. 

1.4.1 Neutral Beams Injection (NBI) 

Since the high temperature plasma is confined by a strong magnetic field, 

injection of energetic ions from outside to heat the plasma would be reflected due to 

the Lorenz force. The most efficient way to heat the plasma by energetic particles is to 

inject high energy ‘neutrals’. NBI with a beam energy much above the average kinetic 

energy of the plasma electrons or ions is used (beam energy typically ~40 keV – 1 

MeV). This heating scheme is as simple as warming up cold water by pouring in hot 
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water. In the plasma the neutral particles become charged again and as a result are 

confined by the magnetic field. They are then slowed by collisions with the plasma 

particles. The energy transfer from ionized beam fast ions to thermal ions and electrons 

is basically through classical Coulomb collision processes. The basic processes of 

Coulomb collision between beam ions and a thermal plasma are slowing down and 

diffusion in the velocity space.  

Since the mass of ion is much larger than that of electron 𝑚𝑖 𝑚𝑒⁄ ≫ 1 , the 

scattering of the beam ions caused by the collisions with the plasma electrons is 

exceedingly small. In other words, the direction of beam ion velocity will be same after 

the collisions with plasma electron. Consequently, the heating of the electron is given 

by,  

 𝑃𝑒 = −𝐹𝑏−𝑒𝑣𝑏. (1-14) 

The force 𝐹𝑏−𝑒 transmit to the beam ion is given by the rate of momentum loss,  

 𝐹𝑏−𝑒 = −
𝑚𝑏𝑣𝑏

𝜏𝑠𝑒
. (1-15) 

Where 𝑚𝑏 is the mass of the beam ions and 𝜏𝑠𝑒 is the corresponding slowing down time. 

Considering the plasma electron thermal velocity is much larger than velocity of beam 

ions namely 𝑣𝑏 ≪ 𝑣𝑒𝑇
, the slowing down time is,  

 𝜏𝑠𝑒 =
3(2𝜋)1 2⁄ 𝑇𝑒

3 2⁄

𝑚𝑒
1 2⁄

𝑚𝑏𝐴𝐷

, (1-16) 

with 𝐴𝐷 =
𝑛𝑒4 ln Λ

2𝜋𝜀0
2𝑚𝑏

2 
. where 𝜀0  is vacuum permittivity and ln Λ ~(10~20)  in normal 

fusion plasma. So that, the electron heating power is,  

 𝑃𝑒 =
2𝑚𝑒

1 2⁄
𝑚𝑏𝐴𝐷ℇ𝑏

3(2𝜋)1 2⁄ 𝑇𝑒
3 2⁄ , (1-17) 

Where ℇ𝑏 =
1

2
𝑚𝑏𝑣𝑏

2 is the beam energy. 

As regard the heating power on plasma ions, because the mass of plasma ions 𝑚𝑖 

is comparable with that of beam ions, the slowing down of the beam ions is 

accompanied by a scattering of the beam ion velocities principally perpendicular to the 

initial direction of beam. this spreading of perpendicular velocities also constitutes a 

'heating' of beam ions.  
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 𝑃𝑖 = −𝐹𝑏−𝑖𝑣𝑏 −
1

2
𝑚𝑏𝑣̅⊥

2 (1-18) 

Similar to the 𝐹𝑏−𝑒,  

 𝐹𝑏−𝑖 = −
𝑚𝑏𝑣𝑏

𝜏𝑠𝑖
 (1-19) 

While 𝜏𝑠𝑖 =
2𝑣𝑏

3

𝐴𝐷

𝑚𝑖

𝑚𝑏+𝑚𝑖
 due to the plasma ion thermal velocity is much smaller than 

velocity of beam ions namely 𝑣𝑏 ≫ 𝑣𝑒𝑇
. Thus,  

 −𝐹𝑏−𝑖𝑣𝑏 =
𝑚𝑏𝐴𝐷

2𝑣𝑏

𝑚𝑏+𝑚𝑖

𝑚𝑖
 (1-20) 

Combining with  

 
1

2
𝑚𝑏𝑣̅⊥

2 =
𝑚𝑏𝐴𝐷

2𝑣𝑏
 (1-21) 

The direct heating power of plasma ions is given by 

 𝑃𝑖 =
𝑚𝑏

5 2⁄
𝐴𝐷

23 2⁄ 𝑚𝑖ℇ𝑏
1 2⁄  (1-22) 

It is right only the fraction 𝑚𝑏 (𝑚𝑖 + 𝑚𝑏)⁄  of 𝐹𝑏−𝑖𝑣𝑏.  

Then the total direct heating per beam ion 𝑃𝑇 is  

 𝑃𝑇 = 𝑚𝑏𝐴𝐷 (
2𝑚𝑒

1 2⁄
ℇ𝑏

3(2𝜋)1 2⁄ 𝑇𝑒
3 2⁄ +

𝑚𝑒
3 2⁄

23 2⁄ 𝑚𝑖ℇ𝑏
1 2⁄ ) =

2𝑚e

1
2𝑚b𝐴D

3(2𝜋)
1
2𝑇e

3
2

𝜀b (1 + (
𝜀c

𝜀b
)

3

2
) (1-23) 

 𝜀c = (
3√𝜋

4
)

2 3⁄

(
𝑚𝑖

𝑚𝑒
)

1 3⁄ 𝑚𝑏

𝑚𝑖
𝑇𝑒 (1-24) 

The first term in right side of Eq. (1-23) is plasma electron heating which is 

proportional to the beam energy ℇ𝑏 and the second term in right side of Eq. (1-23) is 

plasma ions heating which will take over as the beam ions lose energy. The beam speed 

𝑣𝑏 is usually much larger than the ion thermal speed 𝑣𝑖𝑇 due to the heating objective 

and much less than the electron thermal speed , 𝑣𝑒𝑇
 due to the large mass ratio, 𝑣𝑖𝑇 ≪

𝑣𝑏 ≪ 𝑣𝑒𝑇
 . If the beam energy ℇ𝑏  is higher than ℇ𝑐  , the energy transfer to ions is 

smaller than that to electrons, while the energy transfer to ions becomes dominant when 

ℇ𝑏 becomes less than ℇ𝑐 . This is the reason why ℇ𝑐 is called the “critical energy”. The 

instantaneous ion heating fraction is given by,  
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 𝐹𝑖 (
ℇ𝑏

ℇ𝑐
)  =

1

1+(
ℇ𝑏
ℇ𝑐

)
3 2⁄  (1-25) 

On the other hand, the neutral beam is directional and is injected into the plasma 

with not only energy, but also momentum. This causes heated particles (both plasma 

ions and electrons) in the plasma to momentarily offset the thermodynamic equilibrium. 

The charged particle distribution function is not symmetrical in the velocity space until 

the injected momentum is absorbed by fusion machines. Because the magnetic 

confinement system is a torus and the tokamak has a toroidal plasma current 

maintaining the poloidal magnetic field 𝑩𝜃 , there are three injection geometries, 

namely co-tangential, counter-tangential and perpendicular injection, as shown 

schematically in Fig. 1-8. ‘Co-’ means that beam is injected parallel to the toroidal 

plasma current, while ‘counter’ means that beam is injected anti-parallel to the plasma 

current. ‘Perpendicular’ means that beam is injected (nearly) perpendicular to the 

magnetic field. The asymmetry of the distribution function occurs in which direction, 

depending on the injection angle of the NBI. perpendicular injection means the 

equilibrium distribution function 𝐹(𝑣∥, 𝑣⊥) is asymmetrical in perpendicular velocity 

𝑣⊥ space.  

 

Fig. 1-8 Three injection geometries of NBI 

 

NBI has proven to be one of the most promising and best understood methods to 

heat a dense plasma and to drive plasma current in fusion machines. A fundamental 

feature of heating by a neutral beam was clarified by Stix [6]. The concept of using 

energetic neutral beams for heating the plasma was proposed in the 1950s [7]and the 

first beam injection experiments were performed in mirror machines using 

PHOENIX [8], OGRA [9] and ALICE  [9] in the 1960s. 
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1.4.2 Electron/Ion Cyclotron Resonance Heating (ECRH/ICRH) 

Radio frequency heating transfers energy from an external source to the plasma 

by means of electromagnetic waves. When an electromagnetic wave propagates 

through a plasma the electric field of the wave accelerates the charged particles which 

then heat the plasma through collisions The collisional absorption scales as 𝑇𝑒
−3 2⁄

 so 

that, just as for ohmic heating, collisional absorption of electromagnetic waves is 

ineffective as a direct heating mechanism for hot plasmas. However, electromagnetic 

waves in plasma are subject to resonant absorption which is a collisionless process and 

produces strong heating. A magnetized, multispecies plasma has a number of resonant 

frequencies which give rise to absorption of energy of an incident field, each resonance 

is associated not only with absorption but also reflection, that is resonant reflection. 

Thus, when the wave approaches the resonance from the high magnetic field side strong 

absorption takes place. When the wave approaches from the low magnetic field side 

strong reflection may occur. 

Current drive may be due to direct momentum input by the RF waves, or 

asymmetric deformation of the electron distribution function either by quasi-linear 

diffusion of resonant particles, or asymmetric heating, or scattering of trapped particles 

into circulating ones. Absorption of RF waves in different regions of the plasma cross-

section may be affected by special resonant layers (e.g., cyclotron resonance) or by 

local conditions which depend on the Landau resonance of particles with the waves 

with matching parallel phase velocity  𝑘∥⁄  (determined by the index of 

refraction ,𝑁∥ = 𝑘∥ 𝜔⁄ = 1 𝑣𝑝ℎ,∥⁄ ). 

The two main methods which are envisaged for heating to ignition temperatures 

are the injection of energetic neutral beams and the resonant absorption of radio 

frequency (RF) electromagnetic waves. With the level of confinement found 

experimentally, all of these methods would in principle be capable of providing heating 

of the required magnitude, and both have been successfully tested at power levels or 

tens of MW. 

 𝛻 × 𝑬1 = −
𝜕𝑩1

𝜕𝑡
 (1-26) 

 𝛻 × 𝑩1 = 𝜇0𝜀0
𝜕𝑬1

𝜕𝑡
+ 𝜇0𝒋1 = 𝜇0𝜀0𝜺⃡ ∙

𝜕𝑬1

𝜕𝑡
 (1-27) 

Taking the curl of Eq. (1-26) and using Eq. (1-27), then obtains 
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 𝛻 × (𝛻 × 𝑬1) = −𝜇0𝜀0𝜺⃡ ∙
𝜕2𝑬1

𝜕𝑡2
, (1-28) 

assuming field perturbations of the Plane-wave solutions form exp[𝑖(𝒌 ∙ 𝒙 − 𝜔𝑡)] and 

define index of refraction 𝑵 = 𝑐𝒌 𝜔⁄ . The dielectric tensor defined as 

 𝜺⃡ = 𝑰⃡ +
𝑖

𝜀0𝜔
𝓸⃡  . (1-29) 

Eq. (1-28) can be rewritten as in a Cartesian coordinate system with 𝑩0 being in 𝑧 

direction. 

 𝑵 × (𝑵 × 𝑬1) + 𝜺⃡ ∙ 𝑬1 = 0. (1-30) 

Assume the 𝒌 lies in the 𝑥 − 𝑧 plane, namely,  

 𝒌 = 𝒌𝑥 + 𝒌𝑧 = 𝑘sin𝜃𝒆𝑥 + 𝑘sin𝜃𝒆𝑥, (1-31) 

 𝑵 = 𝑵𝑥 + 𝑵𝑧 = 𝑁sin𝜃𝒆𝑥 + 𝑁sin𝜃𝒆𝑥, (1-32) 

the dispersion relationship can be written in the following matrix form: 

 {

𝜀𝑥𝑥 − 𝑁2cos2𝜃 𝜀𝑥𝑦 𝜀𝑥𝑧 + 𝑁2cos𝜃sin𝜃

𝜀𝑦𝑥 𝜀𝑦𝑦 − 𝑁2 𝜀𝑦𝑧

𝜀𝑧𝑥 + 𝑁2cos𝜃sin𝜃 𝜀𝑧𝑦 − 𝑁2 𝜀𝑧𝑧 − 𝑁2sin2𝜃

} {

𝐸𝑥

𝐸𝑦

𝐸𝑧

} = 0. (1-33) 

For investigating the various types of waves in the plasma, here we further simplify the 

model to cold plasma. The reduced dispersion relationship is  

 {
𝑆 − 𝑁2cos2𝜃 −𝑖𝐷 𝑁2cos𝜃sin𝜃

𝑖𝐷 S − 𝑁2 0
𝑁2cos𝜃sin𝜃 0 𝑃 − 𝑁2sin2𝜃

} {

𝐸𝑥

𝐸𝑦

𝐸𝑧

} = 0, (1-34) 

which is written in the so-called Stix parameters [10], 𝑆, 𝐿, 𝑅, and 𝐷 

 

{
 
 

 
 𝑃 = 1 − ∑

𝜔𝑝𝑠
2

𝜔2𝑠

𝑆 = 1 − ∑
𝜔𝑝𝑠

2

𝜔2−Ω𝑠
2𝑠

𝐷 = 1 − ∑
Ω𝑠

𝜔

𝜔𝑝𝑠
2

𝜔2−Ω𝑠
2𝑠

, (1-35) 

 {
𝑅 = 𝑆 + 𝐷 = 1 − ∑

𝜔𝑝𝑠
2

𝜔2

𝜔

𝜔+Ω𝑠
𝑠

𝐿 = 𝑆 − 𝐷 = 1 − ∑
𝜔𝑝𝑠

2

𝜔2

𝜔

𝜔−Ω𝑠
𝑠

, (1-36) 
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Then we can obtain the polarization of the electric field perpendicular to the magnetic 

field (𝜃 = 𝜋 2⁄ , cos𝜃 = 0 ) as  

 
𝐸𝑥

𝐸𝑦
= 𝑖 

𝑆−𝑁2

𝐷
= ±𝑖 = exp (±𝑖

𝜋

2
). (1-37) 

+1(−1)  corresponds to Right (Left) Hand circularly Polarized waves (RHCP or 

LHCP), while a constant not equal to unity gives an elliptically polarized wave. Where 

𝜔𝑝𝑠
= 𝑛𝑠𝑒𝑠

2 𝑚𝑠𝜀0⁄  is the plasma frequency of particle species 𝑠, and Ω𝑠 = 𝑒𝑠𝐵 𝑚𝑠⁄  is 

the corresponding cyclotron (gyro) frequency (𝑒𝑠 carrying the sign of the charge). 

The dispersion relationship is obtained by setting the determinant of the above 

matrix equation, Eq. (1-34), to zero for making sure the equation has the non-zero 

solutions of the various electric field components. Then the dispersion relationships can 

be expanded as 

 𝐴𝑁4 − 𝐵𝑁2 + 𝐶 = 0, (1-38) 

where,  

 {
𝐴 = 𝑃cos2𝜃 + Ssin2𝜃
𝐵 = 𝑆𝑃(1 + cos2𝜃) + (𝑆2 − 𝐷2)sin2𝜃

𝐶 = 𝑃(𝑆2 − 𝐷2) = 𝑃𝑅𝐿

= 𝑆𝑃(1 + cos2𝜃) + 𝑅𝐿sin2𝜃. (1-39) 

Further, equations can also be written in Alice form,  

 Tan2 𝜃 = −
𝑃(𝑁2−𝑅)(𝑁2−𝐿)

(𝑆𝑁2−𝑅𝐿)(𝑁2−𝑃)
. (1-40) 

It is found that particularly simple results are obtained in the limit of parallel 

propagation, namely for 𝜃 = 0 , when we can reduce the dispersion relationship, Eq. 

(1-38), to  

 𝑃(𝑁2 − 𝑅)(𝑁2 − 𝐿) = 0. (1-41) 

There three solutions those 𝑃 = 0, 𝑁2 = 𝑅, 𝑁2 = 𝐿 corresponding to three different 

patterns of fluctuation. 

The pattern for 𝑃 = 0  is the Langmuir wave or plasma oscillation 𝜔 =

(𝜔𝑝𝑖

2 + 𝜔𝑝𝑒
2 )

1 2⁄
= 𝜔𝑝. In following, we consider the plasma including only two particle 

species which are electron and one kind of ion with electric charge of 𝑒. 
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Then we investigate the wave when 𝑁2 = 𝑅. The dispersion relationship is,  

 𝑁2 = 1 − ∑
𝜔𝑝𝑗

2

𝜔2

𝜔

𝜔+Ω𝑗
𝑗 = 1 −

𝜔𝑝
2

(𝜔−|Ω𝑒|)(𝜔+Ω𝑖)
. (1-42) 

The polarization of the electric field  

 
𝐸𝑥

𝐸𝑦
= 𝑖 

𝑆−𝑁2

𝐷
= 𝑖

𝑆−𝑅

𝐷
= −𝑖. (1-43) 

Implying that it is right hand circularly polarized wave and consistent with the direction 

of electron cyclotron. From the dispersion relationship we know that when the wave 

frequency approaches to electron cyclotron frequency 𝜔 → Ω𝑒 from smaller side the 

index of refraction 𝑁 and/or wave vector 𝒌 approaches to infinity. Namely, resonances 

or absorption take place. In the eyes of electrons, the fluctuating electric field is almost 

constant and can continuously accelerate the electrons. This can be used to heat the 

electron which is called Electron Cyclotron Resonance Heating (ECRH) . On the other 

hand, when 𝑁2 = 𝐿, The dispersion relationship is 

 𝑁2 = 1 − ∑
𝜔𝑝𝑗

2

𝜔2

𝜔

𝜔−Ω𝑗
𝑗 = 1 −

𝜔𝑝
2

(𝜔+|Ω𝑒|)(𝜔−Ω𝑖)
. (1-44) 

The polarization of the electric field  

 
𝐸𝑥

𝐸𝑦
= 𝑖 

𝑆−𝑁2

𝐷
= 𝑖

𝑆−𝐿

𝐷
= 𝑖. (1-45) 

Similarly, we can get a left hand circularly polarized wave which is consistent with the 

direction of ion cyclotron. The resonances or absorption take place if wave frequency 

approaches to ion cyclotron frequency 𝜔 → Ω𝑖, implying that it can be used to heat the 

ion which is called Ion Cyclotron Resonance Heating (ICRH). 

When the wave propagates in direction perpendicular to the equilibrium magnetic 

field, 𝜃 = 𝜋 2⁄ , the dispersion relationship is reduced to  

 (𝑁2 − 𝑃)(𝑆𝑁2 − 𝑅𝐿) = 0. (1-46) 

When 𝑁2 = 𝑃 = 1 − 𝜔𝑝
2 𝜔2⁄ , the perturbed electric field oscillates only in the 

direction parallel to equilibrium magnetic field. Namely the equilibrium magnetic field 

does not affect the wave which is so-called O-mode or ordinary mode of propagation 

without resonance. But it will be cut-off at frequency 𝜔 → 𝜔𝑝. The important branch is 
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𝑁2 = 𝑃 = 𝑅𝐿 𝑆⁄ . The perturbed electric field oscillates only in the direction 

perpendicular to equilibrium magnetic field. It is so-called X-mode or extraordinary 

mode of propagation. It is obvious that this wave is resonant when  

 1 −
𝜔𝑝𝑒

2

𝜔2−Ω𝑒
2 −

𝜔𝑝𝑖
2

𝜔2−Ω𝑖
2 = 0 (1-47) 

Considering Ω𝑖 ≪ 𝜔  and 𝜔𝑝𝑖
≪ 𝜔 , we get the so-called upper hybrid range of 

frequency 

 𝜔HH = √Ω𝑒
2 + 𝜔𝑝𝑒

2 . (1-48) 

When the frequency of wave is much smaller than electro cyclotron frequency 𝜔 ≪ Ω𝑒, 

the so-called lower hybrid range of frequency will be obtained as  

 𝜔LH = √Ω𝑖
2 +

Ω𝑒
2𝜔𝑝𝑖

2

Ω𝑒
2+𝜔𝑝𝑒

2 . (1-49) 

The lower hybrid frequency ωLH is near the ion plasma frequency 𝜔𝑝𝑖
. On the other 

hand, the wave is cut-off when 𝑅 = 0 or 𝐿 = 0. Accordingly, the cutoff frequencies are 

derived  

 

{
 

 𝜔R = √𝜔𝑝𝑒
2 +

Ω𝑒
2

4
+

Ω𝑒

2
 Right hand circularly polarized wave

𝜔L = √𝜔𝑝𝑒
2 +

Ω𝑒
2

4
−

Ω𝑒

2
 Left hand circularly polarized wave

. (1-50) 

The magnetic confined plasma can be heated by the radio-frequency waves at a few 

resonant frequencies while the radio-frequency also could be cut-off. Since the 

cyclotron frequencies of ion and electron Ω𝑖, Ω𝑒  are the function of equilibrium 

magnetic field (space) and the frequency of plasma oscillation is dependent on the 

particle density, the heating accessibility is complicated the details are summarized in 

his classic book [11]. 

1.5 About this thesis 

1.5.1 Motivation 

Transport barriers (TBs) characterized by a steep density and/or temperature 

gradient play an important role for achieving high-performance plasma in magnetic 
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fusion plasma since such TBs, which are emerged either in edge region (H-mode) or 

interior region (Internal Transport barrier) once conditions are satisfied, can suppress 

anomalous transport and reduce the thermal and/or particle diffusivity. Many 

experiments indicate that auxiliary heating, like ECRH ICRH NBI are benefit for the 

formation of ITB. On the other hand, ITB often appears in plasma with a reversed safety 

factor profile as well as flat one. The ITB and related anomalous transport are 

continually active subjects of research, whether from the theoretical or numerical point 

of view. Significant efforts have been done for understanding such TBs incorporated 

with those for understanding anomalous transport. As the candidate causing anomalous 

transport, various types of drift modes categorized as micro-instability have been 

studied. Ion temperature gradient (ITG) mode has been considered to be responsible for 

anomalous ion transport [12–17] whereas trapped electron mode (TEM) for anomalous 

electron transport. Both of which are in the range of ion gyro-radius. Furthermore, the 

ITG modes or TEM along with the respective kinds of turbulence are also altered in the 

presence of magnetic field fluctuations. The anomalous transport properties may thus 

be changed significantly due to the Kinetic Ballooning Mode (KBM). 

Both current and future fusion devices require the highest feasible beta to operate 

at maximum efficiency. In the advanced tokamak experiments is highly desirable for a 

large fraction of noninductive current driven by bootstrap effects [18,19] by increasing 

beta. Since the bootstrap current is proportional to the pressure gradient [20]. This 

noninductive current density profile might make the safety factor profile flatten with 

almost zero magnetic shear even reversed shear in the core region. Such a change of 

the safety factor profile and magnetic shear influences the transport, sometimes leading 

to the confinement improvement. In discharge of the Tokamak Fusion Test Reactor 

(TFTR), the ITB foot appears outside the location of the 𝑞𝑚𝑖𝑛 , which suggests that both 

negative shear and weak positive shear contribute to the reduction of transport [21]. 

The reversed magnetic shearing has been widely studied and it should be responsible 

for the formation of the ITB due to the breaking up of the toroidal coupling at 𝑞min 

surface and produces a discontinuity (or gap) in wave excitation [22]. However, a 

different type of global eigenmodes is found which is excited across the 𝑞min-surface, 

then, diminish the performance of the transport barrier. Recently, a possible candidate 

appears in global gyrokinetic simulations with a high beta, which is excited at 𝑞min-

surface and considered to be kinetic infernal mode (KIM) [23].  
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Infernal mode is mainly driven at the magnetic surface where magnetic shear 

vanishes. The coupling of KIM occurs in the low shear region, where the safety factor 

is close to a rational, namely 𝑞 =
𝑚0

𝑛
+ 𝛿𝑞  [24,25]. The destabilization is due to the 

combined effect of the pressure gradient and the closeness of 𝑞 to the resonance 𝑚0 𝑛⁄ . 

So that, it could be stabilized by elimination of pressure gradients in the region of weak 

shear [23]. What is impressive is that the growth rate of infernal mode is shown to be 

an oscillatory function of the toroidal mode number 𝑛, if 𝑛 is treated as a continuous 

parameter [26–31]. In Hastie and Taylor’s study [26], they attribute the oscillations to 

a breakdown of the standard ballooning theory as the shear is reduced 𝑛 (
𝑟𝑑𝑞

𝑑𝑟
)

2

≪ 1. 

But it is not applicable for further reduced magnetic shear (zero shear) [27]. The 

oscillation in growth spectrum of KIM is not understood very well and the beta 

threshold is not sufficiently investigated.  

For example, in recent HL-2A experiment [32], an ion-ITB is formed after NBI 

but disappears shortly after ECRH is applied in almost flat 𝑞-profile region. The present 

thesis aims at investigating the behavior of the dominant micro-instabilities in presence 

of the auxiliary heating and/or flat q-profile.  

1.5.2 Organization of the chapters 

For this purpose, several steps could be necessary, starting with the plasma 

heating in tokamak which has been introduced in Sec. 1.4. The general outline of the 

study and its chapters is given below. 

In chapter 2, we introduce the gyro-kinetic theory briefly. The main points are the 

gyro-center coordinate system and the so-called gyro-averaging procedure in such 

coordinate system utilizing the very separation of time and space scales of charged 

particle motion. We then present how this approach can be used to derive the 

fundamental equation system used in a global gyrokinetic code Gyro-kinetic based 

Numerical Experiment of Tokamaks (GKNET), which consists of the gyrokinetic 

Vlasov equation and the associated field equations: the quasi-neutrality condition and 

Ampere’s law. 

In chapter 3, we study linear micro-instabilities using parameters referring to HL-

2A plasma with ion ITB by means of the global toroidal gyrokinetic code GKNET 

including kinetic electron dynamics. It is found that a type of drift mode, which real 
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frequency is low and changes the sign from electron diamagnetic direction to that of 

ion continuously as the poloidal wavenumber increases, dominates plasmas with 

peaked density profile while with relatively flat ion/electron temperature profiles. The 

instability is found to be sensitive to the perpendicular ion/electron temperature 𝑇𝑖,𝑒⊥
. 

It’s excited by the increasing 𝑇𝑒⊥
 and suppressed by the increasing 𝑇𝑖⊥  which is 

consistent with the observation of ion-ITB collapse after the ECRH which is more 

powerful than the NBI being kept during the whole process in the HL-2A experiment. 

Further, like the ion temperature gradient mode, this kind of low frequency instability 

presents a potential changing into the kinetic ballooning mode with electromagnetic 

perturbation being taken into account.  

In chapter 4, linear micro-instability and non-linear evolution in high-β plasmas 

with a nearly flat safety factor profile 𝑞(𝑟)~𝑞𝑐, (constant) and then zero magnetic shear 

𝑠̂~0 are studied using GKNET, where a pressure driven infernal type mode regulated 

by non-resonant free energy plays a dominant role, while linear dispersion and 

nonlinear turbulent spectrum exhibit complex corrugated structure for consecutive 

toroidal mode number 𝑛. By defining the resonance mismatch ∆𝜇 ≡ 𝑀𝜃 − 𝑛𝑞𝑐  with 

𝑀𝜃 the effective poloidal mode number, we present a new law prescribing the smooth 

dispersion including secondary unstable eigen-modes consisting of plural groups 

labeled by σ𝑖𝑗  with 𝑖 = (1,2 ⋯ Δ𝑛) specifying the primary group while 𝑗 = (1,2 ⋯ ) 

the sub-group, each of which contains a discrete set of mode number with an arithmetic 

progression 𝑛 ≡ {𝑖 + Δ𝑛 ∙ ℓ}. Here, the number of primary groups Δ𝑛 is determined 

from 1 𝛿𝑞𝜇⁄  with 𝛿𝑞𝜇 the non-integer residue for 𝑞𝑐. Such discrete dispersion leads to 

a new class of regrouped turbulent spectrum dominated by directional energy flows 

among different primary groups toward the lowest mode number 𝑛 = Δ𝑛 in primary 

group σ𝑖=Δ𝑛,𝑗=1  also the zonal mode σ𝑖=Δ𝑛,𝑗=0 , which exhibits quasi-coherent 

homogenized structures leading to larger fluxes. 
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2 Physical model of GKNET 

As we mentioned previously, the magnetic confinement fusion plasma can be 

described by the kinetic equation like Eqs. (1-12) and/or (1-13). However, the 

numerical calculation of kinetic equation in the full-orbit costs most of the simulation 

time to solve the evolution of a six-dimensional distribution function. Fortunately, the 

dynamics of a charged particle in a strong magnetic field shows up a separation of 

spatio-temporal scales. The strong magnetic field means that the ion Larmor radius 𝜌𝑖𝑇 

is much smaller than the macroscopic length scale 𝐿 of the equilibrium plasma and that 

the frequency being interested in 𝜔 is small compared to the ion cyclotron frequency 

Ω𝑖. 

 {
𝜌𝑖𝑇 =

𝑣𝑖𝑇

Ω𝑖
≪ 𝐿

𝜔 ≪ Ω𝑖

 (2-1) 

which allows us to average all quantities over the Larmor orbits of charged particles. 

The full-orbit kinetic model is simplified due to the distribution function on gyrocenter 

coordinate is considered to be gyrocenter symmetric. Alternatively, the distribution 

function in gyro-center coordinate is independent on the gyro-phase. Thus, the 

dimension of the phase space in Vlasov equation is reduced from six to five through a 

transform from the particle coordinate to the gyrocenter coordinate. This coordinate 

transform is determined by the fact that the magnetic moment is an adiabatic quantity 

in terms of low frequency perturbations as presented in Eq. (2-4). The Lie transform 

perturbative method is widely applied to obtaining the coordinate transform [33–35]. 

The principle of the Lie transform is to derive a new Lagrangian 1-form independent of 

the gyrophase by introducing appropriate generators into the formal formula of the new 

Lagrangian 1-form, which is the solution of the covariant transform formula of the 

differential 1-form. These generators in turn determine the coordinate transform.  

To derive the gyrokinetic equations, we order the time and length scales in the 

problem to separate fluctuating and equilibrium quantities. The remainder of this 

section defines this formal ordering and describes some simple consequences that 

follow from it. Two length scales are characteristic of gyrokinetics: the small length 

scale, which is the ion Larmor radius 𝜌𝑖𝑇
 , and the larger length scale 𝐿. Their ratio 
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defines the fundamental expansion parameter 𝜖 used in the formal ordering: 

 𝜌𝑖𝑇

∇𝐵

𝐵
=

𝜌𝑖𝑇

𝐿𝐵
~

𝜌𝑖𝑇

𝑎0
~𝜖 (2-2) 

Accordingly, two relevant timescales, or frequencies, of interest including the fast 

timescale is given by the ion cyclotron frequency Ω𝑖 and the intermediate time scale 

corresponds to the frequency of the turbulent fluctuation. They satisfy the following 

relationship  

 
𝜕 𝜕𝑡⁄

Ω𝑖
~𝜖 (2-3) 

In practice, the exact value of those 𝜖 varies depending on species and between places 

within the plasma but the ordering is always acceptable. Simple calculations using 

standard tokamak parameters yields 𝜖~10−3. 

2.1 Hamiltonian of a single charged particle in electromagnetic field 

Based on the Hamiltonian mechanics, the movement of a charged particle is 

described by its Lagrangian 

 ℒ =
1

2
𝑚𝑠|𝑥̇|2 + 𝑒𝑠𝑨 ∙ 𝒙̇ − 𝑒𝜙, (2-4) 

Where 𝜙  is the electrostatic potential and 𝑨  is the magnetic vector potential. 

Introducing the canonical conjugate momentum 

 𝒑 =
𝜕ℒ

𝜕𝒙̇
= 𝑚𝑠𝒙̇ + 𝑒𝑠𝑨, (2-5) 

The Hamiltonian of the charged particle is written as: 

 ℋ = 𝒑 ⋅ 𝒙̇ − ℒ =
1

2
𝑚𝑠𝑣

2 + 𝑒𝑠𝜙. (2-6) 

Then the concise equations of motions are expressed as a set of first-order differential 

equations  

 {
𝒙̇ =

𝜕ℋ

𝜕𝒑

𝒑̇ =
𝜕ℋ

𝜕𝒙

. (2-7) 

Although, at first glance, the equations are not easy to solve. They come from the more 

extensive theoretical framework which is a key accessing to advanced theoretical 

results and deeper properties of physical systems. 
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One-form representation of Hamiltonian 

Here, the system’s coordinates are gathered in a single variable with a superscript 

𝜉 = (𝜉𝑡, 𝜉𝒙, 𝜉𝒗) = (𝑡, 𝒙, 𝒗) . For reducing the description of the advanced 

transformations on this system’s coordinates, a one-form,  

 𝜓 = 𝒑 ∙ 𝑑𝒙 − ℋ𝑑𝑡 = ⌈𝑚𝑠𝒗 + 𝑒𝑠𝑨(𝒙)⌉ ∙ 𝑑𝒙 − (
1

2
𝑚𝑠𝑣

2 + 𝑒𝑠𝜙) 𝑑𝑡, (2-8) 

is applied and each component can alternatively be denoted as 

 {
𝜓𝑹 = 𝑚𝑠𝒗 + 𝑒𝑠𝑨(𝒙)
𝜓𝒗 = 0
𝜓𝑡 = −ℋ

. (2-9) 

Through this formalism the equations for particle motion are represented by means of 

the Euler-Lagrange: 

 (
𝜕𝜓𝒊

𝜕𝜉𝑗 −
𝜕𝜓𝒋

𝜕𝜉𝑖 )
𝜕𝜉𝑖

𝜕𝑡
= 0, (2-10) 

where Einstein notations is used (implicit summations on ν), as well as the case in 

following. In one-form notation, the product 𝜓𝒊𝑑𝜉𝑖  should be conserved in all 

coordinates systems and the one-form 𝛹 associated with a different set of coordinates 

ℤ verifies. The one-form being transformed, due to the change of coordinates, can be 

expressed as: 

 𝛹𝑖 = 𝜓𝒋
𝑑𝑑𝜉𝑗

𝑑ℤ𝑖 ⟺ 𝜓𝒊𝑑𝜉𝑖 = 𝛹𝑖𝑑ℤ𝑖. (2-11) 

In the next step, we will determine the one-form for the guiding-center 

coordinates which will neglect the short time scale of the gyromotion. But the small-

scale perturbation will then be re-introduced in order to revert to the dynamics of the 

particle in gyro- center coordinates. 

2.2 Gyro-averaged dynamics of the guiding-center 

Let us introduce the guiding-center phase space with the following coordinate 

transformation: 

 {

𝒙 = 𝑹 + 𝝆(𝒙)

𝒗 = 𝑣∥𝒃(𝒙) + 𝑣⊥𝒆⊥ 

𝜇 =
𝑚𝑠𝑣⊥

2

2𝐵(𝑥)

, (2-12) 



 29 
 

where 𝝆 = 𝜌𝒆𝛼 and 𝒆𝛼 is the unit vector that points from the gyro-center to the particle. 

The unit vector along the direction of the gyromotion is 𝒆⊥ =
𝒗⊥

𝑣⊥
. It is important to 

highlight that 𝜌 (and subsequently the magnetic field 𝐵 contained in it) is evaluated at 

the guiding-center 𝑹 while the vector b which guides 𝑣∥ is evaluated at 𝒙.  

 

Fig. 2-1 Decomposition of this gyromotion as a parallel translation along the magnetic field 
line with a speed 𝑣∥ and a gyration in the perpendicular plane at speed 𝑣⊥ 

 

It is should be noted that the direct transformation is depends on the magnetic 

field at the particle’s position. However, the particle position cannot be explicitly 

expressed due to the dependence of the Larmor-radius on 𝒙 . The coordinates are 

therefore Taylor- expanded around the guiding-center location 𝑹 

 𝜌(𝒙) = 𝜌(𝑹) + (
𝜕𝜌(𝒙)

𝜕𝒙
)

𝒙
𝜌(𝒙)𝒆𝛼(𝛼) +  𝒪((𝜌(𝒙)𝒆𝛼(𝛼))2). (2-13) 

So that it is thus sufficient to keep only 𝜌(𝒙) ≈ 𝜌(𝑹) 

 𝒙 ≈ 𝑹 + 𝝆(𝑹). (2-14) 

The particle velocity consists of the velocity along the magnetic field, the gyration 

velocity and the drift velocities. Recalling the Taylor expansion around 𝑹  

 𝒗(𝑹, 𝑣∥, 𝜇, 𝛼) ≈ 𝑣∥ [𝒃(𝑹) +
𝜕𝒃(𝑹)

𝜕𝑹
∙ 𝒆𝛼(𝛼)𝜌(𝑹, 𝝁)] + 𝜌(𝑹, 𝝁)𝒆̇𝛼(𝛼). (2-15) 

Since there is no transformation on time, we can directly use the expression formula 

before the transformation.  

 𝛹𝑡 = 𝜓𝒕 = −
1

2
𝑚𝑠𝑣∥

2 − 𝜇𝐵 − 𝑒𝑠𝜙. (2-16) 

The 𝑹 component is expanded into Taylor-series around 𝑹, while keep the term 

up to first order in 𝜌 

𝒆⫽ = 𝒃 𝐵ത0 

𝒆2 
 

𝒆1 

𝑣റ 

𝜌𝒆𝛼 

𝒗⊥ 

𝛼 
𝒙 

𝑹 
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𝛹𝑹 = 𝑚𝑠𝑣∥ [𝑏𝑖(𝑹) +

𝜕𝒃𝒊(𝑹)

𝜕𝑹𝒋 𝑒𝛼
𝑗(𝛼)𝜌(𝑹, 𝜇)] + 𝑚𝑠𝜌(𝑹, 𝝁)𝑒̇𝛼𝑖

(𝛼)

+𝑒𝑠 [𝐴𝑖(𝑹) +
𝜕𝑨𝒊(𝑹)

𝜕𝑹𝒋 𝑒𝛼
𝒋 (𝛼)𝜌(𝑹, 𝝁)] + 𝑒𝑠𝐴𝑘(𝑹)

𝑑𝝆(𝑹)

𝜕𝑹𝒊 𝑒𝛼
𝑘(𝛼)

. (2-17) 

The gyro-averaging on 𝛹𝑹  or any other component 𝛹𝑖  is represented by a simple 

integration over the gyro-angle 𝛼,  

 〈 〉 =
1

2𝜋
∫ 𝑑𝛼

2𝜋

0
. (2-18) 

The gyro-averaged 𝑹 component is  

 〈𝛹𝑹〉 = 𝑚𝑠𝑣∥𝒃(𝑹) + 𝑒𝑠𝑨(𝑹). (2-19) 

The other components are dealt with in a similar way. According to Eq. (2-11), 

the 𝑣∥-component is  

 𝛹𝑣∥
= 𝜓𝒋

𝑑𝜉𝑗

𝑑𝑣∥
= 𝜓𝒙𝒋

𝑑𝑥𝑗

𝑑𝑣∥⏟
0

+ 𝜓𝒗𝒋⏟
0

𝑑𝑣𝑗

𝑑𝑣∥
= 0, (2-20) 

which indicates this component remains zero in the guiding-center approximation. 

The 𝜇-component takes the form  

𝛹𝜇 = [𝑚𝑠𝒗 + 𝑒𝑠𝑨(𝒙)] ∙
𝜕𝝆

𝜕𝜇
𝒆𝛼 = 𝑒𝑠 [𝑨𝒊(𝑹) +

𝜕𝑨𝒊(𝑹)

𝜕𝑹𝒋 𝑒𝛼
𝑗(𝛼)𝜌(𝑹, 𝝁)]

𝜕𝝆(𝑅,𝝁)

𝜕𝜇
𝑒𝛼

𝑖 . (2-21) 

Since 
𝜕𝝆

𝜕𝜇
~

𝝆

2𝜇
, the term 𝜌

𝜕𝝆

𝜕𝜇
 containing leads to second order terms which can be 

dropped. gyro-averaging gives  

 〈𝛹𝜇〉 = 0. (2-22) 

The 𝒆̇𝛼(𝛼) =
𝜕𝒆𝛼(𝛼)

𝜕𝛼
𝛼̇  where 𝛼̇  is the cyclotron (gyro) frequency 𝛺𝑠 =

𝑒𝐵

𝑚𝑠
. Then 

gyration velocity will be represented as 
𝑒𝑠

|𝑒𝑠|
𝑣⊥ = 𝜌(𝑹)𝛼̇. The 𝛼-component after gyro-

average is  

 〈𝛹𝛼〉 =
2𝜇𝐵

𝛺𝑠
. (2-23) 

Gathering the previous component presented by Eqs. (2-16), (2-19), (2-20), (2-22) and 

(2-23), we get the fundamental one-form in guiding-center coordinates 
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〈𝛹〉 = [𝑚𝑠𝑣∥𝒃(𝑹) + 𝑒𝑠𝑨(𝑹)] ∙ 𝑑𝑹 +

2𝜇𝐵

𝛺𝑠
𝑑𝛼

− [
1

2
𝑚𝑠𝑣∥

2 + 𝜇𝐵(𝑹) + 𝑒𝑠𝜙(𝑹)] 𝑑𝑡
. (2-24) 

The equations of particle motion would be derived from Eq. (2-24) combining with the 

Euler-Lagrange equation Eq. (2-10). The results are the well-known drifts of the guiding 

center which completely ignores the gyromotion. A one-form which we want should 

take into account of it in the form of perturbation. 

2.2.1 Gyro-center coordinates 

In this section the fluctuations at the scale of the gyro-radius are added to the guiding-

center Lagrangian, without the gyro-phase dependence of the perturbations up to first 

order in 𝜀.  

Perturbed guiding-center one-form 

In order to distinguish the fluctuations from the ones calculated above as Eq. (2-24), let 

us introduce small scale perturbations of the electromagnetic fields in the form  

 {
𝑨 = 𝑨0 + 𝑨1

𝜙 = 𝜙0 + 𝜙1
. (2-25) 

Following the gyro-kinetic ordering, the perturbations are first order: 
𝐴1

𝐴0
~

𝜙1

𝜙0
~𝜀. Then, 

the initial one-form in particle coordinates in Eq. (2-8) is split into 𝜓 = 𝜓0 + 𝜓1. 

 {
𝜓0 = ⌈𝑚𝑠𝒗 + 𝑒𝑠𝑨𝟎(𝒙)⌉ ∙ 𝑑𝒙 − (

1

2
𝑚𝑠𝑣

2 + 𝑒𝑠𝜙0(𝒙)) 𝑑𝑡

𝜓1 = 𝑒𝑠𝑨𝟏(𝒙) ∙ 𝑑𝒙 − 𝑒𝑠𝜙1(𝒙)𝑑𝑡
. (2-26) 

Note that there is no equilibrium electric field in a stationary plasma. The total 

Lagrangian will be transformed first to the guiding-center and then to gyro-center phase 

space. The transformation of the equilibrium part 𝜓0 is exactly as same as previously 

we got in Eq. (2-24). The transformation of the perturbed part goes through the same 

procedure. but because fluctuating quantities vary on a small length scale, Taylor 

expansion around the guiding-center is not applicable. The fluctuating quantities should 

be estimated at particle position, so that they are function of the gyro-angle 𝛼 in guiding-

center coordinates. This issue leads to requirement for the Lie transform [36] 

perturbation theory and tedious derivation can be found in the original work [37–39] . 

Here we quote their results directly.  
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The perturbed part of the one-form in the guiding-center phase space can be written as 

𝛹1 = 𝑒𝑠𝑨𝟏(𝒙) ∙ 𝑑𝑹 +
𝑒𝑠

|𝑒𝑠|

𝑨𝟏(𝒙)∙𝒆𝛼

𝒗⊥
𝑑𝜇 +

𝑒𝑠

|𝑒𝑠|

2𝜇

𝒗⊥
𝑨𝟏(𝒙) ∙

𝑑𝒆𝛼

𝑑𝛼
𝑑𝜇 − 𝑒𝑠𝜙1(𝒙)𝑑𝑡. (2-27) 

The sum of Eqs. (2-24) and (2-27) is the complete guiding-center Lagrangian including 

perturbed part. 

Gyro-center transformation 

Since the perturbations are first order in 𝜀, the complete one-form might be transformed 

into the gyro-center phase space for removeing the gyro-angle dependence from the 

fluctuations from the Lagrangian. Due to the transformation is an inverse pull-back 

operator, in other words, the new Lagrangian in the gyro-center phase space is expressed 

in guiding-center coordinates. The gyro-center Lagrangian is distinguished from its 

guiding-center counterpart with an overbar 𝛹̆ . As a result, the total gyro-center 

Lagrangian becomes is  

 

{
 
 

 
 𝛹̆0 = [𝑚𝑠𝑣∥𝒃0(𝑹) + 𝑒𝑠𝑨0(𝑹)] ∙ 𝑑𝑹 +

2𝜇𝐵

𝛺𝑠
𝑑𝛼

− [
1

2
𝑚𝑠𝑣∥

2 + 𝜇𝐵0(𝑹) + 𝑒𝑠𝜙1(𝑹)] 𝑑𝑡

𝛹̆1 = 𝑒𝑠〈𝑨1(𝒙)〉 ∙ 𝑑𝑹

−[𝑒𝑠〈𝜙1(𝒙)〉 − 𝑒𝑠〈𝑨1(𝒙) ∙ 𝒗⊥(𝑹, 𝜇, 𝛼)〉]𝑑𝑡

. (2-28) 

The oscillating quantities have been removed from the gyro-center Lagrangian and 

added to the gauge function. The components of the gyro-center Lagrangian 

becomes independent of the gyro-phase. 

2.3 The gyrokinetic Vlasov equation in GKNET 

An important property of Hamiltonian systems is the conservation of phase space 

measure. Another way stating this property is Liouville’s theorem, which states the 

conservation the distribution function 𝑓𝑠  (any function of it) along nonlinear 

characteristics. It well known that the time evolution of the distribution function in the 

phase space is described by the Vlasov equation which does not take into account of 

collisions in particle phase space. 

𝜕𝑓𝑠

𝜕𝑡
+ 𝑹̇

𝜕𝑓𝑠

𝜕𝑹
+ 𝑣∥̇

𝜕𝑓𝑠

𝜕𝑣∥
= 0                                             (2.29) 

 
𝜕𝑓𝑠

𝜕𝑡
+ 𝑹̇

𝜕𝑓𝑠

𝜕𝑹
+ 𝑣∥̇

𝜕𝑓𝑠

𝜕𝑣∥
= 0, (2-29) 
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where the gyro-angel is an ignorable coordinate, and the total time derivative of the 

gyro-center magnetic moment is zero 𝜇̇ = −
𝛺𝑠

𝐵

𝜕ℋ

𝜕𝛼
= 0. 

Solving the Euler-Lagrange equation Eq. (2-10) applied to the guiding-center phase-

space Lagrangian Eq. (2-28), the guiding-center Poisson bracket is constructed is 

expressed in terms of two arbitrary functions 𝐹 and 𝐺 of (𝑹, 𝑣∥, 𝜇, 𝛼) as  [39] 

{𝐹, 𝐺} ≡
𝑒𝑠

𝑚𝑠
(

𝜕𝐹

𝜕𝛼

𝜕𝐺

𝜕𝜇
−

𝜕𝐹

𝜕𝜇

𝜕𝐺

𝜕𝛼
) +

𝑩∗

𝑚𝑠𝐵∥
∗ (∇𝐹

𝜕𝐺

𝜕𝑣∥
−

𝜕𝐹

𝜕𝑣∥
∇𝐺) −

1

𝑒𝑠𝐵∥
∗ 𝒃 ∙ ∇𝐹 × ∇𝐺, (2-30) 

where the generalized magnetic field is  

 𝑩∗ = 𝑩𝒆𝒒 +
𝑣∥𝛻×𝒃

𝛺𝑠
𝑩𝒆𝒒 + 𝑩𝟏, (2-31) 

 𝑩𝟏 = 𝛻 × 𝑨𝟏, (2-32) 

 𝑩∥
∗ = 𝒃 ∙ 𝑩∗. (2-33) 

The Vlasov equation will be rewritten in form of Poisson bracket as 

 
𝜕𝑓𝑠

𝜕𝑡
+ {𝑹, ℋ}

𝜕𝑓𝑠

𝜕𝑹
+ {𝑣∥, ℋ}

𝜕𝑓𝑠

𝜕𝑣∥
= 0. (2-34) 

2.3.1 Electrostatic model 

The Poisson-bracket structure is independent of the electromagnetic field while 

the Hamiltonian depends explicitly on the electromagnetic potentials (𝜙, 𝑨). However, 

in the noncanonical formalism, the Hamiltonian only retains its dependence on the 

electrostatic potential and derivatives of the magnetic potential 𝑨 = 𝑨𝟎 + 𝑨𝟏 appear in 

the Poisson-bracket structure. The calculations of general electromagnetic perturbation 

are so complicated that, here, we will just show the derivation only considering a simple 

electrostatic perturbation (𝑨1 = 0, 𝑨 = 𝑨𝟎) which is also able to briefly demonstrate 

the procedure.  

 𝑹̇ = {𝑹, ℋ} =
𝑩∗

𝑚𝑠𝐵∥
∗ ∇𝑅

𝜕ℋ

𝜕𝑣∥
−

1

𝑒𝑠𝐵∥
∗ 𝒃 ∙ ∇𝑅 × ∇ℋ (2-35) 

 𝒗∥̇ = {𝑣∥, ℋ} = −
𝑩∗

𝑚𝑠𝐵∥
∗ ∙ ∇ℋ (2-36) 

In a toroidal system of tokamak as shown in Fig. the coordinates 𝑹 = (𝑅1, 𝑅2, 𝑅3) 

becomes. The (𝑟, 𝜃, 𝜑) is the toroidal coordinates.  
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 {

𝑅1 = 𝑅 = 𝑅0 + 𝑟 cos 𝜃
𝑅2 = 𝑟 sin 𝜃

𝑅3 = 𝑅𝜑 = (𝑅0 + 𝑟 cos 𝜃)𝜑
 (2-37) 

 

Fig. 2-2 The toroidal coordinate system in tokamak. 

 

The Vlasov equation in form of toroidal coordinates is  

 

𝜕𝑓𝑠

𝜕𝑡
+

𝑑𝑟

𝑑𝑡

𝜕𝑓𝑠

𝜕𝑟
+

𝑑𝜃

𝑑𝑡

𝜕𝑓𝑠

𝜕𝜃
+

𝑑𝜑

𝑑𝑡

𝜕𝑓𝑠

𝜕𝜑
+

𝑑𝑣∥

𝑑𝑡

𝜕𝑓𝑠

𝜕𝑣∥
=

𝜕𝑓𝑠

𝜕𝑡
+ {𝑟, ℋ}

𝜕𝑓𝑠

𝜕𝑟
+ {𝜃, ℋ}

𝜕𝑓𝑠

𝜕𝜃
+ {𝜑, ℋ}

𝜕𝑓𝑠

𝜕𝜑
+ {𝑣∥, ℋ}

𝜕𝑓𝑠

𝜕𝑣∥
= 0

. (2-38) 

The rotation and gradient operators in toroidal coordinates are represented as 

 {
∇= 𝒆𝒓

𝜕

𝜕𝑟
+ 𝒆𝜽

𝜕

𝑟𝜕𝜃
+ 𝒆𝝋

𝜕

𝑅𝜕𝜑

∇ × 𝑨 =
𝒆𝒓

𝑟𝑅
[
𝜕(𝑅𝐴𝜑)

𝜕𝜃
−

𝜕(𝑟𝐴𝜃)

𝜕𝜑
] +

𝒆𝜽

𝑅
[
𝜕𝐴𝑟

𝜕𝜑
−

𝜕(𝑅𝐴𝜑)

𝜕𝑟
] +

𝒆𝝋

𝑟
[
𝜕(𝑟𝐴𝜃)

𝜕𝑟
−

𝜕𝐴𝑟

𝜕𝜃
]
. (2-39) 

Then the equilibrium magnetic field is  

 

{
 
 

 
 𝑩𝒆𝒒 =

𝑅0

𝑅
𝐵0 (0,

𝑟

𝑞𝑅0
, 1)

𝐵𝑒𝑞 =
𝑅0

𝑅
𝐵0

𝒃 =
𝑩𝒆𝒒

𝐵𝑒𝑞
= (0,

𝑟

𝑞𝑅0
, 1)

. (2-40) 

The gradient of equilibrium magnetic field  

 𝜵𝐵 =

(

 

𝜕𝐵𝑒𝑞

𝜕𝑟
1

𝑟

𝜕𝐵𝑒𝑞

𝜕𝜃

1

𝑅0+𝑟 cos𝜃

𝜕𝐵𝑒𝑞

𝜕𝜑 )

 = −
𝐵𝑒𝑞 

𝑅
(

cos𝜃
− sin 𝜃

0
), (2-41) 

and curl of unit vector 𝒃 is 

  
O 

𝜃 
x 

𝑅0 

y 

O 

𝜑 
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 𝜵 × 𝒃 = (

−
sin 𝜃

𝑅

−
cos 𝜃

𝑅

2−𝑠̂

𝑞𝑅0

), (2-42) 

where 𝑠̂ is the magnetic shear  

 𝑠̂ =
𝑟

𝑞

𝑑𝑞

𝑑𝑟
. (2-43) 

The corresponding generalized magnetic field in Eqs. (2-31) and (2-33) are rewritten as  

{
𝑩∗ = 𝑩𝑒𝑞 +

𝑣∥𝛻×𝒃

𝛺𝑠
𝐵𝑒𝑞 = 𝐵𝑒𝑞 (−

𝑣∥

𝛺𝑠

sin 𝜃

𝑅
,

𝑟

𝑞𝑅0
−

𝑣∥

𝛺𝑠

cos 𝜃

𝑅
, 1 +

𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0
)

𝐵∥
∗ = 𝐵𝑒𝑞 [(

𝑟

𝑞𝑅0
)

2

−
𝑟

𝑞𝑅0

𝑣∥

𝛺𝑠

cos 𝜃

𝑅
+

𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0
+ 1] ≈ 𝐵𝑒𝑞 + 𝐵𝑒𝑞

𝑣∥

𝛺𝑠

𝑅0−(1−𝑠̂)𝑅

𝑞𝑅𝑅0

. (2-44) 

Thus, the total time derivative of toroidal coordinates is calculated as follow: 

 

𝑟̇ = {𝑟, ℋ} =
𝐵𝑒𝑞

𝑚𝑠𝐵∥
∗

(

 
 

−
𝑣∥

𝛺𝑠

sin 𝜃

𝑅

𝑟

𝑞𝑅0
−

𝑣∥

𝛺𝑠

cos 𝜃

𝑅

1 +
𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0 )

 
 

∙ (
1
0
0
) 𝑚𝑠𝑣∥

+
𝜇𝐵𝑒𝑞

𝑒𝑠𝐵∥
∗𝑅

|
0

𝑟

𝑞𝑅0
1

1 0 0
cos 𝜃 − sin 𝜃 0

| −
1

𝐵∥
∗  |

0
𝑟

𝑞𝑅0
1

1 0 0
𝜕〈𝜙〉

𝜕𝑟

𝜕〈𝜙〉

𝑟𝜕𝜃

𝜕〈𝜙〉

𝑅𝜕𝜑

|

= −
1

𝐵∥
∗

∂〈𝜙〉

𝑟𝜕𝜃
+

𝑟

𝐵∥
∗𝑞𝑅𝑅0

∂〈𝜙〉

𝜕𝜑
−

𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅Ω𝑠
sin 𝜃

; (2-45) 

 

𝜃̇ = {𝜃, ℋ} =
𝐵𝑒𝑞

𝑚𝑠𝐵∥
∗

(

 
 

−
𝑣∥

𝛺𝑠

sin 𝜃

𝑅

𝑟

𝑞𝑅0
−

𝑣∥

𝛺𝑠

cos 𝜃

𝑅

1 +
𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0 )

 
 

∙ (

0
1

𝑟

0

) 𝑚𝑠𝑣∥

+
𝜇𝐵𝑒𝑞

𝑒𝑠𝐵∥
∗𝑅

|

0
𝑟

𝑞𝑅0
1

0
1

𝑟
0

cos 𝜃 − sin 𝜃 0

| −
1

𝐵∥
∗  |

|

0
𝑟

𝑞𝑅0
1

0
1

𝑟
0

𝜕〈𝜙〉

𝜕𝑟

𝜕〈𝜙〉

𝑟𝜕𝜃

𝜕〈𝜙〉

𝑅𝜕𝜑

|
|

=
1

𝐵∥
∗

𝜕〈𝜙〉

𝑟𝜕𝑟
+

𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑞𝑅0

−
𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅𝑟Ω𝑠
cos 𝜃

; (2-46) 
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𝜑̇ = {𝜑, ℋ} =
𝐵𝑒𝑞

𝑚𝑠𝐵∥
∗

(

 
 

−
𝑣∥

𝛺𝑠

sin 𝜃

𝑅

𝑟

𝑞𝑅0
−

𝑣∥

𝛺𝑠

cos𝜃

𝑅

1 +
𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0 )

 
 

∙ (

0
0
1

𝑅

) 𝑚𝑠𝑣∥

+
𝜇𝐵𝑒𝑞

𝑒𝑠𝐵∥
∗𝑅

|

0
𝑟

𝑞𝑅0
1

0 0
1

𝑅

cos 𝜃 − sin 𝜃 0

| −
𝑐

𝐵∥
∗  |

|

0
𝑟

𝑞𝑅0
1

0 0
1

𝑅
𝜕〈𝜙〉

𝜕𝑟

𝜕〈𝜙〉

𝑟𝜕𝜃

𝜕〈𝜙〉

𝑅𝜕𝜑

|
|

=
𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑅

(1 +
𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0
) −

𝑟

𝐵∥
∗𝑞𝑅𝑅0

∂〈𝜙〉

𝜕𝑟
+

𝑣⊥
2

2
𝐵𝑒𝑞𝑟

𝛺𝑠𝐵∥
∗𝑞𝑅𝑅0

cos 𝜃

𝑅

; (2-47) 

The total time derivative of velocity is  

 

𝒗∥̇ = {𝑣∥, ℋ} =
𝐵𝑒𝑞

𝑚𝑠𝐵∥
∗

(

 
 

−
𝑣∥

𝛺𝑠

sin 𝜃

𝑅

𝑟

𝑞𝑅0
−

𝑣∥

𝛺𝑠

cos 𝜃

𝑅

1 +
𝑣∥

𝛺𝑠

2−𝑠̂

𝑞𝑅0 )

 
 

∙

[
 
 
 
 

−
𝜇𝐵𝑒𝑞

𝑅
(

cos 𝜃
−sin 𝜃

0
) + 𝑞𝑠

(

 
 

𝜕〈𝜙〉

𝜕𝑟
𝜕〈𝜙〉

𝑟𝜕𝜃
𝜕〈𝜙〉

𝑅𝜕𝜑)

 
 

]
 
 
 
 

=
𝑣∥

𝐵∥
∗

sin 𝜃

𝑅

𝜕〈𝜙〉

𝜕𝑟
+

1

𝐵∥
∗ (

𝑣∥ cos 𝜃

𝑅
−

𝛺𝑠𝑟

𝑞𝑅0
)

𝜕〈𝜙〉

𝑟𝜕𝜃

= −
1 

𝐵∥
∗ (𝛺𝑠 + 𝑣∥

2−𝑠̂

𝑞𝑅0
)

𝜕〈𝜙〉

𝑅𝜕𝜑
−

𝑣⊥
2

2
𝐵𝑒𝑞𝑟 sin 𝜃

𝐵∥
∗𝑞𝑅𝑅0

. (2-48) 

In the linear model, drop the higher order terms in 𝜀 and retain the zeroth order and first 

order terms in 𝜀, then the Eqs. (2-45), (2-46) and (2-47) are reduced to  

 

{
  
 

  
 𝑟̇ ≈ −

𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅Ω𝑠
sin 𝜃 −

1

𝐵∥
∗

∂〈𝜙〉

𝑟𝜕𝜃

𝜃̇ ≈ −
𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅𝑟Ω𝑠
cos 𝜃 +

1

𝐵∥
∗

∂〈𝜙〉

𝜕𝑟
+

𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑞𝑅0

𝜑̇ ≈
𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑅

. (2-49) 

In order to clarify the physical meaning of each term of velocity. They are gathered and 

reorganized as  
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𝒗 = 𝑟̇𝒆𝑟 + 𝜃̇𝑟𝒆𝜃 + 𝜑̇𝑅𝒆𝜑 = (−
𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅Ω𝑠
sin 𝜃 𝒆𝑟 −

𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅Ω𝑠
cos 𝜃 𝒆𝜃)

⏟                          
magentic curvature and 

gradient drift 𝑣c+∇𝐵

+ (
1

𝐵∥
∗

𝜕〈𝜙〉

𝜕𝑟
𝒆𝜃 −

1

𝐵∥
∗

∂〈𝜙〉

𝑟𝜕𝜃
𝒆𝑟)

⏟              
electric drfit 𝑣𝐸×𝐵

+ (
𝐵𝑒𝑞𝑟𝑣∥

𝐵∥
∗𝑞𝑅0

𝒆𝜃 +
𝐵𝑒𝑞𝑣∥

𝐵∥
∗ 𝒆𝜑)

⏟              
streaming in poloidal 
and toroidal direction

. (2-50) 

The subsequent terms in the three lines in right side of Eq. (2-50) streaming along the 

curvature drift 𝒗𝑐 and grad-B drifts 𝒗∇B from the inhomogeneous equilibrium magnetic 

field, electric drift 𝒗𝐸×𝐵  due to the perturbed electrostatic field 𝑬1 = −∇𝜙  and 

equilibrium magnetic field 𝑩𝑒𝑞 , the streaming in poloidal and toroidal direction, 

respectively. 

Furthermore, the total velocity can be split into equilibrium velocity and a small 

perturbated part as 

 𝒗 = 𝒗0 + 𝒗1, (2-51) 

 {
𝒗0 = 𝒗c+∇𝐵 +

𝐵𝑒𝑞𝑟𝑣∥

𝐵∥
∗𝑞𝑅0

𝒆𝜃 +
𝐵𝑒𝑞𝑣∥

𝐵∥
∗ 𝒆𝜑

𝒗1 = 𝒗𝐸×𝐵

. (2-52) 

The zeroth order velocity consists of the magnetic drift (curvature drift 𝒗𝑐 and grad-B 

drifts 𝒗∇B) and the streaming along magnetic line. The perturbed electric field provides 

a 1st-order electrostatic drift.  

As well as the acceleration along the equilibrium magnetic field is  

 𝒗∥̇ = 𝒗̇∥,0 + 𝒗̇∥,1, (2-53) 

where  

 

{
 

 𝒗̇∥,0 = −
𝑣⊥
2

2
𝐵𝑒𝑞𝑟 sin 𝜃

𝐵∥
∗𝑞𝑅𝑅0

𝒗̇∥,1 =
𝑣∥

𝐵∥
∗𝑅

(
𝜕〈𝜙〉

𝜕𝑟
sin 𝜃 +

𝜕〈𝜙〉

𝑟𝜕𝜃
cos 𝜃) −

𝛺𝑠

𝐵∥
∗ (

1

𝑞𝑅0

𝜕〈𝜙〉

𝜕𝜃
+

1

𝑅

𝜕〈𝜙〉

𝜕𝜑
)

. (2-54) 

The acceleration comes from the magnetic mirror force of the equlibrium magnetic field 

causing particle trapping in a weak magnetic field region and coulomb force from the 
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perturbed electric field. 

In a similar way, the particle distribution function is divided into the equilibrium 

part 𝐹𝑠and perturbed parts 𝛿𝑓𝑠. 

 𝑓𝑠 = 𝐹𝑠 + 𝛿𝑓𝑠, (2-55) 

where equilibrium distribution function is 

 𝐹𝑠 =
𝑚𝑠

1
2

√2𝜋𝑇𝑠
3
exp (−

𝑚𝑠𝑣∥
2

2𝑇𝑠
−

𝜇𝐵

𝑇𝑠
). (2-56) 

Substituting the equations Eqs. (2-49), (2-54) and (2-55) into Eq. (2-38), we obtain the 

linearized Vlasov equation in electrostatic model: 

 

𝜕𝛿𝑓𝑠

𝜕𝑡
+

𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅Ω𝑠
sin 𝜃

𝜕𝛿𝑓𝑠

𝜕𝒓
+

𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑅

𝜕𝛿𝑓𝑠

𝜕𝜑

− (
𝐵𝑒𝑞

𝐵∥
∗

𝑣∥
2+

𝑣⊥
2

2

𝑅𝑟Ω𝑠
cos 𝜃 −

𝐵𝑒𝑞𝑣∥

𝐵∥
∗𝑞𝑅0

)
𝜕𝛿𝑓𝑠

𝜕𝜃
−

𝑣⊥
2

2
𝐵𝑒𝑞𝑟 sin 𝜃

𝐵∥
∗𝑞𝑅𝑅0

𝜕𝛿𝑓𝑠

𝜕𝑣∥

=
1

𝐵∥
∗

∂〈𝜙〉

𝑟𝜕𝜃

𝜕𝐹𝑠

𝜕𝒓
−

1

𝐵∥
∗

∂〈𝜙〉

𝜕𝑟

𝜕𝐹𝑠

𝜕𝜃

− [
𝑣∥

𝐵∥
∗𝑅

(
𝜕〈𝜙〉

𝜕𝑟
sin 𝜃 +

𝜕〈𝜙〉

𝑟𝜕𝜃
cos 𝜃) +

𝛺𝑠

𝐵∥
∗ (

1

𝑞𝑅0

𝜕〈𝜙〉

𝜕𝜃
+

1

𝑅

𝜕〈𝜙〉

𝜕𝜑
)]

𝜕𝐹𝑠

𝜕𝑣∥

 (2-57) 

 

2.3.2 Electromagnetic model 

Gyrokinetic simulations of electromagnetic turbulence in magnetically confined 

plasmas is important for predicting the performance of fusion reactors but a great 

challenge in computational science due to multiple spatio-temporal scales related to 

electromagnetic ion and electron dynamics. The magnetic perturbation is proved to 

influence some key mechanisms of turbulent transport, including both linear instability 

and zonal flow production. The parallel component of the perturbed magnetic field and 

the finite beta term in the magnetic drift velocity are neglected by assuming that the 

plasma beta is not so high and does not affect the equilibrium. 

The 5D GK Vlasov equation is used to describe the evolution of perturbed gyro-

center distribution function 𝛿𝑓𝑠  [40] as: 
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𝜕𝛿𝑓𝑠

𝜕𝑡
+ 𝑣∥𝒃𝒔

∗ ∙ 𝛁𝛿𝑓𝑠 −
1

𝑚𝑠
𝜇∇∥𝐵

𝜕𝛿𝑓𝑠

𝜕𝑣∥
+ 〈𝑣̃𝐸〉 ∙ 𝛻𝛿𝑓

= −𝒗c+∇𝐵 ∙ 𝛁 (𝛿𝑓𝑠 +
𝑒𝑠

𝑇𝑠∥

〈𝜙〉𝐹𝑠) −
𝒃×𝛁(〈𝜙〉−𝑣∥〈𝐴∥〉)

𝐵
∙ 𝛁𝐹𝑠

−
1

𝑚𝑠
𝑒𝑠〈𝐸∥〉

𝜕𝐹𝑠

𝜕𝑣∥

 (2-58) 

 

Comparing with the electrostatic model, the obvious difference is on the right side of 

the equation. In the second term at right side of Eq. (2-58), except for the velocity of 

the electrostatic drift in the electrostatic model, there is an extra streaming along the 

bent magnetic field line due to perturbed magnetic vector 〈𝐴∥〉. This term represents the 

parallel convection and is important for the Landau damping. The magnetic field line 

bending effect in this term will stabilize the ITG mode at finite beta. Not only that, but 

this additional perturbed magnetic vector also brings a perturbed induced electric field 

−
𝜕〈𝐴∥〉

𝜕𝑡
. Combined with the previous electrostatic field under the electrostatic model, 

the 1st-order acceleration, the third term at right side of Eq. (2-58), in the 

electromagnetic model is contributed together, where  

 〈𝐸∥〉 = −𝒃𝒔
∗ ∙ 𝛁〈𝜙〉 −

𝜕〈𝐴∥〉

𝜕𝑡
. (2-59) 

On the ither hand, nonlinear interactions are preserved which are included in the 

convective derivative term by perturbed 𝐸 × 𝐵  flow 〈𝑣̃𝐸〉 ∙ 𝛻𝛿𝑓  and in the parallel 

component of the spatial gradient with magnetic perturbation  

 𝒃𝒔
∗ ∙ 𝛁𝛿𝑓𝑠 = 𝒃 ∙ 𝛁𝛿𝑓𝑠 + 〈𝒃̃〉𝑠 ∙ 𝛁𝛿𝑓𝑠, (2-60) 

where 

 〈𝒃̃〉𝑠 = −𝒃 × 𝛁〈𝐴∥〉𝑠 (2-61) 

is the perturbed part of magnetic field. And note that the perturbed 𝐸 × 𝐵 drift velocity 

here is as same as it in electrostatic model without contribution from perturbed magnetic 

field 𝐴∥. 

 〈𝑣̃𝐸〉 =
𝒃×𝛁〈𝜙〉

𝐵𝑒𝑞
. (2-62) 

 𝜙 is given by the GK quasi-neutrality condition,  
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{𝑒𝑖[1 − 𝛤0(𝑘⊥

2𝜌𝑖𝑇
2 )] 

𝑇𝑒∥

𝑇𝑖∥

+ 𝑒𝑒[1 − 𝛤0(𝑘⊥
2𝜌𝑒𝑇

2 )]}
𝜙

𝑇𝑒∥

=

∬ [
𝑒𝑖𝛿𝑓𝑖

𝑚𝑖
𝐽0(𝑘⊥𝜌𝑖) +

𝑒𝑒𝛿𝑓𝑒

𝑚𝑒
𝐽0(𝑘⊥𝜌𝑒)] 𝐵∥

∗𝑑𝑣∥𝑑𝜇
. (2-63) 

where 𝑛𝑖 = 𝑛𝑒 ≡ 𝑛0  is assumed. Here 𝜌𝑠𝑇
= 𝑚𝑠𝑣𝑠𝑇

𝑒𝑠𝐵⁄  is the Larmor radius 

evaluated with the thermal velocity 𝑣𝑠𝑇
, so that 𝜌𝑖 and 𝜌𝑒 are the ion and electron gyro-

radius, 𝐽0  the Bessel function of the zeroth order, 𝛤0(𝑘⊥
2𝜌𝑠𝑇

2 ) =

𝐼0(𝑘⊥
2𝜌𝑠𝑇

2 ) exp(−𝑘⊥
2𝜌𝑠𝑇

2 ), 𝐼0 is 0th-order modified Bessel function. The first and second 

terms in the right-hand side are perturbed ion and electron densities, respectively. The 

non-adiabatic electron effect is included in the second term, which is essential to treat 

trapped electron dynamics. The parallel component of vector potential 𝐴∥ is given by 

parallel Ampere’s law, 

 −∇2𝐴∥ = 4𝜋 ∬ 𝑣∥[𝑒𝑖〈𝛿𝑓𝑖〉𝑖 + 𝑒𝑒〈𝛿𝑓𝑒〉𝑒]𝐵∥
∗𝑑𝑣∥𝑑𝜇. (2-64) 

In our numerical simulation code, the time integration is made by the fourth-order 

Runge-Kutta method. The fourth-order finite difference method is used for the 

derivatives with respect to r, θ, and 𝑣∥, and the Fourier expansion is used along the 

toroidal direction 𝑓(𝑟, 𝜃, 𝜑, 𝑣∥, 𝜇, 𝑡) = ∑ 𝑓(𝑟, 𝜃, 𝑣∥, 𝜇, 𝑡)𝑛 exp(−𝑖𝑛𝜑) . The gyro-

average is evaluated by using the Pade approximation 〈𝑓〉𝑠 ≈
𝑓

1+𝑘⊥
2 𝜌𝑖𝑇

2 4⁄
. The FLR 

equation is represented by [1 −
𝜌𝑖𝑇

2

4
(

𝜕2

𝜕𝑟2 −
𝑚2

𝑟2 )] 〈𝑓〉𝑠 = 𝑓, and it is solved by using the 

Fourier expansion along the poloidal direction as well as Poisson equation and 

Ampere’s law where m is the poloidal wavenumber.  

Modify the 𝑭𝟎 and define 𝚲 

On the other hand, the ECRH (NBI) will increase kinetic energy of electron (ion) 

on perpendicular/parallel direction. In addition, the Coulomb collision frequency is 

proportional to 𝑇−3 2⁄ . At the high temperature achieved in thermonuclear fusion 

plasma, collisionless is acceptable widely. Therefore, the particle distribution in 𝑣∥ is 

different from that in 𝑣⊥, but we assume that the particle distribution still subjects to 

thermo-dynamic equilibrium distribution in velocity space. For describing this 

anisotropy, we introduce two temperatures, 𝑇∥ and another is 𝑇⊥, into physical model 

of Gyro-kinetic based Numerical Experiment of Tokamaks (GKNET). For describing 

the anisotropic temperature, the electron/ion temperature in equilibrium distribution 
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functions are modified as: 

 𝐹𝑠 = 𝑛√
𝑚𝑠

3

2𝜋(𝛬𝑠
2𝑇𝑠∥

3 )
exp [− (

𝑚𝑠𝑣∥
2

2
+

𝜇𝐵

𝛬𝑠
)

1

𝑇𝑠∥

], (2-65) 

where 𝛬𝑠 = 𝑇𝑠⊥
𝑇𝑠∥

⁄  is the ratio of perpendicular temperature to parallel temperature 

and 𝑇𝑠∥
 is kept unchanged.  

2.3.3 Normalization 

In order to facilitate numerical calculations, each variable must be normalized by 

using the corresponding reference quantities. A reference mass 𝑚𝑠 , density 𝑛0 , 

electron/ion temperature 𝑇𝑖0 = 𝑇𝑒0
= 𝑇0 , and magnetic field 𝐵0  is chosen artificially. 

Then we can define the reference thermal velocity and reference thermal Larmor radius 

 {
𝑣𝑠𝑇0

= √
2𝑇𝑠0

𝑚𝑠

𝜌𝑠𝑇0
=

√2𝑚𝑠𝑇𝑠0

𝐵0𝑒𝑠

. (2-66) 

𝑣𝑠𝑇0
= 𝜌𝑠𝑇0

𝜔𝑠𝑐0
, where 𝜔𝑠𝑐0

=
𝑒𝑠𝐵0

𝑚𝑠
 is the reference cyclotron (gyro) frequency. The 

reference quantities are used to define the dimensionless relative quantities  

 {

𝑛𝑠 = 𝑛ത𝑠𝑛0

𝑛𝑠 = 𝑇ത𝑠𝑇0

𝑣 = 𝑣̅𝑣𝑖𝑇0

, (2-67) 

where the quantity with an overbar is normalized dimensionless quantity. The 

fluctuating fields are normalized as 

 {
𝜙 = 𝜙ത

𝑇0

𝑒

𝐴∥ = 𝐴̅∥𝐵0𝜌𝑖𝑇0

 (2-68) 

The time and the angular rotation frequency are normalized using the reference thermal 

velocity as  

 {

𝑡 = 𝑡̅
𝑅0

𝑣𝑖𝑇0

𝜔 = 𝜔̅
𝑣𝑖𝑇0

𝑅0

 (2-69) 
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Quantities  Reference quantities 

Temperature  𝑇𝑒,𝑠 𝑇0 

Density  𝑛 𝑛0 

Magnetic field  𝐵 𝐵0 

Spatial scale 𝑅, 𝑎0, 𝑟 𝜌𝑖𝑇0
 

Time scale, 𝑡 𝑡 𝑅0 𝑣𝑖𝑇0
⁄  

Parallel velocity space  𝑣∥ 𝑣𝑖𝑇0
 

Magnetic moment 𝜇 𝑚𝑠𝑣𝑠𝑇0

2 2𝐵0⁄  

Perturbed electrostatic potential  𝜙 𝑇0 𝑒⁄  

Perturbed vector potential 𝐴∥ 𝐵0𝜌𝑖𝑇0
 

The 𝑅0 and 𝑎0 are the major and minor radius of tokamak respectively. 

Box size and mesh point 

 Box size mesh point 

Minor radius 0.8𝑎ത0 N𝑥 

Poloidal direction  2𝜋 N𝑦 

Parallel velocity space (−𝑣̅∥,max , 𝑣̅∥,max) N𝑣 

Magnetic moment (0 , 𝜇̅max) N𝜇 

Plasma time 𝐿ത𝑡 N𝑡 

 

Since the equilibrium distribution function obeys Maxwell–Boltzmann 

distribution, so that the velocity is extended to infinity. The 𝑣̅∥,max is chosen for limiting 

the integral interval within the acceptable error range, as well as 𝜇̅max. On the other 

hand, it is hard to solve such type of equation, Eqs. (2-57) and (2-58), several numerical 

schemes have been developed. Based on the Semi-Lagrangian approach, a splitting 

scheme by separating the convection dynamics along each coordinate in phase space 

was introduced [41], which is one of the explicit symplectic time integrations [42]. In 

this version of GKNET, we use 3D MPI decomposition for the (𝑟, 𝜃, 𝜇) domain. The 

spatial derivatives in Eq. (2-57) or (2-58) are discretized through the fourth-order 

Morinishi scheme [43,44] and the time integration is performed using the fourth-order 
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explicit Runge–Kutta method.  

And another point to note is the redefined equilibrium distribution function by 

introducing a ratio of perpendicular temperature to parallel temperature as Eq. (2-65). 

As the Fig. 2-3. shown, as the Λ increasing (decreasing), the distribution function will 

be extended (shrunk). The integration region 𝜇̅max and corresponding mesh point N𝜇 

should be adapted to keep a conformal length interval in magnetic moment 

(perpendicular velocity) space.  

 

Fig. 2-3 The particle distribution function in perpendicular velocity space with anisotropic 
temperature: Λ = 𝑇⊥ 𝑇∥⁄  is 0.5, 1.0, 1.5, 2.0. 

 

As one can expect, this explicit method is very heavy, since it may require 

extremely small-time steps to prevent the error from diverging while implicit methods 

usually do not suffer from such strict limitations. To avoid the divergence of the error, 

time integration schemes must be used within their stability conditions, usually found 

through the so-called Courant-Friedrichs-Lewy (CFL) [45] condition. It is a necessary 

condition for convergence while solving certain partial differential numerically. As a 

consequence, the time step must be less than a certain time in many explicit time-

marching computer simulations. In the GKNET, the more crucial term is poloidal 

direction which means that the length interval in poloidal direction Δ𝜃, time step Δ𝑡 

and streaming in Eq. (2-46) must satisfy with the relationship as follow:  

 
𝑑𝜃̅

𝑑𝑡̅
> √

𝑚𝑖

𝑚𝑠
√

𝑇𝑡ℎ0𝑠

𝑇𝑡ℎ0𝑖

𝑣ത∥,max

𝑞(𝑟̅)
⇒

1

Δ𝑡
=

N𝑡

𝐿ത𝑡
>

N𝑦

2𝜋
√

𝑚𝑖

𝑚𝑠

𝑣ത∥,max

𝑞(𝑟̅)
. (2-70) 

Note that the streaming here has been normalized to a dimensionless relative quantity. 

The mass ratio is fixed in this study 
𝑚𝑖

𝑚𝑠
= 100. 

𝑇⊥ =
𝑇∥

2
 

𝑣⊥ 

𝑇⊥ = 2𝑇∥ 
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On the other hand, the equation (2-63) is 1D Fourier transformed along the 𝜑 

direction and then 1D Fourier transformed along the 𝜃 direction after MPI_ALLtoALL 

transpose between the 𝜃 and 𝜑 directions. Then by using MPI_ALLtoALL transpose 

between the 𝑟 and 𝜃 directions again, we can solve Eqs. (2-63) (2-64) in the (𝑟, 𝑘𝜃, 𝑘𝜑 ) 

space, which has a tri-diagonal matrix form by applying the fourth-order finite 

difference method to the 𝑟 direction. Note that the matrix is not decomposed along the 

𝑟  direction so that LU decomposition can be directly applied without any MPI 

communication. Note that the normalized magnetic moment 𝜇 as well as corresponding 

mesh point N𝜇  should change with Λ  for ensuring the uniformity in integration of 

distribution function over magnetic moment space. 
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3 Finite-beta effect on linear micro-instability with 

anisotropic temperature 

3.1 Introduction 

In recent HL-2A experiment [32], an ion-ITB is formed around 60ms after NBI 

in almost flat 𝑞-profile region as shown in Fig. 3-1 (a)–(c). Flux-driven ITG (adiabatic 

electron) driven turbulence simulation with external momentum injection indicate the 

mean radial electric field induced by a co-toroidal rotation through the radial force 

balance plays an important role in sustaining ITB with flat 𝑞-profile [46], which is 

consistent with the HL-2A experiment. On the other hand, this ion-ITB is collapsed 

after ECRH and can’t be rebuilt even terminated the ECRH, meanwhile, NBI was kept 

during the whole process. This phenomenon is also observed in JT-60U  [47–49], DIII-

D [50,51] and ASDEX Upgrade [52], whereas in these discharge experiments, the 

power of ECRH is lower than that of NBI. This is opposite to the shot 22388 in Hl-2A 

experiment.  

 

Fig. 3-1 Time traces of line averaged electron density (a), ion temperature (b), maximum 
normalized ITG (c), frequency of LLM and toroidal rotation (d ), ECRH and NBI 
power (e); radial profiles of electron density ( f ) and temperatures (g)–(i) at 400, 
500 and 600 ms, respectively; neoclassical and calculated ion thermal diffusivities 
at 400, 500 and 600 ms ( j ) 

 

Temperature ratio 𝑇𝑒 𝑇𝑖⁄  was considered to play a very important role in ITB 

formation: if 𝑇𝑒 𝑇𝑖⁄ ≤ 1 ITB can be observed otherwise cannot be formed, which is 

consistent with the viewpoint of M. Yoshida in positive magnetic shear plasma [53]. 
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Moreover, H. Takenaga have confirmed that the temperature ratio 𝑇𝑒 𝑇𝑖⁄  could not be a 

key parameter determining the ITB responses in reversed shear plasma [48]. The local 

gyrokinetic simulations studies using GKV [54,55] show that ITG modes were 

dominant in both positive and negative central shear plasmas with a low 𝑇𝑒 𝑇𝑖⁄ , but the 

dominant mode switched from ITG to TEM in the positive shear region as 𝑇𝑒 𝑇𝑖⁄  

increased  [53]. These investigations demonstrate that the ITB formation relates to the 

q-profile or magnetic shear. In the shot 22388 in Hl-2A experiment, there is a very weak 

magnetic shear in the core region. Therefore, these imply that TEM could play an 

important role for the ITB collapse, rather than the temperature ratio 𝑇𝑒 𝑇𝑖⁄ , while the 

detail mechanism has not been studied yet.  

In order to understand the which mode should be responsible for the onset and 

collapse of the ion-ITB in HL-2A plasma, we performed a series of linear global 

ITG/TEM simulations by utilizing a global gyrokinetic simulation code GKNET in 

both electrostatic [46,56,57] and electromagnetic [23,40] model. Our simulations have 

only computed a disturbance 𝛿𝑓 (gyrokinetic 𝛿𝑓 simulations) with respect to a given 

equilibrium function. On the other hand, the ECRH (NBI) will increase kinetic energy 

of electron (ion) on perpendicular direction. In addition, the Coulomb collision 

frequency is proportional to 𝑇−3 2⁄ . At the high temperature achieved in thermonuclear 

fusion plasma, collisionless is acceptable widely. Therefore, the particle distribution in 

𝑣∥ is different from that in 𝑣⊥, but we assume that the particle distribution still subjects 

to thermo-dynamic equilibrium distribution. For describing this anisotropy, we 

introduce two temperatures, 𝑇∥ and another is 𝑇⊥, into physical model of GKNET. 

3.2 Linear analyses of micro-instabilities in HL-2A plasma 

In this section, we perform linear analyses of micro-instability using parameters 

referring to HL-2A plasma by means of GKNET (electrostatic and electromagnetic) 

with full kinetic electron. In Sec. 3.1, at first, we study the micro-instability in HL-2A 

plasma. We found a new type of drift instability dominants the plasma before and after 

ECRH is applied. In all the following simulations, the equilibrium radial electric field 

is not taken into account for simplicity. 

3.2.1 The parameters and initial profiles in HL-2A experiment 

In the discharge of HL-2A, ion-ITB develops after NBI, but disappears shortly after 

ECRH is applied [32]. Through the fitting the experimental data by using the function 
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as 

 𝑆(𝑟) =
𝑎𝑆

1+(
𝑟

𝑐𝑆
)

𝑏𝑆
, (3-1) 

 𝑞(𝑟) = 1.02 − 3.22 (
𝑟

𝑎0
)

2

+ 6.93 (
𝑟

𝑎0
)

3

. (3-2) 

 
Table 3-1 Main parameters in shot 22388 of HL-2A experiment 

 

We get the equilibrium density, temperature and safety factor profile shown in Fig. 3-2, 

where 𝐿𝑆 = (𝑑 ln 𝑆 𝑑𝑟⁄ )−1 is characteristic normalized gradient length of temperature 

or density. 𝑆 is the density 𝑛 or temperature 𝑇𝑖,𝑒. The  

Table 3-1 shows the main parameters at 400 ms (before ECRH) and 500 ms (after 

ECRH) in this shot which magnetic field strength is 𝐵0 = 1.31T and the aspect ratio of 

HL-2A 𝜀 = 𝑎0 𝑅0⁄ = 0.24 , where 𝑎0 and 𝑅0  are the minor and major radius 

respectively. They are normalized by the ion Larmor radius 𝜌𝑖𝑇0
= √𝑚𝑖𝑇𝑖0 𝐵0𝑒𝑖⁄ , 

𝑚𝑖 𝑚𝑒⁄ = 100. In our model, 𝑇𝑖0 = 1KeV is used to normalize the electron and ion 

temperature and 𝑛0 = 1019m−3 is used to normalize the density. Concerning velocity 

space coordinates, we use the parallel velocity 𝑣∥, which is given in units of √2𝑇𝑠0/𝑚𝑠 

for species s=i,e, and the magnetic moment 𝜇 = 𝑚𝑠𝑣⊥
2/(2𝐵)  which is normalized 

accordingly. The ion temperature is relatively low, but its profile has a large gradient in 

core region due to the NBI heating, however it is reduced significantly after ECRH is 

applied even NBI is being kept. Accordingly, electron temperature become much higher 

through the ECRH, while the maximum of 𝑅0 𝐿𝑇𝑒
⁄  becomes small. The density profile 

keeps steep, 𝑅0 𝐿𝑛⁄ ~10 , especially in ITB phase before ECRH. Based on the 

experiment data, we also estimated the beta distribution over the minor radius as shown 

in Fig. 3-2 (e). The beta is reduced significantly after ECRH is applied. 

 𝑛 𝑇𝑖 𝑇𝑒   

 𝑎𝑛 𝑏𝑛 𝑐𝑛 𝑎𝑇𝑖
 𝑏𝑇𝑖

 𝑐𝑇𝑖
 𝑎𝑇𝑒

 𝑏𝑇𝑒
 𝑐𝑇𝑒

 𝜀 𝑎0 

400 ms 3.17 2.59 80.45 0.99 2.15 42.49 0.60 2.82 71.18 0.24 162 

500 ms 2.37 2.63 88.71 0.32 3.37 79.93 1.59 2.28 59.52 0.24 162 
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Fig. 3-2 The fitting temperature and density profiles at (a) 400 ms and (b) 500 ms, the 
fitting safety factor and (c) corresponding 

 

3.2.2 Linear ITG/TEM simulation in electrostatic model 

Based on the above two sets of parameters, we perform linear toroidal gyrokinetic 

simulations in electrostatic model first. Fig. 3-3 (a) and (b) show the real frequency and 

growth rate with respect to 𝑘𝜃𝜌𝑖𝑇 = 𝑛𝑞(𝑟)𝜌𝑖𝑇 𝑟⁄   [58] estimated at 𝑟 = 70 , so 

that 𝑘𝜃𝜌𝑖𝑇 is simply proportional to the toroidal mode number 𝑛. It is found that the real 

frequency is low and changes from positive to negative value continuously in ion-ITB 

phase (400 ms). This feature is different from the standard ITG mode and TEM which 

are characterized by negative and positive real frequency following the direction of ion 

and electron diamagnetic drift over the whole region of 𝑘𝜃𝜌𝑖𝑇  in our model. After 

ECRH, the real frequency switch to positive (TEM side) but decrease with 𝑘𝜃𝜌𝑖𝑇, which 
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is opposite to standard TEM [59]. So that the dominant mode still be considered as a 

same mode as that at 400 ms. On the other hand, the mode become more unstable due 

to the ECRH. The growth rate spectrums are peaked at 𝑘𝜃𝜌𝑖𝑇~0.45 which is similar to 

standard ITG mode [60,61]. Fig. 3-4 (c1) and (c2) shows the electrostatic potential 

structures at 400 ms and 500 ms, respectively. It is found that they show nearly up-

down symmetry on the poloidal cross section in both cases, which tilting angles from 

the mid-plane are nearly zero [22]. 

 

 

Fig. 3-3 (a) Real frequency spectrum and (b) linear growth rate spectrum. 

 

  

Fig. 3-4 The corresponding electrostatic potential structures with 𝑘𝜃𝜌𝑖𝑇 = 0.44 are shown 

in Fig (c1) and (c2). 

 

3.2.3 Linear ITG/TEM simulation in electromagnetic model 

Then, we examine this low frequency instability at finite beta, 𝛽 =
𝑛0𝑇𝑖0

𝐵0
2 2𝜇0⁄

, by using 

linear electromagnetic GKNET with non-adiabatic electron [23,40]. Fig. 3-5 (a)-(b) 

shows the normalized linear frequency and growth rate as a function of 𝛽 for a toroidal 

Electron side 

Ion side 

TEM 

TEM  

Mixed ITG/TEM Mixed TEM/ITG 

400 ms 500 ms 
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mode number n=36. It is notable that there is a discontinuity from positive side to 

negative side in the real frequency when beta value exceeds a threshold value of 

𝛽 ≈1.0% whether in 400ms case or in 500ms case. The frequency changes from 

positive (TEM side) to negative (ITG side), and along with this change, the 

corresponding growth rate become to increase with increasing beta value more rapidly. 

Analogous to the results of electrostatic simulation, the real frequency shifts toward 

TEM side while the mode become more unstable due to the implementation of ECRH. 

The Fig. 3-6 shows the electrostatic potential 𝜙  and parallel component of vector 

potential 𝐴∥ distribution on poloidal cross section when beta values are 𝛽 = 0.2% and 

𝛽 = 1.8%. The electrostatic potential 𝜙 profile exhibits a ballooning structure, which 

is the appearance of fluctuations in the unfavorable curvature region, for both the low 

and high beta value. An inconspicuous tilting angle of the mode with respect to the 

midplane, referred to as the ballooning angle is observed. The profile of the parallel 

component of vector potential 𝐴∥ has opposite parity to the electrostatic potential along 

the magnetic field line so that it is weak in the unfavorable curvature region. 

 

Fig. 3-5 (a) Real frequency and (b) linear growth rate as a function of 𝛽. The 
corresponding electrostatic and vector potential structures when n=36 are shown 
in (c)-(f). 

 



 51 
 

 

Fig. 3-6 (a) Real frequency and (b) linear growth rate as a function of 𝛽. The 
corresponding electrostatic and vector potential structures when n=36 are shown 
in (c)-(f). 
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3.3 Systematic study of linear modes targeting on HL-2A 

experiment 

In order to study the nature of the mode with low frequency shown in Fig. 3-3, 

here we perform parameter scans for 𝑅0 𝐿𝑇𝑖⁄ , 𝑅0 𝐿𝑇𝑒⁄  and 𝑅0 𝐿𝑛⁄ . The temperature and 

density profiles shown in Fig. 3-7 and the profiles are defined by function as  

 𝑆(𝑟) = exp [−
∆𝑆

𝐿𝑆
tanh (

𝑟−0.5𝑎

∆𝑆
)] − exp [−

∆𝑆

𝐿𝑆
tanh (

0.5𝑎

∆𝑆
)] + 0.4 (3-3) 

 

Table 3-2 Main parameters for parameter scan 

Case A B C1 C2 C3 C4 

𝑅0 𝐿𝑇𝑖
⁄  15.5 4.0 

4.0 
𝑅0 𝐿𝑇𝑒

⁄  4.0 15.5 

𝑅0 𝐿𝑛⁄  2.1 2.1 2.1 7.4 11.5 15.5 

𝜂𝑖 7.4 1.9 
1.9 0.54 0.35 0.26 

𝜂𝑒 1.9 7.4 

 

 

 

Fig. 3-7 The initial temperature and density profiles for (a) Case A, (b) Case B and (c) Case 
C. (d) is the safety and magnetic shear profile of cyclone base case for scan. 
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∆𝑇𝑖
= ∆𝑇𝑒

= 0.27 , ∆𝑛= 0.31 in all cases and the reactor-relevant parameters are 

as same as HL-2A, 𝑎0 = 162 normalized small radius, 𝜀 = 𝑎0 𝑅0⁄ = 0.24 aspect ratio. 

The other parameter sets are listed in Table 3-2. Case A has a steep ion temperature 

gradient (𝑅0 𝐿𝑇𝑖
⁄ = 15.5) and a flat electron temperature one (𝑅0 𝐿𝑇𝑒

⁄ = 4.0). Contrary 

to case A, case B has a steep electron temperature gradient (𝑅0 𝐿𝑇𝑒
⁄ = 15.5) and a flat 

ion temperature one (𝑅0 𝐿𝑇𝑖
⁄ = 4.0). Note that flat density gradient (𝑅0 𝐿𝑛⁄ = 2.1) is 

set in both case A and B. On the other hand, in cases C1-C4, we change the density 

gradient (𝑅0 𝐿𝑛⁄ = 2.1, 7.4, 11.5, 15.5), while keeping same relatively flat ion and 

electron temperature gradients (𝑅0 𝐿𝑇𝑖
⁄ = 𝑅0 𝐿𝑇𝑒

⁄ = 4.0). In these scans, we use a 

safety factor profile in Cyclone Base Case [62] described by the function  

𝑞(𝑟) = 0.85 + 2.18 (
𝑟

𝑎
)

2

(9) 

 

 

Fig. 3-8 (a) Real frequency and (b) linear growth rate as a function of the poloidal 
wavenumber 𝑘𝜃𝜌𝑖𝑇  for case A, B and C3. The corresponding electrostatic potential 

structures are shown in (c1) - (c3). 

 

Fig. 3-8 shows (a) real frequency and (b) linear growth rate as a function of 𝑘𝜃𝜌𝑖𝑇 
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in case A, B and C3. In case A, we can see the characteristics of the standard ITG mode 

that the real frequency is negative which here means the ion diamagnetic direction, and 

the linear growth rate has a local maximum at 𝑘𝜃𝜌𝑖𝑇~0.5. Meanwhile, in case B, the 

real frequency is positive and increase with 𝑘𝜃𝜌𝑖𝑇 . Additionally, the growth rate 

spectrum is peaked at 𝑘𝜃𝜌𝑖𝑇~0.5. It is be considered to be the standard TEM. In Case 

C1, we observe no unstable mode. Whereas, in case C3 which has a steeper density 

gradient, modes with low frequency crossing zero should be pay attention, and the 

corresponding growth rates has a local maximum at 𝑘𝜃𝜌𝑖𝑇~0.45. it is similar to the 

simulation results by using HL-2A parameters in Fig. 3-3. Fig. 3-8 (c1), (c2) and (c3) 

show electrostatic potential structures corresponding to case A, B and C3, respectively. 

We can see that the titling angle is positive in case A (ITG mode) while negative in 

case B (TEM), which results from the different signs of the real frequency of ITG mode 

and TEM in a global toroidal geometry.  

 

Fig. 3-9 (a) Real frequency and (b) linear growth rate as a function of 𝑘𝜃𝜌𝑖𝑇  for case C2-C4. 

Corresponding R0 Ln⁄  are 7.4, 11.5, 15.5. The electrostatic potential structures of 
case C3, C4 is shown in (c1-c2) with kθρi = 0.6. 

 

Fig. 3-9 shows (a) real frequency and (b) linear growth rate in case C2-C4. From 

Fig. 3-9 (a), we can see that the feature of real frequency crossing zero become more 

obvious as density gradient increasing. Specifically, the positive part of real frequency 



 55 
 

shifts to deeper positive and negative part shifts to deeper negative. On the other hand, 

the growth rate is enhanced significantly and its maximum value shifts to the high-

𝑘𝜃𝜌𝑖𝑇 region. Therefore, this kind of low frequency mode(LFM) is considered to be 

induced mainly by the steep density gradient with small 𝜂𝑖  and 𝜂𝑒  which is also 

investigated by local eigen analysis [59]. It could have different feature from that of the 

standard ITG mode and TEM. In view of the appearance of this LFM in previous 

simulation using profiles at 400ms and 500ms in HL-2A experiment, the LFM should 

be responsible for the formation and collapse of ITB. Thereby, it is crucial that how this 

LFM respond to ECRH and NBI. 

Furthermore, we compare it with standard ITG mode and TEM in 

electromagnetic model as shown in Fig. 3-10. In case A, The ITG mode is unstable at 

low beta value, while the KBM is unstable at high beta value, as expected. The 

stabilization of magnetic fluctuations on the ITG mode becomes prominent with 

increasing beta value, but there is little effect on real frequency of ITG mode. Once beta 

value exceeds a threshold value of 1.4%, KBM becomes unstable, and the linear growth 

rate increases quite rapidly. The real frequency exhibits a negative sign, moreover, the 

amplitude of this frequency clearly exceeds the ITG frequency. The beta value 

dependence of the growth rate for the CBC is similar to that obtained from another 

global electromagnetic gyrokinetic simulation code [63]. On the other hand, the real 

frequency of TEM is independent on beta value like that of ITG mode. But it become 

more unstable along with being increased beta value. In the case C3, the real frequency 

is positive but low, but notably, the frequency decreases with beta value very slightly 

and has a tendency changing into negative in high beta region. Along with this switch, 

the growth rate changes from increasing with beta value to decreasing with beta value. 

According to Ref. [59], there exists a different kind of TEM. It is driven by the 

density gradient with the essential role of trapped electrons, which is called as the 

density gradient driven TEM (𝜀𝑛-TEM). Interestingly, the real frequency of 𝜀𝑛-TEM is 

low and often goes across zero. This characteristic is similar to the present mode 

observed in case C2-C4. 
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Fig. 3-10 (a) Real frequency and (b) linear growth rate as a function of 𝛽 for case A(ITG 
mode), case B(TEM), case C3(LFM). 

 

3.4 Anisotropic temperature effect 

In Sec. 3.3, it is found that the density gradient is the main driven force for the present 

LFM which is considered to appear in the HL-2A experiment that the ITB being 

induced by NBI collapses after ECRH onset. In this subsection, The effect of 

anisotropic ion/electron temperature is studied to understand the role of auxiliary 

heating ,like ECRH ICRH NBI, in both electrostatic and electromagnetic model by 

changing the ratio, 𝛬𝑠 = 𝑇𝑠⊥
𝑇𝑠∥

⁄ , from 0.5 to 2.0 in equilibrium distribution functions 

𝐹𝑠, while parallel temperature, 𝑇𝑠∥
, is fixed. 

3.4.1 Electrostatic simulations 

Fig. 3-11 shows the effect of anisotropic temperature 𝛬𝑒 and/or Λ𝑖 on growth rate 

of the standard ITG (purple dotted line) TEM (green dotted lines), and LFM (red dotted 

lines), respectively. The linear growth rate spectrums of ITG mode show that that the 

growth rate of ITG mode is destabilized when increase the electron perpendicular 

temperature (from 𝛬𝑒 = 0.5 to 𝛬𝑒 = 2.0) but weakened when ion perpendicular 

temperature, 𝑇𝑖⊥ , become large. As regard the standard TEM, the growth rate has a 

strong sensitivity on electron perpendicular temperature, 𝑇𝑒⊥
, as the green dotted lines 

in Fig. 3-11 (a). It is enhanced by increase of 𝑇𝑒⊥
 obviously. Meanwhile, the 

corresponding instability is independent on 𝑇𝑖⊥ completely as shown in Fig. 3-11 (b). 

That because the fraction of trapped electron becomes larger by increasing 𝑇𝑒⊥
. In 

addition, the higher 𝑇𝑒⊥
 leads to increase electron precession drift velocity, which 

usually makes TEM unstable. On the other hand, unlike the standard ITG mode and 

TEM, the growth rate of LFM shows a different tendency. The response to the 𝑇𝑒⊥
 is 
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similar to the standard TEM. Nevertheless, response to the 𝑇𝑖⊥ is as same as ITG mode. 

The growth rate of LFM presents a hybrid feature mixing ITG mode and TEM. 

Like to the response of growth rate, the real frequency of LFM also shows a 

hybrid feature as displayed in Fig. 3-12. As the purple dotted lines showing, the real 

frequency of standard ITG mode is not affected by anisotropic temperature. On the 

other hand, the real frequency of standard TEM is independent on anisotropic ion 

temperature totally but driven to positive side when 𝑇𝑒⊥
 is enhanced. As regard the LFM, 

along with the increase of 𝑇𝑒⊥
, the positive part of real frequency of prefer to shift to 

negative side (ITG side), meanwhile, the negative part shifts to positive side as TEM 

shown in Fig. 3-12 (a). The real frequency is driven to close to zero slightly. On the 

other hand, the dependence on the 𝑇𝑖⊥ is shifts to negative side as 𝛬𝑖 being changed 

from 0.5 to 2.0, furthermore the LFM is more sensitive to anisotropic electron 

temperature than ITG mode. In general, whether the change happens on 𝑇𝑒⊥
 or 𝑇𝑖⊥, the 

real frequency of LFM tend to follow the ITG the response. 

 

Fig. 3-11 linear growth rate as a function of 𝑛 with different 𝛬𝑒  or 𝛬𝑖 . (a) changes 𝛬𝑒  with 
fixing 𝛬𝑖 = 1 and (b) changes 𝛬𝑖  with fixing 𝛬𝑒 = 1. Character ‘A’, ‘B’, C3’ mean 
Case A (ITG mode), Case B (TEM), Case C3 (LFM) respectively. 
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Fig. 3-12 Real frequency as a function of n with different 𝛬𝑒  or 𝛬𝑖 . (a) changes 𝛬𝑒  with 
fixing 𝛬𝑖 = 1 and (b) changes 𝛬𝑖  with fixing 𝛬𝑒 = 1. Character ‘A’, ‘B’, C3’ mean 
Case A (ITG mode), Case B (TEM), Case C3 (LFM) respectively.  

 

3.4.2 Electromagnetic simulations 

First, let us see the beta dependence of case A, B, C3 on anisotropic temperature. 

Fig. 3-13 shows that there is a jump point in case A when beta value exceeds a threshold. 

According to the analysis of Fig. 3-10, this discontinuity is due to the transition from 

ITG mode to KBM as beta value increasing. Furthermore, anisotropy in electron 

temperature has limited effect on that transition, but the higher ion perpendicular 

temperature, 𝑇𝑖⊥ facilitates the transition as the purple dotted lines with triangle shown 

in Fig. 3-13 (b) and Fig. 3-14 (b). When 𝛬𝑖 = 2.0 the threshold for mode transition 

become smaller than 1.4%. As regard the response of TEM to anisotropic temperature, 

it is evident that there is no mode transition, but the electromagnetic destabilization is 

improved by higher electron perpendicular temperature, 𝑇𝑒⊥
.  

In case C3, as the 𝛬𝑒 increasing, the character of real frequency crossing zero 

continuously become more obvious, but the corresponding growth rate shows special 

beta dependence. The destabilization of beta effect on LFM is enhanced by increased 

𝛬𝑒 when the real frequency is positive. Once the real frequency changes to negative 

except for 𝛬𝑒 = 2.0, the LFM will be stabilized by increasing beta value. When 𝛬𝑒 =

2.0 and beta value change from 1.4% to 1.8%, the mode is considered to change to 

KBM which will be confirmed latter. the real frequency changes the sign from positive 

to negative continuously except for higher ion perpendicular temperature ( 𝛬𝑖 =
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1.5, 2.0). The response of beta dependence of LFM to anisotropic ion temperature will 

give a clearer picture. As ion perpendicular temperature, 𝑇𝑖⊥ , increasing, the real 

frequency shifts to negative side. Notably, the real frequency jumps into deeper 

negative side for higher ion perpendicular temperature (𝛬𝑖 = 1.5, 2.0). considering the 

𝛬𝑖 = 1.5, when beta value exceeds 1.0%, the real frequencies are negative even with a 

jump. The corresponding growth rates decrease with beta continuously similar to beta 

dependence of ITG mode. On the other hand, when real frequency of LFM is positive 

in low beta region, the growth rate increase with beta which is as same as TEM. In 

higher 𝑇𝑖⊥ , e.g. 𝛬𝑖 = 2.0 , similar tendency is repeated. Whereas, when beta value 

changes from 1.4% to 1.8%, the growth rate increases rapidly even real frequency still 

negative, which indicates that the LFM change to KBM.  

 

Fig. 3-13 The dependence of real frequency of given toroidal mode number 𝑛 = 10 on 𝛽 
with different 𝛬𝑒  or 𝛬𝑖 . (a) changes 𝛬𝑒  with fixing 𝛬𝑖 = 1 and (b) changes 𝛬𝑖  with 
fixing 𝛬𝑒 = 1. Character ‘A’, ‘B’, C3’ mean Case A (ITG mode), Case B (TEM), Case 
C3 (LFM) respectively. 
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Fig. 3-14 The dependence of linear growth rate of given toroidal mode number 𝑛 = 10 on 
𝛽 with different 𝛬𝑒  or 𝛬𝑖 . (a) changes 𝛬𝑒  with fixing 𝛬𝑖 = 1 and (b) changes 𝛬𝑖  with 
fixing 𝛬𝑒 = 1. Character ‘A’, ‘B’, C3’ mean Case A (ITG mode), Case B (TEM), Case 
C3 (LFM) respectively. 

 

In summary, the LFM shows a hybrid feature mixing ITG mode and TEM. 

Specifically, the LFM with positive real frequency destabilized by finite beta effect 

similar to standard TEM, correspondingly, the mode with negative real frequency is 

stabilized by magnetic fluctuation and change to KBM in high ion perpendicular 

temperature and high beta region. 

For further comparing the 𝛬𝑖,𝑒  dependence more simply in electromagnetic 

model, we just concentrate on the modes with low beta value 𝛽 = 0.2% and/or high 

one 𝛽 = 1.8%. In case A, the low beta value means ITG modes (purple dotted lines 

with asterisks) and high beta value means KBMs (purple dotted lines with square) as 

shown in Fig. 3-15 and Fig. 3-16. The ITG modes with considering electromagnetic 

perturbation present a same 𝛬𝑖,𝑒 dependence as that in electrostatic model. The KBM is 

independent on 𝛬𝑒, but when 𝛬𝑖 is changed from 0.5 to 2.0 KBM become more unstable 

while the corresponding real frequency shifts to negative side more. The 𝛬𝑖,𝑒 

dependence of standard TEM in low and high beta region is kept same as it in 

electrostatic simulation which is unchanged with 𝛬𝑖. But increasing 𝛬𝑒 would drive it 

to be more unstable, especially in high beta region, the enhancement of linear growth 

rate is significant. Comparing the red dotted lines with green dotted lines in Fig. 3-15, 

it is evident that, the low frequency instability is as same as the standard TEM which is 
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enhanced by increasing 𝛬𝑒  whether the beta value is low or high. But as the 𝛬𝑒 

increasing, real frequency of LFM shifts toward TEM side in low beta region. On the 

contrary, shifts toward ITG mode side in high beta region, along with a mode change 

from LFM to KBM when 𝛬𝑒 is increased from 1.5 to 2.0. If we keep 𝛬𝑒 = 1.0 fixed 

and increase the ion perpendicular temperature, 𝑇𝑖⊥, the LFM would be changed into 

KBM (when 𝛬𝑖 = 2.0) in high beta region (𝛽 = 1.8%). As the red dotted line with 

triangle displayed in Fig. 3-16, the amplitude of frequency clearly exceeds the LFM 

frequency when 𝛬𝑖  exceeds 1.5, meanwhile, the corresponding linear growth rate is 

enhanced drastically. When 𝛬𝑖 ≤ 1.5  in in high beta region (𝛽 = 1.8% ), the low 

frequency instability is suppressed by increasing ion perpendicular temperature, 𝑇𝑖⊥, 

similar to the response of ITG mode. On the other hand, the LFM with positive real 

frequency in low beta region (𝛽 = 0.2%) does not present significant dependence on 

𝛬𝑖 like the standard TEM. 

 

Fig. 3-15 (a) real frequency and (b) growth rate of given toroidal mode number 𝑛 = 10 as 
a function of 𝛬𝑒  in low 𝛽𝑖 = 0.2% and high 𝛽𝑖 = 1.8% when 𝛬𝑖 = 1 is fixed. 

 

𝛽 = 0.2% 

𝛽 = 1.8% 𝛽 = 1.8% 
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Fig. 3-16 (a) real frequency and (b) growth rate of given toroidal mode number 𝑛 = 10 as 
a function of 𝛬𝑖  in low 𝛽𝑖 = 0.2% and high 𝛽𝑖 = 1.8% when 𝛬𝑒 = 1 is fixed. 

 

3.5 Conclusion 

In this work, we studied micro-instabilities referring the parameters in the HL-

2A plasma with peaked density together with relatively flat ion and electron 

temperature profiles. an ion-ITB is found to be formed just after the onset of co-NBI in 

the almost flat q-profile region but collapsed after more powerful ECRH is applied. 

Considering kinetic electron dynamics in a global toroidal geometry, the linear gyro 

simulations presented a new type of density gradient driven drift mode which is 

expected to be responsible for the collapse of ion-ITB. The mode is destabilized by 

trapped electrons as TEM while exhibits different features as found from the study with 

anisotropic ion/electron temperature. The main characteristics are summarized as 

follow;  

(1) the real frequency is close to zero and change the sign from electron 

diamagnetic direction to that of ion with the increase of 𝑘𝜃𝜌𝑖𝑇, and the higher electron 

perpendicular temperature drives the real frequency to close to zero. (2) the growth rate 

is increased with larger density gradient, which is different from that of the standard 

ITG mode and TEM. (3) the instability is enhanced by being increased electron 

perpendicular temperature similar to the standard TEM, meanwhile suppressed by 

higher ion perpendicular temperature which is as same as ITG mode. (4) considering 

the electromagnetic perturbation, the LFM with positive real frequency destabilized by 

finite beta effect similar to standard TEM. Correspondingly, the mode with negative 

𝛽 = 0.2% 



 63 
 

real frequency is stabilized by magnetic fluctuation and change to KBM in high ion 

perpendicular temperature and high beta region like the ITG mode. in summary, the 

LFM shows a hybrid feature mixing ITG mode and TEM.  

As a result, what could be acceptable is that: the presented low frequency 

instability was suppressed by NBI. This suppression is helpful to build the ITB. But the 

more powerful ECRH enhanced the instability even the NBI was being kept. This 

change made the ITB to be collapsed. We will perform more detailed analysis on LFM 

driven by the density gradient by changing other parameters such as aspect ratio and 

safety factor and compare the results with the local dispersion analyses [59]. Nonlinear 

simulation is also requested to understand the role of the mode on the transport in a 

future work. 
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4 The behavior of micro-instabilities in weak magnetic shear 

plasma 

4.1 Introduction  

In confined laboratory plasmas and those in space and astrophysical objects, 

linear instabilities due to specific free energy sources that intrinsically exist in each 

system, e.g. ion and electron temperature gradients, and their density gradients, sheared 

plasmas flows and rotations, etc., and their nonlinear evolutions leading to secondary 

and tertiary dynamics and structures including those of turbulence and various zonal 

modes and large scale eddies have been widely interested and intensively 

studied [58,64]. In magnetically confined toroidal systems such as tokamaks and 

stellarators targeting on fusion, they are of specific importance since they regulate 

plasma beta value [65], the ratio of plasma pressure and that of magnetic field, and 

confinement characteristics of the system, which are key parameters prescribing fusion 

performance.  

Among various ingredients regulating such linear and nonlinear processes in a 

toroidal system, the structure of magnetic field characterized by the safety factor 

𝑞(𝑟) ≡ (𝑟 𝑅0⁄ ) 𝐵𝜑 𝐵𝜃⁄  and magnetic shear 𝑠̂(𝑟) ≡ 𝑟(𝜕𝑞 𝜕𝑟⁄ ) plays a central role since 

they determine the mode structure predominantly. It is noted that long wavelength 

modes along the magnetic field line with 𝑘∥ = − 𝛿𝜇 𝑞𝑅~0⁄  with 𝛿𝜇 = (𝑚 − 𝑛𝑞) tends 

to be survived due to a resonance nature between magnetic field and mode [58,65], 

where (𝑚, 𝑛) denotes the poloidal and toroidal mode numbers, respectively.  

In a standard operation, the 𝑞-profile exhibits a radially increasing function with 

the magnet shear of order unity, i.e. 𝑠̂~𝒪(1) [56] as we used in chapter 3. In such a 

case, micro-instabilities with so-called ballooning type eigen-mode are known to be 

excited by the successive coupling between adjacent resonant poloidal harmonics with 

the distance approximately given by Δ𝑟𝑚~ 𝑟 𝑠̂𝑛𝑞⁄  satisfying 𝛿𝜇~0  [66–68] due to the 

nature of a lattice symmetry of the system, where the mode is more unstable outside 

torus than inside with exhibiting a structure characterized by the radial envelop width 

∆𝑟  and tilting angle 𝜃𝑡  from the outside mid-plain, which represents up-down 

asymmetry structure determined from the first order ballooning theory due to the effect 
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of global profile variation [22,68]. The eigenvalue 𝜔  is determined from the local 

dispersion in the lowest order with respect to 1 𝑛⁄  while the spatial structure in the first 

order by the global profile variation as (∆𝑟, 𝜃𝑡), the radial envelop width and tilting 

(Bloch) angle. 

On the other hand, an advanced operation trying to access to high beta plasmas 

with ITB, which exhibit a steep pressure gradient in a limited radial region leading to a 

high confinement incorporated with a large fraction of self-induced bootstrap current, 

has been intensively studied [69,70]. In such an operation, magnetic field with a nearly 

flat safety factor (𝑞) profile [21,32,71] in the core with vanishing magnetic shear, i.e. 

𝑠̂~0, and/or that with a revered 𝑞-profile [72–74], which changes the sign from 𝑠̂>0 to 

𝑠̂<0 across the radius providing minimum safety factor value, i.e. 𝑞 = 𝑞𝑚𝑖𝑛 at 𝑟 = 𝑟𝑚𝑖𝑛 

where 𝑠̂=0, are found to be established. The optimum 𝑞-profile to realize such states 

have been discussed [71,75]. In such cases, the local ballooning theory and the related 

mode are hardly applied since no rigid factor to prescribe the mode exists in the lowest 

order due to the lack of resonance [26,76]. Instead, an infernal type non-resonant mode 

with 𝛿𝜇 ≠ 0 is found to be excited not only in MHD regime driven by the pressure 

gradient causing a ITB collapse [27,29,77], but also in drift waves such as ion 

temperature gradient (ITG) modes, trapped electron modes (TEMs), kinetic ballooning 

modes (KBMs), leading to a turbulence regulating the transport [23,28]. However, the 

ballooning theory based on either local [78] or non-local [22,66,68] treatment is invalid 

since no counterpart to determine the eigenvalue 𝜔 in the lowest order exists, while 

higher order non-local effect associated with the global profile variation plays an 

essential role.  

To contract the theoretical basis for exploring such an advanced operation, we 

study linear and non-linear dynamics with a nearly flat safety factor 𝑞~𝑞𝑐 (constant) 

with the shear-free magnetic field, i.e. 𝑠̂~0, in a global toroidal system using the 𝛿𝑓-

based electromagnetic version of GKNET [23,40,46,56,57]. It is found that the infernal 

type non-resonant mode is excited predominantly and developed to a turbulence 

causing an order of magnitude large heat flux compared with that of normal 𝑞-profile. 

However, the linear dispersion and nonlinear spectrum show hardly deterministic 

complex corrugated structures, which is thought to reflect the non-local and/or global 

nature of the system.  
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Based on the hypothesis that the free energy driving non-resonant mode is regulated 

by the mismatch Δ𝜇, we present a law prescribing them by rearranging the toroidal 

mode number {𝑛}  to ∆𝑛  groups 𝐺𝑖=1−Δ𝑛  using the arithmetic progression 𝑛𝐺𝑖 ≡

{𝑖 + Δ𝑛 ∙ ℓ}  with a common difference of ∆𝑛  and the dispersion to same primary 

groups, where 𝑖 = (1,2 ⋯ , Δ𝑛)  and ℓ = (0,1,2 ⋯ ) . Each primary group is further 

divided into sub-groups σ𝑖𝑗 with 𝑗 = (1,2 ⋯ ) so as the free energy to be sequenced for 

the mismatch. Such a regrouped dispersion leads to a new class of turbulence expressed 

by the superposition of Δ𝑛 sets of quasi-independent hierarchized spectra with different 

power laws due to the selective energy transfer among the groups. leading to quasi-

coherent hierarchized structures, causing large heat flux. The radial extent of the 

regrouped dispersion σ𝑖𝑗 provides a measure of the effective radial correlation length 

ℓ𝑐 of the turbulence [22,68,79]. 

4.2 The parameters and initial profiles 

Here, we consider a large aspect ratio tokamak with concentric circular magnetic 

surfaces with no Shafranov shift. Temperature and density are given based on the 

following function as  

 𝐹(𝑟) = exp [−
∆𝑆

𝐿𝑠
tanh (

𝑟−0.5𝑎

∆𝑆
)] − exp [−

∆𝑆

𝐿𝑠
tanh (

0.5𝑎0

∆𝑆
)] + 𝐹𝑎 (4-1) 

by choosing ∆𝑇𝑠
= 0.25  and 𝑅 𝐿𝑇𝑠

⁄ = 8.0  for the temperatures, and ∆𝑛= 0.31  and 

𝑅 𝐿𝑛⁄ = 1.0  for the density, where 𝐿𝑇𝑠
= − 𝜕ln𝑇𝑠 𝜕𝑟⁄  and 𝐿𝑛 = − 𝜕ln𝑛 𝜕𝑟⁄ , 

respectively, which are shown in Fig. 4-1 (a). We also choose the inverse aspect ratio 

𝑎0 𝑅0⁄ = 0.36, the normalized minor radius to average ion gyro-radius 𝑎0 𝜌𝑖𝑇0
⁄ = 120, 

the mass ratio 𝑚𝑖 𝑚𝑒⁄ = 100. 
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Fig. 4-1 (a) Distribution of initial temperature density, (b) corresponding beta profile, (c) 

scale length, 𝑅0 𝐿𝑇𝑠
⁄  and 𝑅0 𝐿𝑛⁄ . (d) distribution of safety factor(solid lines) and 

magnetic shear(dash lines). 

 

Here, we study plasma with a nearly flat safety factor profile given by 𝑞8(𝑟) =

𝑞𝑐 + 𝑐8(𝑟 𝑎0⁄ )8 with 𝑞𝑐 = 1.34 and 𝑐8 = 2.4 (q8-case), and corresponding magnetic 

shear 𝑠̂(𝑟) = 𝑟 ∂ln𝑞 𝜕𝑟⁄  (𝑠̂-profile) as shown in Fig. 4-1 (d). The results are compared 

with the normal case given by 𝑞2(𝑟) = 𝑞0 + 𝑐2(𝑟 𝑎⁄ )2 with 𝑞0 = 0.80 and 𝑐2 = 2.2 

(q2-case), where 𝑠̂~0.8 at the half-minor radius (𝑟 𝑎0⁄ = 0.5) where pressure gradient 

becomes maximum. On the other hand, the 𝑞8-case leads to 𝑠̂~0 in the core, while it 

quickly increases toward the edge exceeding 𝑠̂~1 around 𝑟 𝑎0⁄ = 0.75. 

4.3 Linear analyses of micro-instabilities by using electromagnetic 

GKNET 

4.3.1 The beta dependence of micro-instabilities 

To identify the micro-instability of the plasma with a nearly flat 𝑞-profile, i.e. the 

𝑞8-case, we study the β-value dependence for (a) real frequency 𝜔 and (b) growth rate 

𝛾  together with the case of normal 𝑞 -profile for comparison, i.e. 𝑞2 -case, for the 

toroidal mode number to 𝑛 =10, 11 and 20 as representatives, as shown in Fig. 4-2 

The 𝛽 dependences of electromagnetic instabilities within these two q-profiles 

are much different. In the normal 𝑞-profile similar to CBC, i.e. the q2-case, we found 
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that at low beta values (𝛽 < 𝛽𝑎), the dominant micro-instability is an ITG mode as 

expected and its real frequency is negative (𝜔 < 0), which implies that the mode rotates 

toward the ion diamagnetic direction on a cross section of the torus. With increasing 

beta value, the growth rate 𝛾 of this mode is diminished, however, until a TEM takes 

over, while the absolute value of real frequency 𝜔 increases slightly. As the beta value 

continues to increase (𝛽𝑎 < 𝛽 < 𝛽𝑏), TEM become dominant along with the frequency 

changing from negative to positive (𝜔 > 0). The growth rate 𝛾 of TEM is smaller than 

that of the ITG mode. As the beta value enters the higher region (𝛽 > 𝛽𝑏), a KBM starts 

to dominate and the growth rate 𝛾  increases quite rapidly once the respective beta 

threshold is crossed. The real frequency of KBM is negative (𝜔 < 0) and its amplitude 

clearly exceeds that of the ITG mode and TEM. The rotation direction of KBM is in 

the ion diamagnetic direction and as same as that of the ITG mode. The beta value that 

the mode changes the type, i.e. 𝛽𝑎  and 𝛽𝑏 , weakly depends on the toroidal mode 

number 𝑛 as seen in Fig. 4-2 (a1) (b1), as 

1) for 𝑛 = 10: 𝛽𝑎~1.3% and 𝛽𝑏~2.1% 

2) for 𝑛 = 11: 𝛽𝑎~1.7% and 𝛽𝑏~2.3% 

3) for 𝑛 = 11: 𝛽𝑎~1.7% and 𝛽𝑏~1.9%  

However, the dispersion shows a qualitatively similar feature with respect to the 𝛽-

value. The growth rate and real frequency obtained in 𝑞2-case is similar to those in the 

previous work  [80,81] but the beta value for triggering mode change is higher in our 

simulations. 
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Fig. 4-2 . 𝛽-value dependence of real frequency 𝜔 and growth rate 𝛾 for q2-case with 
normal profile in (a1) and (a2) and q8-case with flat profille in (a2) and (b2) in 
the case 𝑛 =10 (cross), 11(square) and 20 (triangle). Mode structure indicated by 
(∗) of 𝛽 = 2.4% in (a1)(b1) and that by (∗∗) of 𝛽 = 1.8% are shown in Fig.3. 

 

 

 

Fig. 4-3 shows the profile of the eigenfunction of the ITG mode (𝑛 = 10) at 𝛽 =

0.2%, KBM at 𝛽 = 1.8%, KBM at 𝛽 = 2.4% on a cross section. The electrostatic 

potential profiles in figures marked by ‘1’ exhibit a ballooning structure, which is the 

appearance of fluctuations in the bad curvature region no matter ITG mode, TEM or 

KBM. And a tilting angle of the mode with respect to the midplane, referred to as the 

ballooning angle is observed which results from the global profile effect [22]. Since the 

ITG and the KBM both rotate toward the ion diamagnetic direction, their tilting angles 

are positive. On the contrary, the TEM’s tilting angle is negative and more conspicuous 

than other two. The profile of the parallel component of vector potential along the 

magnetic field line 𝐴∥  of these three kinds of mode have opposite parity to the 

electrostatic potential  [82,83] , so that it is weak in the unfavorable curvature region as 

the figures marked by number ‘2’ in Fig. 4-3. The figures marked by number ‘3’ show 

the radial profiles of poloidal harmonics 𝜙𝑚(𝑟) which present a clear toroidal mode 

coupling. Other than that, the envelopes have a typical ballooning mode structure which 

is a set of toroidally coupled poloidal modes resonating at each rational surface located 

at 𝑟 = 𝑟𝑠 that satisfies 𝑞2(𝑟) = 𝑚/𝑛. 

(∗) 

(∗) 

(∗∗) 

(∗∗) 
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Fig. 4-3 The electrostatic potential marked by number “1”, parallel component of vector 
potential marked by number “2” structure and the radial profile of the 
electrostatic potential of the eigenfunction marked by number “3” for mode n=10 
in 𝑞2-case: “a” ITG mode at 𝛽 = 0.4%, “b” KBM at 𝛽 = 1.8%, “c” KBM at 𝛽 = 2.4%. 

 

On the other hand, when the q-profile become much flatter, like 𝑞8(𝑟) , the 

magnetic shear is almost close to zero. The beta dependence of micro-instabilities 

become complicated (Fig. 4-2 (a2) and (b2) respectively). For mode n=10, the linear 

growth rate decreases with increasing beta. When beta exceeds a threshold value 

𝛽𝑐,10~1.6%, the growth rate increases with increasing beta. While the real frequency 

jump to a rather large region (negative side) and then its absolute value is decreased as 

𝛽 increasing. Even the behavior is similar to the characteristic of ITG mode changes to 

KBM with increasing beta value in 𝑞2-case, however, the radial profiles of poloidal 

harmonics 𝜙𝑚(𝑟) in Fig. 4-4 (a3) or Fig. 4-5 (a3) does not present the ballooning mode 

structure. The corresponding sets of poloidal modes radially confined at a certain 

magnetic surface 𝑟 = 54.3  for 𝛽 = 0.4% , 𝑟 = 50.6  for 𝛽 = 1.8% . The 𝑞(𝑟 =
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54.3) ≈ 𝑞(𝑟 = 50.6) ≈ 1.34,  These suggest that these poloidal harmonics are all non-

resonant since they do not satisfy the relation 𝑚 = 𝑛𝑞(𝑟𝑠). From the figures marked by 

‘3’ in Fig. 4-4 and Fig. 4-5, these features are also observed in other modes 𝑛 = 11 20 

whether low beta (𝛽 = 0.4) or high beta (𝛽 = 1.8) and suggest that this kind of mode 

in 𝑞8-case is an infernal type mode which is pointed out that the pressure gradient is the 

main force and is flat q profile is susceptible to it (either resistive or ideal) [25,30,84–

86].  

On the other hand, the characteristic of the next mode number 𝑛 = 11 is found to 

be significantly different but simple. Both the real frequency and growth rate change 

with 𝛽  monotonically and continuously. More specifically, the real frequency is 

reduced from a relatively large absolute value (𝜔 < 0) as beta increasing. Meanwhile, 

the growth rate is increased rapidly. And more notable point is that the instability (𝑛 =

11) is almost thresholdless in beta , as indicated by growth rate 𝛾 → 0 when 𝛽 → 0. 

That means the dispersion is dominated by KBMs in whole beta region. Such a large 

difference of dispersion between even two adjacent toroidal mode numbers, i.e., 𝑛 =

10 and 11, is of specific interest which is not seen in the q2-case. Surprisingly, this 

feature can be seen in all other successive toroidal mode number, which we discuss 

later. It is also interesting to note that the dispersion for 𝑛 = 20 return to that of 𝑛 =

10, but the threshold 𝛽𝑐,20~0.8%, for mode switch is smaller than that for 𝑛 = 10. 

This different 𝛽 dependence is also reflected in the mode structures on the poloidal 

cross section shown in Fig. 4-4 and Fig. 4-5. The modes 𝑛 = 10, in both 𝛽 = 0.4% and 

𝛽 = 1.8% , are suppressed in good curvature region and prefer to the unfavorable 

curvature with a tilting angle. while the parallel component of vector potential 𝐴∥ 

shown in figures (a2) of Fig. 4-4 and Fig. 4-5 presents opposite parity to the electrostatic 

potential along the magnetic field line [82,83] as the mode in 𝑞2-case. The adjacent 

mode 𝑛 = 11 is much different from mode 𝑛 = 10 which shows that it is not affected 

by the finite toroidicity. In low beta region (𝛽 = 0.4%), the electrostatic potential 𝜙 

without the ballooning structure, shows nearly poloidal symmetry strong tilted in the 

counter-clockwise (ion-diamagnetic) direction as seen in Fig. 4-4 (b1) and so is the 

corresponding parallel vector potential 𝐴∥ in Fig. 4-4 (b2), while the mode structure is 

broken up at both good and bad curvature. In the high region (𝛽 = 1.8%), the tilting 

angle of the electrostatic potential 𝜙 shown in Fig. 4-5 (b1) becomes small comparing 
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with that of which beta vale is 1.8%, and the amplitude and radial mode width of 

electrostatic potential 𝜙 are larger and longer on the outside torus than those on the 

inner, showing the typical tendency of toroidal plasmas. On the other hand, the parallel 

vector potential 𝐴∥ keep the same parity as it in low beta region (𝛽 = 0.4%) even its 

the tilting angle also reduced. 

 

Fig. 4-4 The electrostatic potential marked by number “1”, parallel component of vector 
potential marked by number “2” structure and the radial profile of the 
electrostatic potential of the eigenfunction marked by number “3” for mode 𝛽 =
0.4% in 𝑞8-case: “a” mode 𝑛 = 10, “b” 𝑛 = 11, “c” 𝑛 = 20. 
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Fig. 4-5 The electrostatic potential marked by number “1”, parallel component of vector 
potential marked by number “2” structure and the radial profile of the 
electrostatic potential of the eigenfunction marked by number “3” for mode 𝛽 =
1.8% in 𝑞8-case: “a” mode 𝑛 = 10, “b” 𝑛 = 11, “c” 𝑛 = 20. 

 

Through the above analysis, we mote that the observed infernal mode (IMs) [23] 

in the nearly flat q-profile driven by the pressure gradient is not dependent on the origin 

of free energy source, whether 𝛽-value is either ITG mode region or that of KBM. In 

order to measure of free energy driving instability for non-resonant mode in nearly flat 

q-profile, i.e., the mismatch from the resonance, we introduce the effective mode 

number in the poloidal direction, i.e. the number of wave in that direction 𝑀𝜃. This is 

due to the fact that the poloidal harmonics 𝑚 exhibit a distribution around the dominant 

Fourier harmonic 𝑚0 , which does not always coincide with the number of waves 

observed in the poloidal cross section due to the interference. Actually, 𝑚0 = 14  is 

observed for 𝑛 = 11 (see 4-5 (b2)), while 𝑀𝜃 = 15 in Fig. 4-5 (a2). Then, using the 

effective mode number, we introduce two quantities representing the mismatch between 
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wave and magnetic field by the “mode number” difference ∆𝜇 ≡  𝑀𝜃 − 𝑛𝑞𝑐 and that of 

“helicity” ∆ℎ ≡  𝑀𝜃 𝑛⁄ − 𝑞𝑐. When ∆ℎ > 0 (∆ℎ < 0), the magnetic helicity is larger 

(smaller) than that of wave. we define the mismatch from the resonance by ∆𝜇 ≡  𝑀𝜃 −

𝑛𝑞(𝑟𝑠) . Applying to the 𝑞8-case with 𝛽 = 1.8%, we found that 𝑛 = 10 (𝑀𝜃 = 14) 

leads to 𝛾~0.55 with ∆𝜇~0.58 and ∆ℎ~0.06, 𝑛 = 11  (𝑀𝜃 = 15) to 𝛾 = 1.60 with 

∆𝜇~0.23 and ∆ℎ~0.017, respectively, are obtained from Fig. 4-5 (also see Table 4-1 

or Fig. 4-8). These results indicate that the smaller mismatch ∆𝜇 leads to larger growth 

rate without being sensitive to 𝑛 and 𝑀𝜃. 

4.3.2 Discrete spectra with respect to toroidal mode number 

For analyzing the beta effect on micro-instability more deeply, we investigated 

the linear real frequency and growth rate spectrum. Considering the great difference of 

beta dependence between mode 𝑛 = 10  and 𝑛 = 11 in 𝑞8 -case. The toroidal mode 

number is set to integers that changes continuously.  

 

 

Fig. 4-6 (a) linear real frequency, (b) growth rate, (c) the mode width, (d) the tilting angle 
as function of toroidal mode number 𝑛 for 𝑞2-case when 𝛽 = 0.2% 

 

For 𝑞2-case, we selected a low beta value, 𝛽 = 0.2%, for simulations due to the 

modes could have a relatively large growth rate. The results are shown in Fig. 4-6. For 

𝑛 ≥ 7, the ITG mode is unstable until TEM being driven, and its real frequency is 

changed as expected that increases proportionally toward ion diamagnetic direction as 

toroidal mode number 𝑛 increasing. But the growth rate is shown to be an oscillatory 
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function of 𝑛 , the toroidal mode number, treated as a continuous parameter. By 

investigating the electrostatic potential structures over poloidal cross section, we found 

that the oscillation also appears in mode width Δ𝑟 and tilting angle 𝜃𝑇 as shown in Fig. 

4-6 (c), (d). Furthermore, the higher growth rate corresponds to a narrower radial 

extension and smaller titling angle than those of adjacent modes. For example, in the 

modes 𝑛 = 13 14 15 16 17 18, the odd modes are more unstable than the even modes. 

The corresponding mode width Δ𝑟 is narrow and titling angle 𝜃𝑇 is small. On the other 

hand, the overall trend of change is in line with other ITG simulation that the linear 

growth rate is increased first and then reduced in general due to the finite Larmor radius 

(FLR) stabilizing effect. 

To understand the nature of drift wave in a flat safety factor profile such as 𝑞8-

case observed in Fig. 4-2 (a2) and (b2), we study how the eigen frequency of the mode 

(𝜔, 𝛾) and the radial location 𝑟𝑝 change with the toroidal mode number 𝑛. The results 

are shown in Fig. 4-7 (a1), (b1) and (c1), respectively, where beta value, 𝛽 = 1.8%, is 

chosen as an example. Overall tendency of above quantities (green line) exhibits typical 

features of linear ion drift waves characterized by 𝑘𝜃𝜌𝑖𝑇, which is proportional to the 

toroidal mode number 𝑛, i.e. the real frequency |𝜔| increases with 𝑛, while the growth 

rate 𝛾 shows a peak at 𝑛 corresponding to 𝑘𝜃𝜌𝑖𝑇~0.38 and is damped at larger 𝑛, and 

the mode location 𝑟𝑝 shifts outward with 𝑛. However, we observe an oscillatory nature 

with respect to the toroidal mode number 𝑛, which is not seen in the normal safety 

factor profile such as 𝑞2. This is considered to results from the non-resonant nature of 

infernal modes (IMs) discussed in Fig. 4-2 (a2) and (b2), where the form to extract 

instability free energy form the system is different from that in the resonance case. From 

the discussion in Fig. 4-2 (a2) and (b2), we found that the mismatch from the resonance, 

i.e. ∆𝜇, more sensitively influence on the eigen frequency (𝜔, 𝛾) than the toroidal mode 

number 𝑛. This leads to an idea that a certain set of discreate toroidal mode numbers 

{𝑛} yield similar values of ∆𝜇 ≡  𝑀𝜃 − 𝑛𝑞(𝑟𝑠) as discussed in the following, which 

then provides continuous eigen frequencies with no discontinuity and/or jump. Note 

that 𝑀𝜃 is considered to be determined to minimize the mismatch to the value |∆𝜇| <

1 to efficiently extract free energy of the instability.  

Based on this idea, we assume that the safety factor with a weak magnetic shear 

is described by 𝑞(𝑟) = 𝑞0 + 𝑞𝜇 + 𝛿𝑞(𝑟), where 𝑞0 is the constant integer whereas 𝑞𝜇 
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is also the constant but that of non-integer residual. 𝛿𝑞(𝑟) is the part that depends on 

the radus. In the present 𝑞8-case, 𝑞0 = 1 and 𝑞𝜇 = 0.34 are given, while 𝛿𝑞(𝑟) ∝ 𝑟8, 

which is small in core region. It is then found that ∆𝜇 ≡  𝑀𝜃 − 𝑛𝑞  with satisfying 

|∆𝜇| < 1 depends on the toroidal mode number 𝑛 and the non-integer residual 𝑞𝜇 with 

proper effective polodal mode number 𝑀𝜃 . Then the dispersion is allowed to be 

rearranged to primary groups 𝐺𝑖 , each of which is constituted by the descrete Δ𝑛 sets 

of the toroidal mode number prescribed by the arithmetic progression with Δ𝑛 as the 

common difference given by 𝑛𝐺𝑖
≡ {𝑖 + Δ𝑛 ∙ ℓ}  with 𝑖 = (1,2 ⋯ , Δ𝑛)  and ℓ =

(0,1,2 ⋯ ) , respectively. Here, we determine Δ𝑛  from 1 𝑞𝜇⁄  due to the condition 

|∆𝜇| ≤ 1.  

In the present case, 1 𝑞𝜇⁄ ~2.93 is given, so that Δ𝑛 = 3 is estimated, leading to 

three primary groups (𝐺1, 𝐺2, 𝐺3), each of which is prescribed by the set of toroidal 

mode number given by 𝑛𝐺1 = (1,4,7 ⋯ ) , 𝑛𝐺2 = (2,5,8 ⋯ )  and 𝑛𝐺3 = (3,6,9 ⋯ ) , 

respectively as shown in Table 4-1. Fig. 4-7 (a2), (b2) and (c2) show same results as 

Fig. 4-7 (a1), (b1) and (c1) while each quantity is connected with respect to the 

arithmetic progression in each group for the toroidal mode number 𝑛𝜎 following the 

above rule. Here, it is noted that 𝑛𝐺1
= 1 and 4 in group A and 𝑛𝐺2

= 2 in group 𝐺2 are 

absent since they are linearly stable modes.  

 

Fig. 4-7 ‘a’ linear real frequency spectrum, ‘b’ growth rate spectrum and ‘c’ the radial 
position of the electrostatic potential of 𝑞8-case for 𝛽 = 1.8%. The results that 
toroidal mode number is treated as consecutive integers are marked by number ‘1’ 
in left side. The figures marked by number ‘2’ in right side show the regrouped 
results. 
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It can be seen that oscillations in eigen-frequency (ω, 𝛾) and the mode radial 

location 𝑟𝑝 seen in Fig. 4-7 (a1), (b1) and (c1) disappear in each group, as expected, and 

then show continuous features except several discontinuities. The discontinuous jumps 

are seen in ω in Fig. 4-7 (a2) and 𝑟𝑝 in Fig. 4-7 (c2) inside the primary group 𝐺𝑖 as 𝑛G𝑖
 

changes, e.g. 𝑛G1
= 10 → 13  and 28 → 31 , 𝑛G2

= 23 → 26 , and 𝑛G3
= 15 → 18 , 

respectively.  

This jump is thought to be the discontinuous change of the mismatch ∆𝜇 in each 

primary group. This can be seen in Table 4-1, which shows the value of (∆𝜇, 𝑀𝜃, 𝑟𝑝) 

for three primary-groups (𝐺1, 𝐺2, 𝐺3)  with regrouped toroidal mode number 

(𝑛𝐺1
, 𝑛𝐺2

, 𝑛𝐺3
). Combining the discussion in Fig. 4-2 that the instability free energy 

source is regulated by the mismatch value. Therefore, assuming that the group with the 

same mismatch level ∆𝜇 constitutes the independent dispersion, we further rearrange 

each primary-group 𝐺𝑖 into sub-groups σ𝑖𝑗 with 𝑗 = (1,2 ⋯ ), so as the mismatch ∆𝜇 in 

each sub-group to have the same level. The entire dispersion is represented by the 

superposition of subgroups, i.e. 𝐺1 = {σ11,σ12 ⋯} (purple), 𝐺2 = {σ21,σ22 ⋯} (green), 

and 𝐺3 = {σ31,σ32 ⋯} (red), respectively. It is found that the growth rate spectrum of 

each sub-group forms a series of humps with largest growth rate in it. Meanwhile, it is 

of specific interest that the mode radial location 𝑟𝑝 shifts outward with 𝑛 as a whole as 

discussed above, while that inside each sub-group shifts inward with 𝑛 against the FLR 

effect, but it is the direction to acquire larger free energy around 𝑟𝑝~52 where modes 

𝑛𝐺2 = 11/14 in σ21 leads to the largest 𝛾 exist. This is also an evidence that the global 

dispersion is determined by the higher order global profile effect as the counterpart. 

Meanwhile, as seen in Fig. 4-8, the mismatch in the sub-group σ𝑖𝑗, both ∆𝜇 and ∆ℎ, 

shows a weak dependence on 𝑛𝐺𝑖, exhibiting a smooth function. Especially, the mode 

𝑛𝐺1 = 3 in the sub-group σ31, which is the first term of the arithmetic progression 

starting from the common difference Δ𝑛 = 3, exhibits the smallest mode mismatch 

∆𝜇~ − 0.02 (see Fig. 4-8 (a)). In addition, all modes in σ31 show almost the same 

helicity mismatch ∆ℎ~ − 0.07, indicating a single helicity nature localized at the same 

radial location 𝑟𝑝~47  (see Fig. 4-8 (b) and Fig. 4-7 (c2)), which influences the 

nonlinear dynamics. 
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According to this grouping, the overlap of dispersion takes place between σ𝑖𝑗 and 

σ𝑖𝑗±1 for the same toroidal mode number 𝑛 in the same primary group 𝑛𝐺𝑖
 where only 

the mode with the largest growth rate is observed in the simulation while secondary and 

tertiary unstable mode are masked. Here, we study the secondary unstable mode by 

applying the dynamic mode decomposition (DMD) method [87] to the simulation data 

for 𝑛 = 10, 31, 18, and 33. as plotted in Fig. 4-7 (b2) and (b3) (marked by read square), 

we successfully find the secondary unstable mode for the growth rate for them, which 

belong to the subgroup σ12 for 𝑛𝐺1
= 10 and 31, σ31 for 𝑛𝐺3

= 18, and σ33 for 𝑛𝐺3
=

33 , respectively, indicating that the sub-groups σ𝑖𝑗  are mutually independent as 

dispersion.  

Here, we again confirm the relation between the growth rate 𝛾 and mismatch ∆𝜇 

discussed in Fig. 4-2. The order of the subgroup 𝜎𝑖𝑗 and corresponding (𝑛ത𝐺𝑖
, ∆𝜇), i.e. 

the toroidal mode number with the largest growth rate in the sub-group and the 

corresponding mismatch is as follows in descending order, i.e. 𝜎21 with (11, 0.23), 𝜎12 

with (19, 0.43), 𝜎32with (24, 0.63), 𝜎22 with (29;  0.79), 𝜎13 with (34, 1.03), ⋯. The 

results clearly indicate that the maximum growth and mismatch are tightly correlated, 

i.e. the smaller mismatch ∆𝜇, the larger growth rate 𝛾 is, supporting the hypothesis. It 

is noted that the largest growth rates in each sub-group constitutes the envelope of the 

growth rate spectrum for the consecutive toroidal mode number 𝑛, which is consistent 

with the overall tendency shown by green lines in Fig. 4-7 (b1).  

Table 4-1 The regrouped modes in 𝑞8-case 

𝑮𝟏 𝐺2 𝐺3 

𝝈 𝜟𝜇 𝒏 𝑟𝑝 𝑴𝜽 𝝈 𝜟𝜇 𝒏 𝑟𝑝 𝑴𝜽 𝝈 𝜟𝜇 𝒏 𝑟𝑝 𝑴𝜽 

𝜎11 0.61 7 49.0 10 𝝈21 0.28 5 53.6 7 𝝈31 -0.02 3 47.5 4 

𝜎11 0.57 10 51.3 14 𝜎21 0.25 8 54.3 11 𝜎31 -0.05 6 46.8 8 

𝜎12 0.42 13 61.9 18 𝜎21 0.23 11 52.8 15 𝜎31 -0.07 9 46.8 12 

𝜎12 0.43 16 58.9 22 𝜎21 0.20 14 52.1 19 𝜎31 -0.09 12 46.8 16 

𝜎12 0.43 19 56.6 26 𝜎21 0.18 17 50.6 23 𝝈31 -0.12 15 46.8 20 

𝜎12 0.42 22 55.1 30 𝜎21 0.16 20 49.8 27 𝝈32  0.56 18 64.9 25 

𝜎12 0.41 25 53.6 34 𝜎21 0.14 23 49.0 31 𝜎32  0.58 21 62.7 29 

𝜎12 0.40 28 52.1 38 𝜎22 0.78 26 63.4 36 𝜎32  0.63 24 59.6 33 

𝜎13 0.96 31 64.2 43 𝜎22 0.79 29 61.9 40 𝜎32  0.62 27 58.1 37 

𝜎13 1.03 34 61.9 47 𝜎22 0.84 32 59.6 44 𝜎32  0.64 30 55.8 41 

𝜎13 1.09 37 59.6 51 𝜎22 0.89 35 56.6 48 𝜎32  0.66 33 53.6 45 

     𝜎22 0.94 38 53.6 52      
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Fig. 4-8 Mismatch for (a) mode number ∆𝜇 and (b) helicity ∆ℎ on {𝑛} and also regrouped 
𝑛𝐺1−3 corresponding to Fig.2 in 𝑞8-case with 𝛽 = 1.8%. The mode coupling of the 
modes 𝑛 = 11 14⁄  leading to 𝑛 = 3 by subtraction (S) and 𝑛 = 25 by addition (S) 
is shown as an example. 

 

 

Fig. 4-9 “a” linear real frequency spectrum, “b” growth rate spectrum and “c” the radial 
position of the electrostatic potential of 𝑞8-case for 𝛽 = 0.2%, 0.4%, 0.8%, 1.8% 
marked by number “1, 2, 3, 4” 

 

The present complicated results in flat q-profile 𝑞8(𝑟) do not only appear in high 

beta region 𝛽 = 1.8% but also low beta region as shown in Fig. 4-9, where beta is set 
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as 𝛽 = 0.2% 0.4% 0.8%.. Unlike the 𝑞2-case, even in large toroidal mode number 

region 𝑛 ≥ 40 there is no TEM being driven unstable whether beta is low or high. In 

general, it is found that, the amplitude of the oscillation in growth rate become large 

with 𝛽 increasing. As for another characteristic of frequency, what we can clearly see 

is that the real frequency is divided into two intervals in ion diamagnetic direction. The 

first is −2.0 < 𝜔𝑅0 𝑣𝑖𝑇0
⁄ < 0  and the second is −2.0 < 𝜔𝑅0 𝑣𝑖𝑇0

⁄ < 0 . More 

specifically, as the 𝛽  increasing, more modes shift from first interval into second 

interval and the modes of low toroidal mode number are more likely to be driven to the 

second interval. For example, when 𝛽 = 0.2% , there are only three modes 𝑛 =

11, 14, 17 in second interval as the Fig. 4-9 (a1), which is an arithmetic progression 

with a common difference of 3 due to 𝑞𝜇 = 0.34. This is supporting our hypothesis. 

When 𝛽 = 1.8%, all the modes are shifted into the second interval shown in Fig. 4-7 

(a1) or (a2). as the beta increases, the grouping method seems to become more feasible 

due to that the functions of real frequency and growth rate over toroidal mode number 

𝑛 become much smoother and the number of modes in some dominant sub-groups also 

increased. In addition, it is worth noting that the sub-group distributed in front of the 

spectrum, having relatively low toroidal mode number, become dominant. e.g., the 

group connected with a green dotted line in Fig. 4-9 (a4) (b4). 

 

Fig. 4-10 “a” linear real frequency spectrum, “b” growth rate spectrum and “c” ratio of the 
radial position of the electrostatic potential of 𝑞8-case for 𝑞𝜇 = 0.2 marked by 
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number, ‘1’ 𝑞(𝑟) = const. = 1.2 marked by number ‘2’.  

 

 

Fig. 4-11 “a” linear real frequency spectrum, “b” growth rate spectrum and “c” ratio of the 
radial position of the electrostatic potential of 𝑞8-case for 𝑞𝜇 = 0.25 marked by 

number, ‘1’ 𝑞(𝑟) = const. = 1.25 marked by number ‘2’. 

 

In previous dicussion, we divide the safety factor 𝑞(𝑟) into three parts as 𝑞(𝑟) =

1 + 𝑞𝜇 + 𝛿𝑞(𝑟). 𝛿𝑞(𝑟) in core region is very small but it is still meaningful which will 

be discussed later. The non-integer residual constant 𝑞𝜇  determines the common 

difference of toroidal mode number 𝑛 in groups, common difference Δ𝑛 ≅ 1 𝑞𝜇⁄ . This 

conclusion is confirmed by other two cases defined through shifting the 𝑞8 -case. 

Comparing with basic 𝑞8-case, the difference is only 𝑞𝜇, one is 𝑞𝜇 = 0.2 and another 

𝑞𝜇 = 0.25. The results are shown in figures marked by ‘1’ of in Fig. 4-10 and in Fig. 

4-11 respectively. As expected, the common difference Δ𝑛 = 5  and Δ𝑛 = 4 

respectively. 

Based on previous shifted flat q-profiles, we make the q-profiles flatter even a 

constant, 𝑞(𝑟) = 1.2  corresponds results marked by number ‘2’ in Fig. 4-10 and 

𝑞(𝑟) = 1.25 corresponds results marked by number ‘2’ in Fig. 4-11. Comparing the 

monotonic q-profile cases 𝛿𝑞′(𝑟) > 0  with the corresponding constant q-profiles 

𝛿𝑞(𝑟) ≡ 0, we found that the grouping phenomena in case 𝛿𝑞′(𝑟) > 0 is more well-



 82 
 

defined than that in case 𝛿𝑞(𝑟) ≡ 0. More specifically, the real frequency, growth rate 

and radial position of modes present smoother functions over toroidal mode number 𝑛 

and the numbers of modes in some dominant groups are more than that in cases 

𝛿𝑞(𝑟) ≡ 0. in addition, in cases with constant q-profiles, the real frequency of a few 

modes of large toroidal mode number still lands in the first interval −2.0 < 𝜔̅ < 0 even 

𝛽 = 1.8%. Combined with the difference of Δ𝑛 produced by different 𝑞𝜇, we consider 

that the KIM is sensitive to 𝑞(𝑟) . Moreover, the Manickam concluded [27] that 

oscillations to appear it is necessary to have both low shear and a large enough pressure 

gradient in the regions of low shear or a moderate pressure gradient with high 𝛽. To 

sum up, the instability has two degrees of freedom for given 𝛽: one is pressure gradient 

∇𝑝 and another is safety factor 𝑞. In the case of meeting a working pressure gradient 

∇𝑝, a very flat but monotonically increasing q-profile allows mode seeks a favorable 

magnetic surface within a certain range rather than a given fixed one by 𝑞(𝑟) = const 

as shown in Fig. 4-12. So that, the mode is driven better when 𝛿𝑞′(𝑟) > 0. 

 

Fig. 4-12 the working 𝑅0 𝐿𝑝⁄  area filled with light blue and corresponding safety factor 𝑞 

area filled with light red 

 

4.4 Nonlinear dynamics 

Here, we present the results of non-linear simulation for the normal safety factor 

profile 𝑞2  with 𝛽 = 2.4%  and that for the flat safety factor profile 𝑞8  with 𝛽 =

1.8% keeping consecutive toroidal mode number of 0 ≤ 𝑛 ≤ 31. Note that the 𝑞2-case 

corresponds to that of KBMs with resonant characteristics satisfying ∆𝜇 = 0 for all 

poloidal harmonics constituting ballooning type coupling as discussed in Fig. 4-2 (a1) 

(b1) and Fig. 4-3 (a1) (b1), while the 𝑞8 -case to that of KIMs with non-resonant 

characteristics, i.e. ∆𝜇 ≠ 0  with exhibiting oscillatory nature with respect to the 

toroidal mode number 𝑛 , which can be apparently eliminated by rearranging the 

toroidal mode number 𝑛 to groups and also sub-groups expressed by an arithmetic 
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progression with a common difference of Δ𝑛 as discussed in Fig. 4-7.  

 

Fig. 4-13 (a) Turbulent spectrum of electrostatic potential 𝐼 in 𝑞2-case with 𝛽 = 2.4% and 
𝑞8-case with 𝛽 = 1.8% on the toroidal mode number {𝑛}, (b) those divided to 
three primary groups for the 𝑞8-case on regrouped 𝑛𝐺1−3, (c) those same as (b) on 
regrouped 𝑛𝐺1−3 expressed by logarithmic plot. Dashed lines in (c) are fitting 
curves by 𝑛−0.3 and 𝑛−1.2. 

 

The turbulent spectrum of electrostatic potential averaged over a time in the 

quasi-steady state as a function of the toroidal mode number 𝑛 for both 𝑞2 and the 𝑞8-

cases as shown in Fig. 4-13, where horizontal axis, i.e. 𝑛, is denoted by the linear scale 

in Fig. 4-13 (a) including 𝑛 = 0 zonal components, while logarithmic scale in Fig. (c) 

excluding 𝑛 = 0 but including whole 𝑛. In the 𝑞2-case, contrary to the linear spectrum, 

which shows larger growth rate for 𝑛 = 18 − 22, disappear as discussed in Ref. [23,40], 

the energy is found to be inverse cascaded and condensate to lower mode numbers with 

a large fraction of zonal flows. As also seen in Fig. 4-13 (c), the spectrum changes the 

character at 𝑛~11 exhibiting different power laws by 〈|𝜙|2〉 ∝ 𝑛−0.3 for lower mode 

number, 𝑛 ≤ 12, while 〈|𝜙|2〉 ∝ 𝑛−1.2 for higher ones, 𝑛 ≥ 12. It is also noted that the 

mode of 𝑛 = 1~4 are linearly stable. A large fraction of zonal flows is considered to 

be responsible for the saturation of linear KBMs leading to a steady state turbulence 

incorporated with zonal pressure causing pressure relaxation, which are essentially 

same as those discussed in Ref. [40].  

In the 𝑞8-case, the general form of turbulent spectrum is similar to that in the 𝑞2-

case. Especially, the spectrum in the higher mode number region 𝑛 ≥ 14 follows a 

power law √〈|𝜙|2〉 ∝ 𝑛−1.2 similar to the 𝑞2-case as seen in Fig. 4-13 (c). However, 

the energy level for 𝑞8 is 2-3 times higher in the whole region of toroidal mode number. 

This is consistent with the observation that the growth rate for 𝑞8 is about three time 
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larger than that for 𝑞2. The difference is the oscillatory nature in lower mode number 

region of 𝑛 ≤ 14 as seen in Fig. 4-13 (a). Considering that the nature is correlated with 

those observed in the linear mode spectrum seen in Fig. 4-7, we also express the 

spectrum as the superposition of those corresponding to three primary groups 

(𝐺1, 𝐺2, 𝐺3) for the regrouped toroidal mode numbe (𝑛𝐺1, 𝑛𝐺2, 𝑛𝐺3),and the result are 

shown in Fig. 4-13 (b) and (c).  

As expected, the corrugated structure disappears while the spectrum is represented by 

three different smooth functions as seen in Fig. 4-13 (b) and (c). It is noted that no 

discontinuous jump is observed while all three spectra coincide for 𝑛 ≥ 12, indicating 

that the structure related to sub-group seen in the linear dispersion is disappeared in the 

nonlinear regime. Further analyses can be done based on Fig. 4-13 (c). That is, 𝐺1 is 

fitted by almost same two power laws as the 𝑞2 -case, i.e. √〈|𝜙|2〉 ∝ 𝑛−0.3  and 

√〈|𝜙|2〉 ∝ 𝑛−1.2, but with a knee at 𝑛~10. On the other hand, 𝐺3, starting from 𝑛 = 3, 

is represented by a sole power law √〈|𝜙|2〉 ∝ 𝑛−1.2 in entire region of 𝑛𝐺3
. 𝐺2 is rather 

expressed by a Gaussian-type exp(−𝑛2)  [88,89] for 𝑛 ≤ 14, above which it tends to 

√〈|𝜙|2〉 ∝ 𝑛−1.2, integrated with 𝐺1 and 𝐺3. Namely, three primary groups 𝐺𝑖 tightly 

couple with each other in higher mode number region of 𝑛 ≥ 14 , leading to the 

equipartition of turbulent anergy among them. Here, it is noted that linearly stable 

modes such as 𝑛𝐺1
= 1  and 4 in group 𝐺1  and 𝑛𝐺2

= 2  in group 𝐺2  show higher 

amplitudes in non-linear turbulent state together with the 𝑛 = 0 zonal flow component 

resulting from the nonlinear interaction, which is categorized in group 𝐺3.  

In Fig. 4-14, we show the electrostatic potential in a poloidal cross section in the 

cases of (a) 𝑞2 with 𝛽 = 2.4% and (b) 𝑞8 with 𝛽 = 1.8%, corresponding to those in 

Fig. 4-13 (a) and (c), where all toroidal numbers are contained besides the zonal flows, 

i.e., ∑ 𝜙𝑛(𝑟, 𝜃)𝑛≠0 , at the end of the quasi-steady state. In the normal 𝑞-profile, i.e., 𝑞2, 

a turbulent structure with mixed smaller scale eddies and those of relatively larger scale 

exhibiting weak ballooning characteristic can be seen. On the other hand, in the flat 𝑞-

profile, i.e., 𝑞8,a large-scale structure with 𝑛 = 3, so that 𝑀𝑝 = 𝑛𝑞~4, where small 

scale eddies are embedded, can be seen, while showing almost homogeneous 

distribution in the poloidal cross section with no ballooning characteristics. This feature 

is consistent with the heat and particle fluxes observed in Fig. 4-16 (a2) and (b2). 
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In Fig. 4-15, same electrostatic potential in the 𝑞8-case is shown as Fig. 4-14 (b) 

but divided into three primary groups 𝐺𝑗, i.e. 𝜙𝐺𝑗
(𝑟, 𝜃) = ∑ 𝜙𝑛(𝑟, 𝜃)𝑛=𝑛𝐺𝑗

. in (a), (b) 

and (c), respectively. The 𝜙𝐺3
 of group 𝐺3 in Fig. 4-15 (c) is found to be roughly same 

as Fig. 4-14 (b) since 𝑀𝑝 = 4 (𝑛𝐺3
= 3) is the dominant mode as discussed in the above. 

The 𝜙𝐺1
in Fig. 4-15 (a) shows a ballooning structure similar to 𝑞2-case in Fig. 4-14 (a), 

which is consistent with the result that both spectra of 𝑞2-case and 𝐺1 are composed of 

two power laws. On the other hand, 𝜙𝐺2
 in Fig. 4-15 (b) shows a multi-scale nature 

where radially localized eddies with the mode number about 𝑛~11(𝑀𝑝~14), which 

roughly coincides with the largest growth rate in sub-group 𝜎21 as seen in Fig. 4-7 (b2), 

appear inside around 𝑟 𝜌𝑖𝑇0
⁄ ~50 while radially extended large scale eddies outside.  

 

Fig. 4-14 Color maps of electrostatic potential of turbulence (a) in 𝑞2-case 𝛽 = 2.4% and 
(b) in 𝑞8-case marked by ‘2’. 

 

 

Fig. 4-15 Color maps of electrostatic potential of turbulence for (a) group 𝐺1, (b) group 𝐺2, 
(c) group 𝐺3 (a) in 𝑞8-case. 

 

Based on the turbulent spectrum shown in Fig. 4-13, we investigate the spectrum 
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of heat flux 〈𝑄n〉 and particle flux 〈𝛤n〉 with the toroidal mode number 𝑛 for both 𝑞2-

case 𝛽=2.4% ((a1) (b1)) and 𝑞8-case 𝛽 = 1.8% ((a2) (b2)) in Fig. 4-16, respectively. 

In the normal safety factor profile, i.e. 𝑞2, both 〈𝑄n〉 and 〈𝛤n〉 exhibit relatively broader 

distributions with maximum values at 𝑛 = 10. the heat flux is maintained by the mode 

around 𝑛 = 8~16 which is lower than that with larger linear growth rate around 𝑛 =

16~24, which shows weak inverse-cascade [23]. The heat flux 〈𝑄n〉 is found to be 

larger than the particle flux 〈𝛤n〉 (about 5 times), which is also considered to result from 

weak density gradient as set in Fig. 4-1. 

 

Fig. 4-16 The toroidal mode number spectrum of ‘a’ the ion particle flux 𝛤𝑖  and ‘b’ the ion 
heating flux 𝑄𝑖  of 𝑞2-case 𝛽 = 2.4% marked by ‘1’ and 𝑞8-case 𝛽 = 1.8% marked 
by ‘2’. 

 

In the flat safety factor profile, i.e. 𝑞8 , both 〈𝑄n〉  and 〈𝛤n〉  show corrugated 

structure in the region of lower toroidal mode number 𝑛 ≤ 12 as shown by dashed lines 

in Fig. 4-16 (a2) (b2), corresponding to those observed in the turbulent spectrum. 

Following the same procedure as that of turbulence, they can be expressed as the 

superposition of three primary groups (𝐺1, 𝐺2, 𝐺3), each of which exhibit contineous 

distribution and peaks at 𝑛 = 3 in group 𝐺3, 𝑛 = 11 in group 𝐺2, and 𝑛 = 10 in group 

𝐺1, respectively. Here, the heat flux 〈𝑄n〉 is found to be also larger than the particle flux 

〈𝛤n〉 (about 5 times) as the same reason in the 𝑞2-case. It is found that an order of 

magnitude larger heat and particle flux than those in the 𝑞2-case is induced by the 

-5.0x10
-4

0.0x10
0

5.0x10
-4

1.0x10
-3

1.5x10
-3

2.0x10
-3

 0  4  8  12  16  20  24  28  32

(a1)

<
Γ

n
>

0.0x10
0

2.0x10
-3

4.0x10
-3

6.0x10
-3

8.0x10
-3

1.0x10
-2

 0  4  8  12  16  20  24  28  32

(b1)

<
Q

n
>

n

-5.0x10
-3

0.0x10
0

5.0x10
-3

1.0x10
-2

1.5x10
-2

2.0x10
-2

 0  4  8  12  16  20  24  28  32

(a2)

<
Γ

n
>

0.0x10
0

2.0x10
-2

4.0x10
-2

6.0x10
-2

8.0x10
-2

1.0x10
-1

 0  4  8  12  16  20  24  28  32

(b2)

<
Q

n
>

n



 87 
 

components of low toroidal mode number around 𝑛𝐺3
= 3, which exhibits large scale 

structures around 𝑀𝑝 = 4, followed by 𝑛𝐺2
= 8 and 11, while the contribution from 𝐺1 

is small. It is noted that all primary groups 𝐺𝑖 are found to show the equipartition for 

𝑛 ≥ 14, reflecting the turbulent spectral discussed in Fig. 4-13 (c). 

Here, we discuss the origin of the characteristics of the turbulent spectrum in Fig. 

4-13 and resultant heat flux in Fig. 4-16 based on the nonlinear interaction among 

rearranged primary groups 𝐺𝑖 in the following. It is considered in Fig. 4-7 (b2) that the 

sub-group σ21 in the primary group 𝐺2 includes the modes with the largest growth rate 

among all sub-groups, i.e. 𝑛𝐺2
= 11 and 14, and dominantly supplies turbulent energy 

to the system, while 𝐺1 and 𝐺3, which include those with smaller growth rates in sub-

group σ12  ( 𝑛𝐺1
~9 ) and σ31  ( 𝑛𝐺3

~19 ), receive turbulent energy from 𝐺2 . It is 

interesting to note that any mode coupling resulting from the subtraction inside group 

𝐺1  and 𝐺2  leads to modes given by 𝑛𝐺3
= Δ𝑛 ∙ 𝑗 = 3, 6, 9 … ( 𝑗 = 1,2,3 … ) which 

belong to group 𝐺3. Among them, the mode 𝑛 = 3 is fundamental since the subtraction 

of any adjacent two modes in group 𝐺1 and 𝐺3, which are considered to provide larger 

contribution, connects to 𝑛 = 3. On the other hand, the mode coupling due to the 

addition inside 𝐺1 leads to the mode in 𝐺2 and vice versa, i.e. that inside 𝐺2 leads to the 

mode in 𝐺1, indicating that 𝐺1 and 𝐺2 exchange energy while no energy transfer to 

group 𝐺3. Meanwhile, any couplings inside 𝐺3, either subtraction or addition, leads to 

the own group 𝐺3. Namely, in the present non-resonant system characterized by three 

primary groups (𝐺1, 𝐺2, 𝐺3), the energy flow by 𝐺1 → 𝐺3 and 𝐺2 → 𝐺3 exists while the 

reverse process such as 𝐺3 → 𝐺1 and 𝐺3 → 𝐺1 is forbidden. It is then considered that 

the turbulent energy tends to condensate to the primary group 𝐺3, especially to the mode 

𝑛𝐺3
= 3, which is consistent to the results seen in Fig. 4-13 and Fig. 4-15. 

As we discussed, the primary group 𝐺3 leads to the power law spectrum with sole 

power law index as √〈|𝜙|2〉 ∝ 𝑛−1.2 in the entire region of toroidal mode number with 

no bending point as that of 𝐺1 and 𝐺2. This is also consistent with the above discussion, 

i.e., the turbulent energy is supplied predominantly to the mode 𝑛𝐺3
= 3 in 𝐺3 from 𝐺2 

along with 𝐺1 through nonlinear mode coupling. Then, the energy is forward-cascaded 

to higher mode numbers inside 𝐺3 assuming that the contribution due to the inverse 

cascade from linearly unstable mode around 𝑛𝐺3
= 9, which is smaller compared with 
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that in group 𝐺2, to lower mode number is small. The non-power law feature of the 

spectrum in group 𝐺2 is considered to be influenced by the presence of the linear free 

energy source. 

The global dispersion as the superposition of independent sub-groups σ𝑖𝑗 

distribute at different radial location with typical radial extent as seen in Fig. 4-7 (c2). 

Since they directly interact through the spatila dimension, the radial extent of the 

dispersion is considered to be a measure of the correlation length of resulting tubulence 

ℓ𝑐  instead of simple radial mode width ∆𝑟 . In the present 𝑞8 -case, ℓ𝑐 = 30~40  is 

estimated. 

The safety factor profile 𝒒(𝒓) = 𝟏 + 𝟎. 𝟐𝟓 + 𝜹𝒒(𝒓) in nonlinear simulation 

 

Fig. 4-17 The regrouped turbulent spectrum of electrostatic potential (a), (b) where 𝑛 in 
(a) is expressed by logarithmic plot. The regrouped particle and heating flux 
spectra of 𝑞8-case with 𝑞𝜇 = 0.25 are shown in (c) and (d) respectively. 

 

Based on the previous 𝑞8-case, we shift down the q-profile to that 𝑞𝜇 = 0.25 as 

we did in linear simulation whose results are shown in Fig. 4-10. As expected, the 

corrugated structure disappears while the spectrum is represented by four different 

smooth functions, as well as the particle and heating fluxes in Fig. 4-17. Due to the 
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selective and/or directional energy flow among primary groups, the turbulence of group 

𝐺4  ,starting from 𝑛 = Δ𝑛 = 4 , is dominant and represented by a sole power law 

√〈|𝜙|2〉 ∝ 𝑛−1.2 in entire region of 𝑛𝐺4
 as shown in Fig. 4-17 (a). it is similar to the 

group 𝐺3 in previous basic 𝑞8-case which 𝑞𝜇 = 0.34. The group 𝐺1 is fitted by two 

power laws those are √〈|𝜙|2〉 ∝ 𝑛−0.39 for 1 ≤ 𝑛 ≤ 9 and √〈|𝜙|2〉 ∝ 𝑛−0.98 for 13 ≤

𝑛 ≤ 29. The group 𝐺2 is also fitted by two power laws those are √〈|𝜙|2〉 ∝ 𝑛−0.44 for 

2 ≤ 𝑛 ≤ 16 and √〈|𝜙|2〉 ∝ 𝑛−1.62 for 18 ≤ 𝑛 ≤ 30. On the other hand, the group 𝐺3, 

which the most linear unstable modes 𝑛 = 11, 15 are belong to, is rather expressed by 

a Gaussian-type exp(−𝑛2) for 𝑛 ≤ 15. In general, the turbulence spectrum of 𝑞8-case 

with 𝑞𝜇 = 0.25 presents same characteristics as that in previous basic 𝑞8-case with 

𝑞𝜇 = 0.34.  

 

 

Fig. 4-18 Color maps of electrostatic potential of turbulence for (A) total, (a) group 𝐺1, (b) 
group 𝐺2, (c) group 𝐺3 (a) in 𝑞8-case with 𝑞𝜇 = 0.25. 

 

On the other hand, the figures (c) and (d) in Fig. 4-17 show that the particle and 

heating fluxes in each primary group also can be connected with relatively smooth 

function but the level of those fluxes is lower than those previous basic 𝑞8-case with 

𝑞𝜇 = 0.34 (in Fig. 4-16). The large difference in particle and heating fluxes spectra 

from previous basic 𝑞8-case is that the group 𝐺4 is no longer main contribution source, 

instead, the group 𝐺3 dominates the particle and heating fluxes. The highest heat flux 
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is driven by the mode 𝑛 = 11 which is most unstable mode in linear phase as shown in 

Fig. 4-10 (b4). This difference can be explained by investigating the electrostatic 

potential structure on poloidal cross-section shown in Fig. 4-18. In Fig. 4-18, the total 

electrostatic potential is shown in (A) and the each primary groups’ 𝜙𝐺𝑗
(𝑟, 𝜃) =

∑ 𝜙𝑛(𝑟, 𝜃)𝑛=𝑛𝐺𝑗
, is in (a) (b) (c) (d) in turn. The 𝜙𝐺1

 in Fig. 4-18 (a) consists of some 

small-scale structures and shows a weak ballooning structure. From 𝐺1  to 𝐺4 , the 

structure of electrostatic potential tends to become large-scale and non-ballooning. 

Especially, the 𝜙𝐺4
 of 𝐺4 in Fig. 4-18 (d) is found to have roughly largest scale structure 

whose poloidal mode number 𝑀𝑝 = 5 (𝑛𝐺4
= 4) is the dominant mode as discussed in 

the above. But the radial structure was interrupted around 𝑟 𝜌𝑖𝑇0
⁄ ~50, especially at bad 

curvature side. On the other hand, the 𝜙𝐺3
 of 𝐺3 in Fig. 4-18 (c) shows a clear structure 

with the mode number about 𝑛~11(𝑀𝑝~14) , which is consistent with the largest 

growth rate in as seen in Fig. 4-10 (b4). Another important feature is that the 𝜙𝐺3
 of 𝐺3 

exhibits much more extended structures in radial direction which could drive large 

transport. 

4.5 Conclusion 

Linear and nonlinear evolution of micro-instability and associated turbulent 

transport are studied by means of the electromagnetic version of gyro-kinetic based 

global toroidal system GKNET using 𝛿𝑓 method for plasmas with a nearly flat safety 

factor profile around the half minor radius as 𝑞(𝑟 = 𝑎 2⁄ )~𝑞0 + 𝑞𝜇, where 𝑞0 and 𝑞𝜇 

are integer and non-integer residual constant parts, respectively, where the magnetic 

shear is 𝑠̂~0. In such plasmas, non-resonant modes localized around the radial region 

of the maximum pressure gradient become linearly unstable in the wider region of 𝛽-

value, which is similar to those found in a reversed safety factor profile referred to as 

infernal modes (IMs). The associated linear dispersion and non-linear turbulent 

spectrum show hardly deterministic complex corrugated structures for the consecutive 

toroidal mode number 𝑛 resulting from a quasi-random distribution of the resonance 

mismatch ∆𝜇 ≡ 𝑀𝜃 − 𝑛𝑞𝑐 which prescribes the free energy.  

Such a structure is disappeared by rearranging the dispersion to primary groups 

𝐺𝑖 and further sub-group σ𝑖𝑗 for discrete Δ𝑛 sets of the toroidal mode number 𝑛𝐺𝑖
 given 

by the arithmetic progression with Δ𝑛 as the common difference which is determined 
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by the non-integer residue of the constant safety Δ𝑛~ 1 𝛿𝑞𝜇⁄ . Here, the sub-group σ𝑖𝑗, 

by which the linear dispersion is reordered by the superposition, is obtained by further 

regrouping each primary-group 𝐺𝑖 so as the modes within it to have the same level of 

free energy.  

The regrouped discrete dispersion leads to a new class of hierarchized turbulence. 

That is, all nonlinear coupling pairs due to the subtraction of any modes inside same 

primary group 𝐺𝑖  connect to the modes of 𝑛𝐺Δ𝑛
 in specific primary group 𝐺𝑖=∆𝑛 

indicating that the energy flow among primary groups is selective and/or directional. It 

is specifically noted that all adjacent two modes in each primary group, which is 

considered to provide a large contribution, connect to the lowest mode 𝑛𝐺Δ𝑛
= Δ𝑛, to 

which the energy tends to be condensated. Each priANISmary group then forms a 

quasi-independent spectrum regurated by differnet enegy enegy flows, both input and 

output, so that the entire spectrum is constituted by their superposition. In the present 

basic 𝑞8-case with 𝑞𝜇 = 0.34, the large amount of energy is condensated to 𝑛𝐺3
= 3, 

which exhibits a quasi-coherent large scale homogenized structure mixed with those 

with smaller scales. The concept of regrouped discrete dispersion and selective 

turbulence is considered to provide the basis to understand the turbulent transport in 

advance operation leading to higher confinement state.  

 The particle and heat fluxes are induced as a superposition of continuous 

turbulence spectrum corresponding to the groups, while the low mode number of 𝑛 =

Δ𝑛 , which is weakly unstable in linear regime provides larger fluxes, exhibiting an 

oscillatory nature with respect to toroidal mode number. In contrast to the normal safety 

factor profile such as the 𝑞2-case, the turbulent exhibits quasi-coherent homogeneous 

structure predominantly regulated by the poloidal mode number given by 𝑚 =

Δ𝑛(𝑞0 + 𝑞𝜇) incorporated with small scale turbulent eddies. 

 The transport in plasmas with flat safety factor profile where the turbulence is 

induced by a non-resonant free energy source regulated by the mismatch form the 

resonance condition, i.e. ∆𝜇 ≡ 𝑀𝜃 − 𝑛𝑞0 is higher than that with normal safety factor 

profile in spite of the large fraction of zonal flows in KIMs. In the present simulation, 

we studied the turbulent transport in a global toroidal geometry where the effect of 

global profile variation is taken into account self-consistently while used a 𝛿𝑓-scheme 

where a quasi-static equilibrium with no neo-classically determined radial electron field. 



 92 
 

Studies of transport barrier formation which are found to be emerged in plasmas with 

flat and/or reversed safety factor profile, where self-consistent evolution of background 

profile incorporated with quasi-static radial electric coupled with zonal flows. These 

are our next target which is discussed in subsequent papers. 
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5 Summary and discussion 

5.1 Summary 

This work started with a question for an abundant and environmentally friendly 

source of energy at an affordable cost. Tokamak, a toroidal magnetic confinement 

system for fusion plasma, is considered to be a main away to achieve controlled nuclear 

fusion. For overcoming the electrostatic repulsion, the charged particles must be heated 

to have very high temperature by using NBI and/or ECRH. The gradients of density 

and temperature will provide the free energy to drive various types of drift modes 

categorized as micro-instability like ITG mode and TEM which are the candidates 

causing anomalous transport and then degrading the confinement performance. 

Additionally, it is confirmed that these micro-instabilities are influenced by the 

auxiliary heating through the modification of distribution function in velocity space. 

On the other hand, as a magnetic confinement system, the magnetic field in tokamak 

defined by the safety factor and magnetic shear plays a central role since they regulate 

the mode structure predominantly. In standard tokamak operation, a normal safety 

factor profile increasing radially induces a ballooning type mode, such as TEM and ITG 

mode, by the toroidal coupling between adjacent poloidal harmonics. The eigenvalue 

is determined by the local dispersion in the lowest order and the spatial structure in the 

first order determined by the global profile variation. 

By separating the temperature into parallel and perpendicular parts in GKNET 

which are expected to describe briefly the modification of distribution function in 

velocity space induced by NBI and ECRH, in the plasma with a normal safety factor 

profile we found that the ITG mode is suppressed obviously by higher ion perpendicular 

temperature but independent on electron perpendicular temperature, and TEM is 

enhanced significantly by being increased electron perpendicular temperature but 

independent on ion perpendicular temperature. It's interesting that a new type of density 

gradient driven drift mode exhibiting low real frequency shows a hybrid feature mixing 

ITG mode and TEM. This low frequency instability could be enhanced by higher ion 

perpendicular temperature and suppressed by higher ion perpendicular temperature 

which is consistent with the experiment results on HL-2A. The low frequency 

instability was suppressed when only NBI is implemented, thereby, a ITB is built. But 
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the following more powerful ECRH enhances the instability and then leads the collapse 

of ITB even the NBI was being kept.  

In advanced operation for accessing high performance plasmas with steep 

pressure gradient, plasmas with nearly flat or reversed safety factor profile where the 

magnetic shear vanishes is established. Due to the lack of the resonance, the instability 

becomes to be an infernal type of non-resonant mode rather than the ballooning type 

mode. The ballooning theory is invalid since no counterpart to determine the eigenvalue 

in the lowest order exists, and higher order non-local effect associated with the global 

profile variation plays an essential role. The associated linear dispersion and non-linear 

turbulent spectrum show hardly deterministic complex corrugated structures for the 

consecutive toroidal mode number 𝑛. Here, based on the resonance mismatch ∆𝜇 ≡

𝑀𝜃 − 𝑛𝑞  prescribing the free energy, we present a law prescribing the system by 

regrouping the toroidal mode number and corresponding global dispersion using the 

arithmetic progression by properly choosing the common difference which is 

determined by the non-integer residue of the constant safety Δ𝑛~ 1 𝛿𝑞𝜇⁄ . The 

regrouped dispersion leads to a new class of turbulence regulated by quasi-independent 

hierarchized spectra due to the selective and/or directional enegy flows. The concept 

explored here provides the fundamental basis to understand the turbulent transport in 

advance operation where non-local and non-diffusive play an important role. 

5.2 Future work 

In the present simulations, the parameter 𝛬 = 𝑇⊥ 𝑇∥⁄  is introduced into 

background equilibrium distribution function to stand for the effect of auxiliary heating 

such as NBI ECRH ICRH which means that all the background plasma is heated in 

same level. However, in experiments, the power of auxiliary heating is deposited in 

narrow region in radial direction and the deposition location is crucial for foot position 

of ITB usually. Therefore, the flux-driven simulation with a certain power deposition 

profile using the full-𝑓 version of GKNET should be considered to make the realistic 

simulation. On the other hand, the low frequency instability is found to exhibit a hybrid 

feature mixing ITG mode and TEM but limited in linear analysis. The corresponding  

nonlinear dynamics will be investigated to understand the role of the mode on the 

transport in nest step.  

When safety factor profile become extremely flat, the dispersion can be 
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rearranged into Δ𝑛 groups whose toroidal mode is given by the arithmetic progression 

with common difference Δ𝑛 = 1 𝑞𝜇⁄ . In all cases to date, the constant part of safety 

factor, 1 < 𝑞0 + 𝑞𝜇 < 2 . For exploring the mechanisms of grouping behind, it is 

necessary to make the 𝑞0 + 𝑞𝜇 < 1 or 𝑞0 + 𝑞𝜇 > 2 in future simulations.  

In all simulations of this thesis, we used a 𝛿𝑓 -scheme where a quasi-static 

equilibrium with no neo-classically determined radial electric field. Nevertheless,  

transport barrier formation is found to be emerged in plasmas with flat and/or reversed 

safety factor profile, where self-consistent evolution of background profile incorporated 

with quasi-static radial electric field coupled with zonal flows. These are our next target 

which will be discussed in subsequent works. 
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