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Abstract

The transition to an intelligent, reliable and efficient smart grid with a high penetration

of renewable energy drives the need to maximise the utilisation of customers’ demand

response (DR) potential. More so, the increasing popularity of smart meters deployed

at customers’ sites provides a vital resource where data driven strategies can be adopted

in enhancing the performance of DR programs. This thesis focuses on the development

of new methods for enhancing DR in smart grids using big data analtyics techniques on

customers smart meter data. One of the main challenges to the effective and efficient roll

out of DR programs particularly for peak load reduction is identifying customers with DR

potential. This question is answered in this thesis through the proposal of a shape based

clustering algorithm along with novel features to target customers. In addition to targeting

customers for DR programs, estimating customer demand baseline is one of the key chal-

lenges to DR especially for incentive-based DR. Customer baseline estimation is important

in that it ensures a fair knowledge of a customers DR contribution and hence enable a fair

allocation of benefits between the utility and customers. A Long Short-Term Memory

Recurrent Neural Network machine learning technique is proposed for baseline estima-

tion with results showing improved accuracy compared to traditional estimation methods.

Given the effect of demand rebound during a DR event day, a novel method is further

proposed for baseline estimation that takes into consideration the demand rebound effect.

Results show in addition to customers baseline accurately estimated, the functionality of

estimating the amount of demand clipped compared to shifted demand is added.
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Chapter 1

Introduction

The increasing urgency and drive towards a carbon neutral global society has led to an

increased volume of research across various disciplines targeted at reducing carbon foot-

print. According to the European Environmental Agency (EEA), energy supply accounted

for 29.3% of the global greenhouse gas emissions as at 2014 [1]. The high proportion of

emissions from energy supply makes it a particularly important sector of focus for carbon

reduction. One of the major drive to achieve emissions reduction in the energy sector is the

move to adopt increased utilisation of renewable energy sources in place of energy supply

associated with high carbon footprint like coal. In order to keep global emissions down

year on year, aside from increasing the renewable source portion of the energy mix, it is

important that this increase compensate for rises in demand. According to the International

Energy Agency (IEA), despite the increased renewable portion of energy supplied in 2018

compared to 2017, CO2 emissions rose by 1.7% [2]. This rise was due to the increase in

demand which mainly resulted from extreme temperatures and economic growth.

Aside increasing the renewable energy mix, the transition of the electricity grid to a

smart grid is very important to support the changing energy mix. The transition to smart

grids is importatant to enable smart decision making especially to mitigate against the non-

dispatchable nature that characterises renewable energy sources like wind and solar. Smart

1
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grids refer to the next generation of electricity networks that integrate the functionality of

smart sensors, two-way communication technologies and computational intelligence to

enhance the reliability, sustainability and efficiency of power generation, transmission,

distribution and consumption [3]. In conceptualising smart grids network, the National

Institute of Standards and Technology (NIST) highlights seven major domains which are

customers, markets, service providers, operations, bulk generation, transmission and dis-

tribution. The role of customers in smart grids comes from their flexiility in demand and

this is enabled through demand response (DR). The Federal Energy Regulatory Commis-

sion (FERC) defines DR as “changes in electric usage by demand-side resources from

their normal consumption patterns in response to changes in the price of electricity over

time, or to incentive payments designed to induce lower electricity use at times of high

wholesale market prices or when system reliability is jeopardized” [4]. DR involves re-

duction of energy consumption at peak periods through load curtailment strategies (peak

clipping), demand shift from peak period to off-peak period (load shifting) and aiding

off-peak consumption through storage devices such as rechargeable batteries and elec-

tric vehicles (EVs) (valley filling) [5]. Smart grids provide an efficient platform where

customers not only consume electricity but also play an important role in achieving an

optimal operation of the overall smart grids through their participation in DR programs,

and customer site distributed generation and storage.

The increasing popularity of smart meters at customer sites provides a huge resource

for insight discovery as customers demand patterns can be studied and analysed for the

purpose of enhancing their role in demand and supply balance. The importance of elec-

tricity demand and supply balance is not limited to available resources but also includes

managing supply equipment constraint, enhancing the integration of renewable sources,

lowering emissions and enabling an efficient system all through the stages of power flow.

The advancement in computing technologies makes the need for the development and im-

plementation of data analytics techniques paramount as value can be extracted from the
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data generated and collected through the electricity network. The key focus of this the-

sis is the development and implementation of data analytics techniques to enhance the

performance of DR in smart grids.

The large size and heterogeneous properties of data sets especially at utility scale cre-

ate the need for a robust data management system and novel data analytics solutions for

knowledge extraction. The framework of big data technologies for utility applications is

illustrated in Fig. 1.1. Data measuring devices including smart meters and network sensors

make up Layer 1. The produced data is communicated to relevant node(s) in the network

by using state-of-the-art two-way communication technologies in Layer 2. A robust data

management system that manages and integrates the collected data is represented in Layer

3. Knowledge extraction which involves the application of big data analytics techniques

is implemented in Layer 4. Layer 5 represents the utility applications, which refer to DR

in this thesis.

Figure 1.1: The framework of big data technologies for utility applications in smart grids.

1.1 Problem Statement

The increasing usage of smart meters at customer sites provides a vital opportunity for

network operators to efficiently manage and target customers for DR programs. Prior to

the widely use of smart meters, customers are usually recruited for DR programs through
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cost information on their bills, geographical area and monthly power consumption. These

information cannot reflect a consumer’s demand characteristics at a fine grain scale (e.g.

second, minute, hourly interval), making the targeting of consumers for peak load reduc-

tion inefficient. Smart meters can provide the consumers’ energy consumption data in real

time giving opportunity for DR specific insight discovery. The knowledge derived through

the analysis of customers smart meter data can give network operators opportunities to in-

telligently deploy targeted DR programs based on customers suitability and flexibility. A

high participation of highly flexible consumers in DR programs is expected to enhance the

grid transformation especially given their ability to contribute to mitigating the intermit-

tent nature of renewable energy sources. In targeting customers for DR programs aimed

at peak load reduction, there is a need to group customers based on their demand pro-

file characteristics and also provide a ranking feature on each customer to meet demand

curtailment target.

Aside targeting customers for peak load reduction, one of the main opportunities for

enhancing DR performance in smart grids is in baseline estimation. Customer baseline

refers to the demand a customer would have had if they did not participate in a DR event.

Customer baseline estimation is important as it helps in estimating how much demand is

reduced by a customer during a DR event. This estimation ensures the benefits of demand

reduction is fairly shared between the customers and the electricity supplier. During a DR

event, demand reductions usually come as both clipping and shifting. Demand clipping

is when demand is directly reduced during DR period. A shift in demand is when the

amount of demand reduced during the DR period is moved to other periods. Demand shift

can give rise to what is known as the rebound effect and taking this into account can help

improve the accuracy of baseline estimation.

This thesis focuses on answering the problem of how customers should be targeted

for peak reduction; methodology for customer baseline estimation with a very important

feature of taking the demand rebound into consideration.
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1.2 Research Contributions and Publications

Based on the research work done in this thesis, the following contributions and research

publications are presented as follows:

• A comprehensive survey of big data analytics and its application in literature is pre-

sented in chapter 3. Big data analytics techniques are classified into three main

classes which are Supervised, Unsupervised and Reinforcement learning. The ap-

plications of the various techniques in demand response and electric vehicle load

integration are discussed.

• A novel methodology is proposed for targeting customers for peak load reduction as

well as local peaks. k-medoid with dynamic time warping distance measure is pro-

posed as the clustering technique to cluster customers profile. The representational

nature of k-medoid and the shape based characteristics of the dynamic time warping

distance measure makes the methodology of specific application to the problem of

targeting customers for peak load reduction. Results shows an improved targeting of

customers compared to existing methodology. The contents of this chapter is partly

published in the conference paper below:

- J. Oyedokun, S. Bu, Y. Xiao, and Z. Han, “Smart meter data characterization

and clustering for peak demand targeting in smart grids,” in Proc. of IEEE PES

Innovative Smart Grid Technologies Conference Europe (ISGT Europe), Sarajevo,

Bosnia and Herzegovina, Oct. 2018.

• A customer baseline estimation methodology is proposed using the Long Short-

Term Memory Recurrent Neural Network technique. Historic demand data within

the DR event time span is used to train the LSTM model and proposed estimation

takes in data of a defined number of previous like-days for estimating customers

baseline for the DR event period. This proposed methodology takes a targeted ap-
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proach of estimating for the DR period rather than the traditional approach of esti-

mating the customer demand profile for the whole day. The contents of this chapter

is published in the conference paper below:

- J. Oyedokun, S. Bu, Z. Han, and X. Liu “Customer baseline load estimation for

incentive-based demand response using long-short term memory recurrent neural

network,” in Proc. of IEEE PES Innovative Smart Grid Technologies Conference

Europe (ISGT Europe), Bucharest, Romania, Sep. 2019.

• A control based residential customer baseline estimation methodology that takes

into consideration the DR rebound effect is proposed. Customers are clustered based

on the similarity of their demand profile and the demand of non participating DR

customers are utilised in estimating the demand of DR participating customers. The

proposed methodology not only estimates the amount of demand reduction during

DR but also estimates the demand clipped and demand shifted.

1.3 Thesis Layout

The rest of the thesis is organised as follows:

• Chapter 2 presents a literature review on DR. The review focuses on programs for

DR; DR models and DR benefits.

• Chapter 3 presents a review of big data analytics and its application to DR and EV

load integration to smart grids. The features as well as the various classification of

big data analytics are also presented.

• Chapter 4 presents the proposed methodology for targeting customers for peak de-

mand reduction as well as local peak DR.

• Chapter 5 presents the proposed estimation methodology for customer baseline us-

ing the Long Short-Term Memory Recurrent Neural Network technique.
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• Chapter 6 presents the proposed control based estimation of customer baseline esti-

mation methodology that takes into consideration the demand rebound effect.

• Chapter 7 presents the conclusion of the thesis as well as areas for future work.



Chapter 2

Demand Response in Smart Grids

Demand response refers to a change in the electricity usage of a consumer in response

to price changes in electricity or incentive payment for the purpose of achieving a match

to supply and meet network constraint requirements. Demand response generally involve

load reduction and shifting from periods of DR events to non-DR events.

In actualising the smart grids objectives, the role of DR cannot be underestimated. The

high level of renewable energy in the power supply mix makes flexible assets a key element

in achieving supply/demand balance as well as ensure a stable and reliable electricity

network. The flexibility of DR will play a significant role in meeting the flexibility needs

accompanied by increasing renewable energy.

One of the key focus of this research is identifying and estimating DR resources for

meeting DR needs in smart grids.

Demand response (DR) in smart grids is discussed under three main topic headings

below which are DR programs; DR models and DR benefits.

2.1 Demand Response Programs

DR programs refer to motivating measures used by power utility to incentivize users to

reschedule their demand from time to time [6]. The aim of the programs is to shape the

8
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customers’ demand characteristics to improve reliability of the grids, increase renewable

energy integration, and enhance operational efficiency of the grids. DR programs can be

categorized into price-based DR programs and incentive-based DR programs based on the

motivation methods offered to consumers for their efforts to reduce or shift their energy

demand [7].

2.1.1 Price-Based DR Programs

These DR programs aim to change electricity demand characteristics of the customers

from normal usage pattern using time-varying electricity prices. Customers and utility

companies can benefit from DR programs in terms of bills savings and reduced cost of op-

eration, respectively. The extent to which customers respond to varying electricity prices

mainly depends on their energy consumption habits. Recent literature on price-based im-

plementation of DR in smart grids involves minimizing utility cost and maximizing cus-

tomer satisfaction. Recent work in [8] presented the design of a price-based DR program

to minimize the utility cost by using the state-of-the-art prediction method of customer de-

mand based on historic consumption data. A price-based DR strategy for multi-zone office

buildings was proposed in [9] to co-optimize the energy cost of heating, ventilation, and

air conditioning (HVACs) and the thermal preference of each occupant. An optimization

framework was proposed in [10] for energy cost minimization and customer convenience

maximization based on price-based DR programs.

Price-based DR programs can be classified into time-of-use pricing (ToU) programs,

critical peak pricing (CPP) programs, real-time pricing (RTP) programs, and inclining

block rate (IBR) programs [6].

ToU

This refers to two or more fixed energy price rates, which vary across periods of the day

and different seasons of a year [6]. Prices are usually released ahead of time and keep
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unchanged for a long period of time. The time blocks can be represented differently at the

different places. For example, the time blocks are represented as on-peak, mid-peak and

off-peak periods in Ontario, Canada [11], whereas ToU features in on-peak (daytime) and

off-peak (night time) as described in the Economy 7 tariff plan in the UK [12]. Prices are

higher during on-peak time intervals and lower during off-peak time intervals. Minimizing

electricity bills can serve as a motivating factor for consumers to shift deferrable loads to

off-peak or mid-peak periods. The price rate for each time interval can be changed from

season to season depending on the seasonal cost of electricity generation and supply. A

radical type of ToU pricing is zero pricing or negative pricing, which means that it is

free for customers to consume electricity or customers will be paid to consume electricity

during this time period. An increasing number of renewable sources feeding into the

grid have made negative prices increasingly common. In [13] the case for zero pricing is

presented in comparison to the traditional ToU pricing program with its effectiveness in

motivating users to participate in DR programs argued.

CPP

This kind of pricing schemes are very similar to ToU except that a much higher rate can

be applied for certain days when reliability of the grids is likely to be jeopardized [14]. In

general, the much higher peak price takes place only for a limited number of days within

a year, when the demand is extremely high. An example of CPP is the Tempo tariff in

France [15], where six rates of electricity pricing are used based upon the particular days

and hours of use. Days over the year are divided into three groups, which are colour coded

into blue, white and red, respectively [15]. Each day also has normal and off-peak periods.

Within a year, there are 300 blue days with a low electricity price, 43 white days with a

medium electricity price, and 22 red days (critical days) with a high electricity price [15].

The exact colour for a day is determined by the electricity provider based on the forecast

of electricity demand for that day and load situation of the electricity network, and then
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informed to the customers each previous night. A pilot study in [16] shows a 45% and 15%

reduction in daily consumption on a red day and white day, respectively, compared to that

on a blue day. This result gives an indication of how consumers are likely to adjust their

consumption pattern giving high peak prices during critical days, hence a high chance of

guaranteeing system reliability.

RTP

RTP is a pricing scheme where each time period (usually every 15 minutes or hourly) has

a different electricity price determined by the supplier usually depending on the wholesale

market prices [5]. Customers receive price information ahead of time (usually 1 hour

ahead or day-ahead hourly pricing), and then adjust their demands with respect to the

received price signals and their energy consumption habits. The need for continuous price

information from the utility and consumption level feedback from the consumers makes a

two-way communication utmost important in RTP implementation. Smart meters provide

two-way communication capability, and hence make their deployment key to the wide

spread implementation of RTP.

IBR

This kind of programs are designed with a multi-level rate structure corresponding to how

much electricity a user consumes [5]. Customers are rewarded with a lower electricity rate

for consuming electricity below a defined threshold. IBR promotes conservation as con-

sumers’ objectives of cost minimisation and comfort are met. IBR motivates consumers

to distribute their demand across different times of a day to avoid higher rates thereby,

reducing the peak-to-average ratio in the grid.
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2.1.2 Incentive-Based DR Programs

These refer to programs that offer customers incentives to reduce their electricity demand

during a period of supply shortfall and system stress. These incentives can be in ad-

dition to or separate from electricity prices, and the incentive amount can be fixed or

time-varying [7]. Incentive-based DR programs can be divided into classical programs

and market-based programs [7]. Classical programs involve schemes in which customers

are awarded bill credits or discounted rates for participating the programs [7]. Classical

programs include direct load control (DLC) programs and interruptible/curtailable (I/C)

load programs. In market-based programs, participating customers are rewarded finan-

cially depending on how much load they curtail during the critical network conditions [7].

Market-based programs include demand bidding programs, and emergency demand re-

duction programs [7].

DLC Programs

These refer to the programs where customers’ electrical appliances (e.g. water heater,

HVACs) are remotely controlled, e.g., turned off whenever needed by the utility in return

for incentive payments. This kind of schemes require direct access to customer equipment

by the utility company, which makes DLC highly dispatchable in meeting network and

supply constraints compared to other DR schemes.

I/C Load Programs

Utilities request a pre-determined level of curtailment from enrolled customers. Incentives

takes the form of rate discount or upfront payments. Customers might receive penalties

according to the terms of conditions if they do not meet their load reduction commitment.
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Demand Bidding Programs

In this kind of programs, customers bid to curtail electricity use during peak demand and

system stress [7]. The bid would normally include the demand reduction capacity of the

customers and their requested prices. Participating customers are usually large consumers

who offer bids in the electricity wholesale market [17]. Customers with low electricity

consumption can also participate through a third party that aggregates their curtailment

and represents them to bid [5].

Emergency Demand Reduction Programs

Incentive payments are provided to users in response to their curtailment during system

emergency situation and when the grid is out of reserve. Demand reduction by larger

electricity users can provide auxiliary services to the utility by acting as virtual spinning

reserves [5].

2.2 Demand Response Models

In DR applications, utility functions, cost functions [5], or a combination of both have been

widely used in literature to model the behaviours of the users and power utility. The need

to reduce carbon emissions of power systems in view of meeting overall carbon emission

targets presents the need for a carbon emission function in DR modelling. Therefore, in the

following, carbon emission functions for DR in smart grids is introduced and formulated.

2.2.1 Utility Functions

A utility function describes the level of satisfaction users obtain as a function of their

energy usage, which is non-decreasing and concave [5]. Different utility functions are used

to represent the behaviours of different users. Quadratic utility functions are commonly

used to model consumers’ utility as it is non-decreasing and its marginal benefit to the
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consumer is linearly decreasing [18] [19] [20]. Other utility functions can also be used for

DR if they meet the following two properties [21].

• Utility functions are non-decreasing: This means users prefer to consume more elec-

tricity until the desired level of electricity consumption is met [21].

• The marginal benefit to the customer is a non-increasing function: This implies that

the utility function is concave and the comfort obtained by the user will saturate

as soon as the desired energy consumption level is reached. The participation of

various customers’ load components depends on their load flexibility and how they

impact customers’ utility level during DR events. Residential loads can be classified

into thermostatically controlled loads (TCLs), urgent non-TCLs, non-urgent non-

TCLs and battery-based loads, and work in [22] proposed models to describe the

level of flexibility of each load type.

2.2.2 Cost Functions

This kind of functions represent the cost of electricity generation and delivery by the power

utility, which is increasing and strictly convex [21]. Price-based DR can be modelled with

cost functions describing the characteristics of energy cost in response to level of demand.

Two properties of cost functions are outlined for modelling DR as follows [5]:

• Firstly, the energy cost continually increases with the increase of demand.

• The marginal cost of the power utility is increasing.

Examples of cost functions that satisfy these two properties are piece-wise linear functions

and quadratic functions.

2.2.3 Carbon Emission Functions

Carbon emission functions are introduced here for DR to maximize the use of renewable

energy. Depending on the level of renewable energy penetration in the grid per unit time,
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carbon footprint per unit energy consumption varies. On-site generation (e.g photovoltaic

(PV), wind) can reduce carbon footprint. DR and energy storage can also enhance the

deferment of consumption from time periods of higher carbon emissions with low renew-

able energy penetration to those of lower carbon emissions with high renewable energy

penetration. The two properties of the carbon emission functions that can be used for DR

are defined as follows:

• The amount of carbon emissions is non-decreasing as demand increases.

• The marginal carbon emissions of the generating units can be either concave, convex

or zero depending on the emissions characteristics of the power generator.

2.3 Benefits of Demand Response Programs

The benefits of DR is discussed in a view to emphasise the need for solutions aimed at

maximising its potential in smart grids. 4 main benefits are discussed in the following

subsection

2.3.1 Bill Savings

Participating customers receive savings on their electricity consumption either through

reduced electricity prices in the case of price-based DR or incentives received from the

supplier in the case of incentive-based DR. The amount of savings depend on how much

demand is shifted to periods of either low price or non DR event period. According to work

done in [23], bill savings can amount to about 38% of electricity cost for participating

customers.
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2.3.2 Reduced Cost of Electricity

Aside participating customers, other customers can benefit from reduced cost of electricity.

During peak periods, peaking generators are usually employed to meet demand spikes.

These generators are characterised with quick start up and shut down times and are usually

very expensive. Demand reduction from participating customers can translates to reduced

cost of meeting aggregate demand due to reduced need for peaking generators. How much

cost reduction can be achieved will depend on the extent and proportion of customers

participating in DR.

2.3.3 Enhancement in System Security

DR can provide flexibility to the system operator especially in mitigating the uncertainty

that characterises renewable energy sources. During periods of high demand and limited

supply, DR can help avert brownouts and potential blackouts through customers clipping

and shifting their demand.

2.3.4 Investment Deferral

Increasing demand can bring about the need to invest in larger distribution and trans-

mission capacity. Given that peak periods take a short period of time compared to the

aggregate demand profile of customers, the decision to increase capacity to meet growing

demand is usually an expensive and cost ineffective option. DR can help achieve reduced

aggregate peak even with increasing total demand thereby offering a non expensive solu-

tion to increasing demand and deferring investment.

2.3.5 Emission Reduction

The reduced need for peaking generators at peak period given a wide uptake of DR pro-

grams by customers can have a huge effect on reduced carbon emissions. The flexibility
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of customers can also enable increased integration of renewable energy to the grid which

are characteristically non dispatchable. Curtailment activity of renewable energy can be

averted by customers shifting demand to periods when resources are plentiful.



Chapter 3

Big Data Analytics: A Review

3.1 Features of Big Data in Demand Response

The digitization of electricity grids brings about the generation of a huge amount of real-

time data across the nodes in the network. Smart meters, phasor measurement units

(PMUs) and other network sensors measure and record the continuous data describing the

power flow through the nodes of the overall network. Other data resources, e.g., weather

data and renewable sources data, are needed to deliver solutions to the grids. The variety of

these data provides a wide dimension of information for which decisions can be made for

the smooth and efficient running of the smart grids, and also leads to big data challenges.

Big data is usually characterised by “3V”, which are volume, velocity and variety

[24]. Some characterization includes value and/or veracity giving a 4V or 5V description

[25]. Value describes the benefits derived from analysing large datasets, which can be

fundamentally characterized by high volume, velocity and wide variety. Veracity refers

to reliability of the data. To identify the veracity of the large datasets, some preliminary

processing and analysis need to be done on the data, and the results will be compared with

those of baseline methods or benchmark trends. In the following, 3V will be discussed,

since we consider that 3V fundamentally characterize big data in smart grids, and value

18
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and veracity are more of an aftermath of processing big data.

3.1.1 Data Volume in Demand Response

Volume refers to the quantity of data generated and stored. In smart grids, smart meters

and network sensors generate a huge amount of data in real time. According to the MaRS

Market Insights report, a smart meter reporting data at 15-minute intervals generates about

400MB of data per year [26]. As a result, about 9.44 million smart meters installed till

date in the UK [27] will generate 3.776 petabytes of data per year. In DR applications,

combining with data from other consumption influencing factors such as weather and so-

cial events will further increase the volume and complexity of the data. In the case of

EV users, the users’ charging data can be used to learn the driving characteristics of each

individual user, and to estimate their potential participation in DR.

3.1.2 Data Velocity in Demand Response

Velocity refers to the speed at which data is generated, transmitted and processed. Smart

meters and network sensors generate data in resolutions of seconds, minutes or hours de-

pending on the requirements of the applications. An application with quicker response

requires a shorter time period between the moment the data is generated, communicated

and processed for knowledge extraction. At the utility scale, a robust data analytics frame-

work needs to be designed to meet up with both kinds of applications with short and long

response time.

3.1.3 Data Variety in Demand Response

Variety refers to various types of data. Data utilised for DR and smart grid applications can

be classified as structured, semi-structured or unstructured data [28]. Structured data (e.g.,

energy consumption data) have a high level of organization, and can be easily queried



Chapter 3. Big Data Analytics: A Review 20

from a relational database using structured query language [28] [29]. Semi-structured

data is a form of structured data that is not organized like the structure associated with

relational databases, but does contain elements that can separate the data into various

hierarchies [30]. For example, data exchanged between energy management platform and

third party aggregators using extensible markup language (XML) or Web services are

semi-structured data [31]. Unstructured data are not organized in a pre-defined format.

Examples are notification of energy use through emails or short message service (SMS).

A big data analytics framework needs to take cognisance of these features of data, process,

and integrate them for grid applications.

3.2 Techniques for Big Data Analytics

Processing and analyzing these big data pose challenges for traditional data analytics plat-

forms, and therefore, big data analytics are needed in DR applications for smart grids.

Big data analytics techniques refer to means and procedures utilised in extracting useful

knowledge and insights from big datasets, which can enhance the reliability and efficiency

of the smart grids.

Based on the depth of analysis, big data analytics can be divided into three levels

which are descriptive, predictive and prescriptive analytics [32] [33]. Descriptive ana-

lytics exploits historical data in order to present knowledge on past events. Predictive

analytics focuses on forecasting and deriving possible future outcomes using historical

data in combination with rules and sometimes external data. Prescriptive analytics which

is the highest level, extends the scope of big data analytics to decision making. The ques-

tion of what, when and why an event will occur based on historical and real time data is

answered under the scope of prescriptive analytics. In extracting knowledge and gathering

intelligence from big data, various data mining and machine learning techniques can be

used for descriptive, predictive or prescriptive analytics.
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Machine learning and data mining techniques used for big data analytics can be cat-

egorized as supervised-learning techniques, unsupervised-learning techniques and rein-

forcement learning (RL) techniques, illustrated in Fig. 3.1.

3.2.1 Supervised-Learning Techniques

Supervised-learning techniques make use of labelled training datasets to infer functions

or make predictions for unseen points [34]. The training datasets include input vectors

and desired outputs examples, where the algorithms learn a general rule that maps inputs

to outputs. The goal is to approximate the mapping function so well that the output of a

new input data can be predicted. Supervised-learning techniques can be divided into two

categories based on the characteristics of the outputs: classification methods if the outputs

are discrete, and regression methods if the outputs are continuous [35].

Classification Methods

Classification methods assign data inputs into classes based on the defined labels [36].

This kind of methods identify which group a new observation belongs to based on the

training set of data with known groups. Classifiers are extracted from the training dataset

to map new data to known groups. Classification techniques include Bayesian classifica-

tion, Naïve Bayesian classification (NBC), support vector machine (SVM), decision trees

(DTs) [37]. In the following, each of these techniques is discussed as well as their appli-

cations in big data sets.

Bayesian classifiers are statistical classifiers, and the class membership is determined

based on the probability that a given tuple belongs to a particular class [37]. Bayesian

classification technique is based on the Bayes theorem which stipulates that for a data tuple

X belonging to a specified class, given hypothesis H, P(H|X) = P(X |H) ∗P(H)/P(X).

P(H|X) is the probability that for the observed data tuple X , the hypothesis holds, i.e.,

posterior probability of H given X . P(X |H) is the posterior probability of X given H.
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Figure 3.1: Techniques for big data analytics.

P(X) is the prior probability of X , and P(H) is the prior probability of H [37]. For big data

applications, a parallel and incremental classification approach was proposed in [38] to
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learn Bayesian networks using MapReduce1. Bayesian networks were also used within the

MapReduce framework to discover user similarities from large social media datasets [39].

NBC is the extension version of Bayesian classification. The effect of an attribute on

a given class is assumed to be independent of the other attributes, which is referred as

class-conditional independence and aims to simplify the computation involved in data tu-

ple classification [37]. The big data application of NBC was implemented in [40] using

the Hadoop framework to cluster movie review data. In order to reduce data classifica-

tion time and take account of the contribution weight of different data characteristics, a

classification framework was proposed employing principal component analysis for di-

mension reduction of multidimensional datasets [41]. To enhance diagnosis accuracy and

reduce diagnosis time, NBC was used to classify patients illness based on historical pa-

tients symptoms data [42].

SVM is a machine learning technique that constructs an optimal hyperplane for clas-

sification in a feature space or higher dimensional kernel space using training datasets

[43] [44]. Optimal hyperplane maximises the distance margin between classes, thereby

minimising the generalization error of the classifier [43]. SVM can be used to classify

both linear and non-linear data. Non-linear data classification can be achieved by map-

ping the data tuples into a higher dimension until a linear optimal separating hyperplane is

found [37]. For big datasets classification, work in [45] and [46] implemented a divide and

conquer approach by splitting the data into manageable sized partitions before obtaining

local support vectors from each partition. However, this splitting procedure can result in

local support vectors not aligning with global support vectors as the partitioned datasets

might not essentially represent the distribution of the whole dataset. To address the short-

fall of this approach, a distribution preserving kernel SVM that retains the mean and vari-

ance of the whole dataset in each partition was proposed in [47]. A density-dependent

vector quantization method was proposed in [48] for least square SVM applications on

1A programming model for processing large datasets.
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big datasets. The quantization method maps outputs to input data density using a single

shrinkage threshold thereby considerably reducing the sample size of the whole data. In

power systems application, an online transient stability assessment (TSA) framework was

proposed in [49] using core vector machine (CVM) evolved from SVM [50] classification

technique on large PMUs datasets.

DTs technique utilises flowchart-like tree structures to classify input datasets into re-

spective groups. Each internal node represents test on an attribute while each branch and

terminal node represents test outcome and class label, respectively [37] [51]. To classify

a data tuple, the attribute of the given data tuple is tested through the flowchart of the de-

cision tree. The path trace from the root node to the leaf node (i.e., terminal node) shows

the technique procedure of class assignment. DT classifiers are generally accurate, simple

and easy to assimilate. DTs can also be classed as a regression method as it can deal with

outputs with continuous features. A regression-based DT was proposed in [52] for fault

distance estimation in transmission lines. For big data applications, fuzzy DTs has been

shown to effectively deal with problems associated with uncertain, incomplete data and

multiple solutions [53]. A distributed fuzzy decision tree learning scheme using MapRe-

duce programming was developed in [54] for generating both binary and multi-way fuzzy

decision trees for big data applications. A distributed fuzzy discretizer was used to gen-

erate strong fuzzy partitions on attributes based on fuzzy information entropy [54]. The

accuracy and speed of large traffic data classification were tested in [55] using decision

trees on the Hadoop infrastructure with various classifier tools including WEKA classi-

fier, MOA classifier and Spark MLib. A distributed environment to implement KS-Tree

algorithm was proposed for large data set classification [56].

Regression Methods

Regression methods are used to estimate the relationships between the dependent output

variable and one or more independent input variables, when the output variable is con-
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tinuous [57]. Mathematical relationships between input and output examples are usually

derived with functions, which are then used to predict the outcome of future input vari-

ables. For DR applications, various input variables that influence the characteristics of

customers’ demand can be modelled to predict energy usage of the customers. Input vari-

ables include weather, time of the day, type of day (workday or holiday, special events),

and so on. The magnitude of influence each input has on the outputs is reflected in the

mathematical function as a gain or weight factor. Regression techniques can be classified

as parametric regression (PR), non-parametric regression (NPR), and semi-parametric re-

gression (SPR).

PR uses mathematical functions with parameter vector representation to express the

relationship between the dependent and the independent variables. Examples of PR are

linear, polynomial, logistic, mixture models, k-means, hidden Makov models and factor

analysis regression [58]. PR can be used when the test data is normally distributed, ho-

mogeneous and autocorrelated [58]. A mode-based parametric regression method was

proposed in [59] to analyse and derive relationships between variables in a large dataset.

The concept of parametric Gaussian processes and its suitability on large datasets are in-

troduced and discussed in place of stochastic variational inference and the need of scalable

algorithms for posterior distribution approximation [60].

NPR can be used when the conditions for parametric regression are not met. For

this kind of models, the assumption is that data distribution cannot be defined by a fi-

nite set of parameters. Examples of NPR are Gaussian processes (GPs), kernel, Dirichlet

process, infinite hidden Markov models and infinite latent factor models [58]. To scale

non-parametric and semi-parametric regression applications to big datasets, a parallel dis-

tributed framework was proposed using Spark data structures on MapReduce [61]. Sparse

GP and latent variable model was implemented on large datasets using the distributed

MapReduce architecture [62]. An online anomaly detection algorithm was proposed based

on NPR to detect abnormal access requests in a cloud environment using large communi-
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cation datasets [63].

SPR uses a combination of parametric and nonparametric regression models [64], and

therefore combines the advantages of both kinds of models. SPR can serve as a great

technique in situations where a parametric method is desired but error distribution is un-

known. Some examples of semi-parametric regression are generalized additive models,

generalized partial linear models, index models and varying coefficient models [65]. A

time-varying effects model (TVEM) was proposed to improve revenue generation by op-

timally allocating market resource big data [66]. A SPR model was proposed in [67]

to explore and analyse large and complex genomic datasets to identify transcription fac-

tors for bridging functional genomics with disease risk loci. A framework was proposed

for the real time application of SPR analysis on distributed large scale data [68]. An

SPR approach based on generalized additive models was implemented for short-term and

middle-term electricity load forecasting, and the relationship between demand, tempera-

ture and other variables was derived using weather temperature and load data from 2,200

substations [69].

3.2.2 Unsupervised Learning Techniques

This kind of techniques use algorithms to discover hidden patterns and structures from

their unlabelled input datasets [70]. Unsupervised learning techniques are mainly catego-

rized as clustering and association rule mining (ARM).

Clustering, the most commonly used unsupervised-learning technique, is an exploratory

procedure of finding interesting subgroups in given data. The main classes of clustering

techniques are partitional, hierarchical and density clustering, which are discussed be-

low [71].
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Partitional Clustering

This kind of clustering techniques construct k partitions from a set of n objects [37], where

k≤ n. Each partition represents a cluster, and each object belongs to only one cluster. The

objects in a cluster are close to each other and are as far as possible to those in other

clusters. Examples of partitional clustering are k-means and k-medoids clustering [37].

k-means clustering is a centroid-based technique, where initially k points (centroids)

are randomly located in space. The following two steps are performed iteratively: (1) each

object is assigned to a cluster with the nearest centroid, and (2) within each cluster, the cen-

troid is moved to the mean of the objects assigned to it [37]. The algorithm continues until

no instance changes cluster membership. For nominal data, a variant of k-means method

called k-modes can be used [37]. Here, the means of clusters are replaced with modes

while new dissimilarity measures and frequency-based methods deal with nominal objects

and cluster modes updates, respectively. For big data applications, a distributed frame-

work based on Spark was proposed to implement k-means clustering [72]. The Hadoop

and MapReduce frameworks were also used to implement k-means clustering based on

Particle Swarm Optimisation (PSO) for large datasets [73]. PSO has the advantage of

selecting optimal centroids from the datasets thereby, improving the clustering speed and

accuracy. A MapReduce based k-means clustering was implemented for large datasets in

a cloud computing environment [74].

k-medoids is a representative object-based technique, where actual objects are used to

represent each cluster instead of their mean values [37]. Clusters are partitioned by min-

imising the sum of dissimilarities between each object in a cluster and its representative

object, and the dissimilarity is measured by the absolute-error criterion [37]. For small

dataset applications, k-medoids can be realized by the partitioning around medoids (PAM)

algorithm, which solves the clustering problem in an iterative, greedy way like the k-means

in which representative objects are replaced until the clustering quality stops improving

by any replacement. For large dataset applications, a sampling-based method called clus-
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tering large applications (CLARAs) is used [37]. CLARA applies PAM algorithm on a

random sample of the large dataset to determine the best medoids from the sample. How

effective this method works depends on how closely the sample data represents the large

dataset. The MapReduce framework has also been used to implement k-medoid clustering

for big data application [75] [76].

Hierarchical Clustering

In this kind of clustering techniques, objects of a dataset are grouped into a hierarchy or

tree of clusters based on the distance measure. Hierarchical clustering includes agglomer-

ative and divisive clustering [37]. Agglomerative hierarchical clustering uses a bottom-up

approach, where objects of a dataset is taken as clusters and iteratively merged to form

larger clusters. Divisive clustering or called top-down clustering, takes the whole dataset

as a cluster and then iteratively splits it into smaller clusters till a terminating condition

is met. There are two main classes of distance measure in clustering which are algorith-

mic and probabilistic distance methods. Algorithmic methods use deterministic distances

between objects for clustering while probabilistic methods use probabilistic models to

measure the distance between objects [37].

Algorithmic methods utilise deterministic distance measures for both agglomerative

and divisive hierarchical clustering. There are four deterministic distance measures ap-

proach generally used to separate clusters: minimum, maximum, mean and average dis-

tance [37]. Algorithms that use minimum distance to measure distance between clusters

are referred to as nearest-neighbour clustering algorithms [37]. Farthest-neighbour clus-

tering algorithms [37] use the maximum distance to measure distance between clusters.

Mean distance represents the difference between the cluster mean of two clusters. Average

distance represents the average of the difference between objects in one cluster and objects

in another cluster. Multiple iterations are run to derive the hierarchical clustering until the

distance measure objective is achieved for each cluster thereby requiring a quadratic time
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and space complexity [77]. A new linkage method called ‘nearest to centroid (NC-link)’

was proposed to measure cluster distance for large dataset applications [77]. The NC-

link’s distance measure is the distance between two data points, where each of the data

point is the closest to the centroid of each cluster. The iterative distance update is not

required for NC-link after merging data points, thus reducing space usage and response

time [77]. In [78], a distributed hierarchical clustering approach was proposed for applica-

tions in large datasets. An hierarchical k-means algorithm was proposed in [79] for large

dataset clustering. The clustering algorithm was used to cluster a large advanced metering

infrastructure dataset consisting of 18,622 daily patterns [79].

Probabilistic methods measures the distance between clusters using probabilistic mod-

els [80]. Probabilistic methods have the advantage of been applicable in a situation where

some attribute values are missing [81]. Algorithmic methods in this situation is difficult to

implement as distance measure cannot be computed. Also, the challenge of deciding what

distance measure to use does not arise when using probabilistic methods. Probabilistic

clustering is carried out by accurately estimating a generative model from the datasets to

be clustered [37]. A generative model describes probabilistically how a dataset may be

formed [82]. A probabilistic hierarchical clustering model using marginal likelihood was

proposed to assign datasets to respective clusters [81]. Dirichlet process mixture model

was used as the generative model in [81] with Bayesian hypothesis testing to determine

which cluster merger is beneficial. A model was proposed in [83] to perform joint clus-

tering and feature selection using a statistical generative model based on the hierarchical

Pitman-Yor process and the generalized Dirichlet distributions. An optimal probabilistic

estimation approach was developed in [84] for hierarchical clustering using the survival

of the fittest principle.
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Density-based Clustering

This technique models clusters in data space as dense regions partitioned by sparse regions

[37]. An advantage of density clustering techniques is its ability to find clusters of arbitrary

shape whereas, partitional and hierarchical clustering methods are designed to discover

spherical-shaped clusters [37]. Three main density-based clustering techniques and their

applications in large datasets are discussed as follows.

Density-based spatial clustering of applications with noise (DBSCAN): DBSCAN per-

forms clustering on datasets by locating core objects with dense neighbourhoods [85]. A

core object is identified when it fulfils the following two conditions: every object is within

a defined radius distance ε to another object and the object neighbourhood contains a min-

imum number of objects MinPts [85]. These two parameters give DBSCAN the ability

to cluster datasets in arbitrary shapes. The DBSCAN algorithm has been widely used

in literature, and one of its recent applications is to perform real-time image superpixel

segmentation [86]. However, when using DBSCAN, setting the appropriate values for

these two parameters can be challenging, which can also affect the overall clustering qual-

ity [87]. A varied DBSCAN (VDBSCAN) was proposed to find clusters in datasets of

varying densities [88]. The proposed approach was based on ranking each object in the

dataset by the distance to their kth nearest neighbour (k-dist). The k-dist of each object is

sorted in ascending order and plotted to display the datasets density levels. DBSCAN is

then applied to each density group of datasets to derive clusters. VDBSCAN addresses the

challenge of varying densities that can be associated with some datasets. An algorithm im-

proving the performance of VDBSCAN was proposed in [89] with the use of parallelism

techniques in the graphics processing unit.

Ordering Points to Identify the Clustering Structure (OPTICS): OPTICS addresses one

of DBSCAN’s major weaknesses: the problem of detecting meaningful clusters in data of

varying density. OPTICS outputs a cluster ordering such that spatially close points be-

come neighbours in the ordering [90]. The clustering order is derived using information
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on the core distance and reachability distance of each object in the datasets. The core dis-

tance of Object p is the smallest ε such that there contains at least MinPts objects in its ε-

neighbourhood. The reachability distance of Object p from q refers to the minimum radius

value that makes p density reachable from q that is, max{core_distance(q),dist(p,q)}

[90]. In a situation where p is directly reachable to more than one core objects, p is as-

signed to the cluster whose core object has the least reachability distance from p [37]. The

advantage of OPTICS over DBSCAN is its ability to cluster datasets of varying densities.

In order to cluster large trajectory datasets, a scalable density-based trajectory clustering

algorithm was proposed based on OPTICS [91]. A scalable parallel OPTICS data cluster-

ing was also proposed in [92] using graph algorithmic techniques.

DENsity CLUstEring (DENCLUE): DENCLUE groups objects into clusters based on

a set of density distribution functions [37]. The idea behind this technique is that each

data point of a dataset can be modelled using an influence function, which describes its

impact within its neighbourhood [93]. The density function of a data space is the sum

of the influence functions of all its constituent data point. Clusters are mathematically

determined by identifying local maxima (also known as density attractors) in the overall

density function using a hill climbing procedure [93]. Advantages of using DENCLUE

include: its ability to cluster datasets of high dimension, handle datasets with large noise,

and significantly faster compared to DBSCAN [93]. In order to improve the execution

time of DENCLUE, simulated annealing and genetic algorithm was proposed in [94] to

identify the local maxima of density functions in place of the traditional hill climbing

procedure.

Association Rule Mining

ARM is a rule-based unsupervised learning method used for discovering interesting re-

lationship and rules between variables in large databases [37]. ARM can be used to find

recurring patterns and correlation between items in transactional databases [37]. Asso-



Chapter 3. Big Data Analytics: A Review 32

ciation rule is mined in two steps which are frequent item set mining followed by rule

generation [37]. The ARM technique has been applied to various big data applications.

For DR applications, ARM can be used to study users’ consumption pattern and identify

customers who are likely to respond and contribute significantly to demand reduction dur-

ing DR events. ARM was used to improve prediction accuracy of power transformer states

by combining the Apriori algorithm and a probabilistic graphical model [95]. To address

the challenge of high volume in big data, ARM was implemented on the MapReduce

framework in [96]. A Spark-based ARM using frequent pattern (FP) growth algorithm

was proposed in [97] to mine network performance data with the aim of discovering key

quality indicator anomalies regarding user experience.

3.2.3 Reinforcement Learning

RL is an area of learning concerned with how agents should take actions in an environ-

ment so as to maximize some notion of cumulative reward [98]. The environment of

the agent is generally formulated as a Markov decision process (MDP) [99] [98] [100].

An MDP consists of a set of environment states S , agent actions A , reward function

R : S ∗A →R and the state transition probability function T : S ∗A →Π(S ) [98].

State st ∈S is the environmental state at time t. The transition function associated with

an action a∈A by the agent is Pa
s→s′

= P(s
′|s,a), where s

′
denotes the new state and Ra

s→s′

is the reward function. The agent aims to maximise reward by deriving an optimal policy

π(s,a) = P(at = a|st = s) [99] [101]. RL is a technique for the agent to learn the MDP,

and solve it for the optimal policy at the same time [98].

RL can be categorized as model-based and model-free RL [98] [102] [103]. Model-

based RL techniques are usually applied to learn the MDP model of the environment, or

an approximation of it. In model-based RL, the agent chooses the action that gives the

most reward based on the model. In situations where the model is difficult to represent

and/or learn, model-free RL techniques become very useful. Model-free RL relies solely
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on trial-and-error experience to derive the optimal policy for maximum reward.

Model-based

Model-based RL methods use experience to build an internal model of the environment’s

transitions and corresponding rewards [103]. The constructed model is used by the agent

to take actions to find the optimal policy. One common model-based approach is adaptive

dynamic programming (ADP), which has been applied widely to energy storage problems

in smart grids. An iterative ADP algorithm was proposed for optimal battery control in

smart home energy systems [104]. A mixed iterative ADP algorithm combining policy

and value iterations was proposed in [105] to solve the optimal control and management

of energy storage in smart micro-grid systems. In addition to solving energy storage prob-

lems in smart grids, ADP has been applied to DR problems. An ADP learning algorithm

was proposed for the demand side management of domestic electric water heaters [106].

ADP learning was also employed to solve the residential energy scheduling problem of

solar energy in micro grids [107].

Model-free

In model-free RL methods, the agents’ optimal policy is derived through a trial-and-error

interaction with the environment without explicitly learning the model [102]. One com-

mon model-free RL approach is temporal difference (TD) learning. In TD learning, agents

learn by bootstrapping from the current approximation of the value function [108] [109].

Insight from value iteration is used to modify the projected value of a state based on the

current reward and the projected value of the next state [98]. There have been applica-

tion of TD learning for power systems. An on-line adaptive dynamic power management

framework was proposed in [110] based on TD learning technique. In [111], an optimal

power sytem wide area controller was proposed based on a hybrid RL and TD framework.

TD learning can be also applied to control problems using Sarsa and Q-learning TD con-
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trol [109]. Sarsa is also known as state-action-reward-state-action, which considers the

transition from state-action pair to state-action pair while learning the value of state-action

pairs [109]. Sarsa is an on-policy TD learning method as the same policy used to generate

the current action is used for the next action [109]. Q-learning is an off-policy TD learning

method which chooses actions that maximize the estimated utility function.

3.3 Enhancement of Demand Response Based on Big Data

Analytics

To successfully actualise smart, distributed, efficient and reliable future grids, deriving

valuable knowledge from smart grid data resources is very important. The role of DR in

actualising the objectives of future smart grids is very important [112]. Developing frame-

works and utilising efficient data analytics technique at utility scale is thereby important to

extract valuable information necessary for ensuring the efficient and reliable future smart

grids. Literature on the enhancement of DR applications using big data analytics is pre-

sented.

3.3.1 Applications using Smart Meter Data

Traditionally, DR programs are deployed to customers with the aim of actualising a desired

aggregate demand. These programs do not usually guarantee meeting the DR objectives

as the customer demand characteristics per unit time is unknown. Smart meters provide a

huge mass of real-time consumption data of customers, which has potential of enhancing

DR programs based on the demand characteristics of each individual consumer.

In recent literature, there has been an increasing interest in knowledge extraction from

smart meters data using data analytics techniques. Recent data-driven applications for DR

have involved DR targeting of customers and customer DR characteristics clustering. In

this section, the literature on the applications of data-driven techniques for enhancing DR
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Table 3.1: References showing application of big data analytics using smart meter data for
DR.

DR
Enhancement
Category

Learning
Technique

Supervised Unsupervised Reinforcement

DR potential [113] [114] [115] [116]
impact assessment [117]

Customer [118] [119] [120] [121]
categorisation for [122] [121]
DR applications

DR targeting [123] [124]
for customer (proposed)
participation

Enhancement of [125]
renewable energy

integration
through DR

DR implementation [126] [127] [113]
in smart grids (proposed) [128]

using smart meter data are divided into five categories as follows:

1. DR potential impact assessment.

2. Customer categorisation for DR applications.

3. DR targeting for customer participation.

4. Enhancement of renewable energy integration through DR.

5. DR implementation in smart grids.

Table 3.1 shows the references of big data analytics applications on smart meter data

by category of DR enhancement.

DR Potential Impact Assessment

DR programs in many cases involve distribution companies offering identical incentives to

participating consumers. Since consumers generally have different electricity consump-
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tion patterns driven by their life-style and electricity devices, it is important to estimate

each consumers’ DR potential using their smart meter data. Extracting features that ade-

quately represents each users DR potential can enhance the effective and efficient actuali-

sation of DR programs. A framework was proposed to evaluate the potential of real-time

DR using a Gaussian mixture model to learn the probabilistic usage behaviours of cus-

tomers based on their historical smart meter data [115]. A benefits-optimisation approach

to both users and utilities can be used for estimating DR potential. In [113], a profit

maximization model was proposed for DR using probabilistic Bayesian model on historic

user consumption data, electricity dynamic price and local weather temperature. A data

driven framework was proposed in [114] using customer electricity consumption data for

quantifying the economic potential of residential DR. The variation in consumers reduc-

tion pattern during DR events was analysed using latent variables in statistical forecasting

methods [114].

In quantifying the DR contributions of customers during DR events, it is important to

accurately determine the baseline demand assuming no DR events. A k-means clustering

method was proposed for calculating the baseline load for residential users [116]. The

cluster-based method was applied on historical consumption data to group consumers into

representative clusters, where each cluster center represents the groups’ baseline load.

Customers’ DR contribution was quantified in [117] by using an explicit-duration hidden

Markov model with differential observations to detect and estimate individual demand

responsive load from the aggregate smart meter data.

Customer Categorisation for DR Applications

To efficiently implement DR programs and enhance its uptake at utility scale, it is impor-

tant to understand customers demand characteristics and group them in clusters based on

their characteristics. The time-based Markov model was used to formulate the electricity
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consumption behaviour dynamics2 and customers were segmented into clusters using clus-

tering by fast search and find of density peaks (CFSFDP) [118], which is a density-based

clustering technique. For the applications with large smart meter datasets, a distributed

approach based on a divide-and-conquer framework was proposed for the CFSFDP. Finite

mixture modelling (FMM) was proposed to cluster users using smart meter data based

on the defined attributes describing their daily, seasonal and annual consumption patterns

with the optimal cluster number derived using the Bayesian information criterion [119].

In [122], a real-time and online randomized approximation algorithm was proposed to

characterise and cluster large smart meter data for DR applications in smart grids. In [120],

high dimensional smart meter data was characterised as a linear combination of partial us-

age patterns using the k-singular value decomposition technique. SVM was then applied to

classify the customers into residential customers and small and business enterprise based

on the derived patterns. In [121], a framework was proposed to classify new customers

without consumption data to load profiles based on commercial, government and open

data. Six load profiles were initially derived by applying spectral clustering algorithm

using weighted kernel principal component analysis on 6,000 customer smart meter data.

Random forest classification technique was then used to classify new customers based on

the probability that they belong to any of the six derived clusters.

DR Targeting for Customer Participation

Efficient and effective DR targeting is important for the successful deployment of DR pro-

grams. Deriving insights about users demand characteristics using their smart meter data

are expected to enhance DR targeting in smart grids. Analysing users’ smart meter data

at utility scale will require the use of state-of-the-art data analytics techniques. A scalable

customer selection procedure formulated as a stochastic Knapsack problem was proposed

in [123] for DR targeting using heuristic algorithms. The customer selection procedure

2dynamics here, refer to the transitions between consumption levels in adjacent periods
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was formulated as a Integer Linear program and a polynomial time approximation scheme

was utilised to minimize curtailment error between targeted and achieved demand reduc-

tion during a DR event [129]. In this thesis, a k-medoid clustering algorithm and dynamic

time warping distance measure is proposed to cluster characterised user demand profile

for DR targeting [124].

Enhancement of Renewable Energy Integration through DR

Smart meter data analytics can be employed in enhancing renewable energy integration in

smart grids through enhanced DR implementation. In [130], an algorithm was proposed to

overcome solar PV intermittency using heat load models derived from smart meter data.

An incentive-based DR program was proposed in [131] to mitigate wind and solar power

generation uncertainty in micro-grids. In [125], the fuzzy c-means clustering algorithm

was used to group users based on daily demand pattern for ToU DR with an objective to

maximize the penetration of renewable energy.

DR implementation in smart grids

Data analytics techniques has been recently applied to the development of both price based

DR and incentive based DR. An optimal pricing decision mechanism was proposed in

[127] with the aid of Q-learning algorithm by learning customers consumption behaviour

with respect to changing electricity cost. In [132], a pricing strategy was proposed for

DR using reinforcement learning algorithm to learn users response functions. An energy

management system was formulated as a reinforcement learning problem in [128] with

grid signals coming in the form of either price or incentive based DR. In this thesis, a long

short-term memory recurrent neural network is proposed to estimating customers baseline

for incentive based DR [126]. A control-based baseline approach is also proposed that

takes into consideration the demand rebound effect.
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3.3.2 DR research focus area and summary of proposed techniques

In this thesis, focus is made on enhancing the performance of DR through 2 key areas:

1. Customer targeting for peak load reduction.

2. Customer demand baseline estimation.

Customer targeting for peak load reduction

For the successful roll out of DR programs, the need to identify and target customers with

high likelihood of participation is paramount. The availability of smart meter data pro-

vides a starting point for which key features can be formulated and extracted to enable

direct targeting of customers. An unsupervised learning approach is proposed to under-

stand similarities and clusters of customers based on their demand profile. The approach

includes the use of the k-medoid technique and the dynamic time wraping distance mea-

sure. The rationale behind proposing an Unsupervised method for this problem boils down

to the nature of the problem for which no input and output examples are available. Cluster-

ing the characterised customer demand profile uncovers groupings for which the demand

profile can be analysed as to their suitability for peak load reduction. The distance mea-

sure proposed takes into consideration the variability in similar customers demand phase

from time to time. The work is presented in chapter 4.

Customer demand baseline estimation

Customer baseline estimation primarily quantify the level of a participating DR customers

contribution to demand reduction during a DR event. The baseline estimation gives a

basis to which DR benefits is allocated to participating customers as well as the utility

company. The need for fairness in benefit allocation makes the need for an accurate es-

timation method important. Two machine learning techniques is proposed in this thesis

to estimate customer baseline which are supervised learning approach in chapter 5 and an
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unsupervised learning approach in chapter 6. The proposed supervised learning approach

proposed in chapter 5 is a LSTM RNN technique trained on historical non DR days cus-

tomer demand data. In chapter 6, a clustering technique (unsupervised learning) is utilised

as part of the control-based model proposed for estimating demand baseline.



Chapter 4

Smart Meter Data Characterisation and

Clustering for Peak Demand Targeting

in Smart Grids

The increasing popularity of smart meters deployed at customer sites provides a vital op-

portunity for network operators to effectively target customers with DR programs aimed

at peak demand reduction. Defining the right features for customers smart meter data is

the first critical step of achieving an effective data driven DR solution. Firstly, a charac-

terisation model is proposed for peak load targeting of consumers. The proposed feature

characterisation describes customers’ demand variations over one day period with con-

sumption levels ranging from 0 to 1. A k-medoid clustering algorithm and a dynamic

time warping (DTW) distance measure is proposed to cluster the characterised smart me-

ter data. The COP index cluster validation technique is used to derive the optimal number

of clusters. The proposed model is applied to the publicly available Irish smart meter data,

and results show a robust targeting of customers for peak load reduction.

In addition to targeting customers for peak load reduction, the second part of this chap-

ter focuses on targeting customers for local peak reduction. Local peak in this chapter is

41
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defined as lower peak points on a customers demand profile. Local peaks are of particular

interest especially for DR programs aimed at flattening the aggregate demand curve and

reducing the need for peaking generators for short period spans. Fig. 4.1 shows the de-

scription of a customers normalised daily demand profile with peak period (pp) and local

peaks (pl p1, pl p2, pl p3, pl p4) displayed. A novel set of features is proposed for targeting

customers for local peak load reduction. The analysis of the proposed methodology shows

an effective process of targeting customers based on the potential of each customers to

contribute to local peak reduction.

Figure 4.1: Demand profile showing peak and local peaks.
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4.1 Introduction

The increasing demand from residential, commercial and industrial customers poses a

challenge to electricity supply and smart grids. One of the key obstacle is meeting demand

during peak period. Traditionally, the increase in peak demand will normally be met with

increased generation, transmission and distribution capacity. This solution however is

inefficient as the peak period demand being met by investing in capacity upgrades only

spans through a short period of time relative to the demand for the day. DR provides

an opportunity for the peak demand increase to be curtailed or deferred to other periods

of lower demand. In enabling an effective DR solution to rising demand, an efficient

and effective process of identifying and targeting customers for DR programs becomes

paramount. The availability of smart meters at customers site aids the effectiveness of DR

programs as it provides the opportunity of using a data-driven approach in meeting the set

objective. Defining the right features for customers smart meter data is the first critical

step of achieving an effective data driven DR solution.

In characterizing smart meter data for DR, it is vital to define the right attributes to

represent the data, as this can affect the quality of knowledge extracted from data ana-

lytics techniques. Common approaches used in characterizing smart meter data include

dimensionality reduction and granularity scale reduction. One of the main advantages of

these approaches is to reduce the size of the smart meter data for quick processing and

knowledge extraction. Chelmis et al. [133] used principal component analysis (PCA) to

characterize smart meter data for clustering. PCA linearly maps the smart meter data to a

lower-dimensional space such that the variance of the transposed data is maximized [134].

Chen et al. [135] also implemented the PCA dimension reduction algorithm on smart me-

ter data and modeled a price-based DR scheme using the clustered result of the derived

components. Independent component analysis (ICA) was used to characterize customers’

smart meter data with k-means clustering technique to group the derived representative

components [136]. Ikeda and Nishi [137] utilized sparse coding learning techniques to
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characterize smart meter data and applied hierarchical clustering technique for customer

grouping. The sparse coding approach was also used to characterize smart meter data

in [138]. Wang et al. [120] characterized smart meter data using non-negative K-SVD

sparse representative techniques. In their work, customer load profiles were decomposed

into a linear combination of partial usage patterns and classified into residential customers,

and small and medium enterprises customers using the support vector machine classifica-

tion method. A granularity scale reduction approach was utilized by Haben et al. [119],

where smart meter data was characterized using their relative average demand over four

periods of the day, mean standard deviation over the year, seasonal score and a weekend

versus weekday score as attributes. Wang et al. [118] also reduced daily smart meter data

into four periods and focused their analysis on users’ consumption dynamics by studying

the transition of consumption levels between adjacent time periods of like-days.

The use of dimensionality reduction techniques and granularity scale reduction ap-

proaches in characterizing smart meter data can undermine accounting for the level of

each individual customer’s contribution to peak load. This challenge is evident in the in-

formation loss encountered in reconstructing the original demand profile from the reduced

data. In order to address this issue, a shape-based characterization method of customers’

smart meter data is proposed to specifically describe each customers demand variability.

The main contributions from this chapter are as follows:

• The characterization of smart meter data is proposed based on their per-unit vari-

ability for peak demand targeting.

• A shape-based representative clustering technique (k-medoid clustering with DTW

distance measure) is proposed to group customers for peak demand targeting.

• The COP index cluster validation technique is used to derive the optimal number of

clusters.

• The performance of the proposed methodology is evaluated using the publicly avail-
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able Irish smart meter data [139] and the suitability of the derived clusters is shown

for peak load reduction.

• A novel set of features is proposed for targeting customers for local peak load re-

duction.

• A demonstration of customer targeting for local peak load reduction is presented.

The rest of the chapter is organized as follows: in Section II, the proposed methodol-

ogy and results for peak load targeting of customers is presented. Section III presents the

methodology and results for local peak load targeting of customers. The conclusion of the

chapter is presented in Section IV.

4.2 Customer Targeting for Peak Load Reduction

A data mining framework is proposed for characterizing and identifying consumers for

peak load reduction in smart grids using smart meter data collected from customers. Fig.

5.3 shows the main components of the proposed framework. The attributes are defined,

and the smart meter data are characterized. A k-medoid partitional clustering algorithm

is proposed to group the characterized smart meter data based on the defined attributes.

For the clustering, a shape-based similarity measure is proposed to evaluate the distance

between customers’ demand profiles. The optimal cluster number is derived using the

COP index. Each component of the framework is explained in the rest of the section.

4.2.1 Feature Development

Representative demand profiles are selected to describe the energy consumption charac-

teristics of each consumer. The focus of the analysis is on the demand variability of each

consumer. Hence, the demand profile is normalised within the range 0 and 1 as follows:
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Figure 4.2: Framework for customer DR targeting.

p
′
i =

pi− pmin

pmax− pmin
, (4.1)

where p
′
i, pi, pmin, pmax represent the normalised, actual, minimal and maximal energy

consumption of user i over a period of time, respectively (48 data points representing 30-

minutes interval through the day). This representation of each consumer’s smart meter

data defines the attribute characterization. The main reason for taking this representation

approach is to clearly identify customers by their per unit demand variability and peak

demand contribution.

4.2.2 k-Medoid Partitional Clustering Algorithm

k-medoid partitional clustering with DTW distance measure is proposed for clustering

the characterized smart meter data. k-medoid assigns a set of N time series objects to k

groups such that the intra-cluster distance between objects of the same group is minimized
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while the inter-cluster distance is maximized. The k-medoid clustering algorithm has the

following procedures [37]:

• k time series data is randomly initialized from the set of N customer demand profile

as medoids.

• The remaining demand profiles (N− k) is distributed to the nearest medoid using

the DTW distance measure.

• For each cluster, randomly select a non-representative time series object, oran.

• Calculate the total cost, S of swapping the representative cost with oran.

• If the total cost of swapping is less than 0, i.e., S< 0, oran becomes the representative

object, i.e., medoid.

• This is computed iteratively until there is no change.

4.2.3 Euclidean and Manhattan Distance Measure

In calculating the distance between time series data, the two most commonly used dis-

tance measure is the Euclidean and Manhattan. The general formula for calculating the

Euclidean and Manhattan distances between two points in space is given by 4.2 and 4.3

where n represents the dimension of the series.

deuc =

√
n

∑
i=1

(pi−qi)2, (4.2)

dmann =
n

∑
i=1
|pi−qi|. (4.3)
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4.2.4 Dynamic Time Warping

DTW is a shape-based distance measure technique developed for time series clustering.

It measures the distance similarity between each time series by finding the optimal non-

linear alignment between them [140]. Finding shape similarity through traditional distance

measures (e.g., Euclidean) for two time series functions f (t) and g(t) means distances are

measured between adjacent periods of the time series as shown as follows:

d( f (t),g(t)) =

√
n

∑
i=1

[ f (i)−g(i)]2, (4.4)

where i = (1,2,3, · · · ,n).

The traditional distance measure presents a relatively higher distance score for time

series data of similar shape but different phases or time delay. Time delay is typical of

similar consumption patterns as electrical devices are generally switched on at different

periods of the day. An example is a situation where two consumers with similar consump-

tion pattern switch on a heating device at 6:00 and 6:30, respectively. This situation means

similar time series data can end up in different clusters. To calculate the DTW for two time

series f (t) and g(t), expressed in (4.5) and (4.6), respectively as

f (t) = f (1), f (2), f (3) · · · , f (n), (4.5)

g(t) = g(1),g(2),g(3) · · · ,g(n), (4.6)

the distance d(1) and d(n) is first computed according to (4.7) and (4.8) as the first and

last points of the warping path must be aligned, i.e.,

d(1) = | f (1)−g(1)|, (4.7)

d(n) = | f (n)−g(n)|. (4.8)
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The distance d(i) as shown in (4.9) selects the minimum distance between the point

i in f (t) to points i−w, i−w+ 1, · · · , i, · · · , i+w in g(t) where w is defined as the time

window constraint. Since the first and last points of f (t) and g(t) must be aligned, for

points in g(t), i−w > 1 and i+w < n, we have

d(i) = min(| f (i)−g(i−w)|, | f (i)−g(i−w+1)|,

· · · , | f (i)−g(i)|, · · · , | f (i)−g(i+w)|).
(4.9)

The time window constraint provides a phase range for which the distances between

f (t) and g(t) is computed. The DTW presented in (4.10) is the total distance along the

optimal path as shown in Fig. 4.3 and is derived using dynamic programming.

D =

(√
n

∑
t=1

d(t)2

)
. (4.10)

4.2.5 Optimal Cluster Number Selection: COP Index

COP index is defined based on its properties that is, Context-independent, Optimality and

Partiality [141]. The COP index cluster validation technique is used to derive the optimal

number of clusters. The COP index is defined as the ratio of the intra-cluster variance

(cohesion) to the inter-cluster variance (separation) [141]. The intra-cluster variance is the

average DTW distance between the time series object in a cluster and its medoid while the

inter-cluster distance is the DTW distance between the furthest time series object in the

clusters. For dataset X containing N time series objects i.e. X = {x1,x2,x3, · · · ,xN} and

partitioned into k disjoint clusters C = {c1,c2,c3, · · · ,ck}, the COP index is derived using

(4.11) below,

COP(C) =
1
N ∑

ck∈C
|ck|

1
|ck|∑xi∈ck

D(xi,ckm)

minxi /∈ck
maxx j∈ckD(xi,x j)

, (4.11)
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Figure 4.3: Dynamic time warping path.

where ck is cluster k and ckm is the medoid of cluster k. The optimum cluster number for

the dataset is selected from a range of K for which the COP index is minimum.

4.2.6 Identifying Clusters for Peak Demand Reduction

A peak demand potential factor (τ) is proposed. This factor is presented in 4.12,

τ =
∑

t+w/2
i=t−w/2 (pi)/(w+1)

∑
T
i=1 (pi)/T

, (4.12)

where w is the DTW window and even, t time of peak demand and T is the time period

for the profile.



Chapter 4. Smart Meter Data Characterisation and Clustering for Peak Demand . . . 51

Firstly, the average of the normalised demand between t−w/2 and t +w/2 is com-

puted. The computed average is divided by the overall average of the normalised demand

profile of the cluster. The higher the τ value, the more the potential for peak load reduction

for the cluster.

Compared to the traditional method of estimating peak load reduction potential i.e.

peak to average ratio, the τ takes into consideration nearest neighbour demand levels.

Given the high variability in demand especially from residential customers within clus-

ters, the proposed τ presents a more representative peak load reduction potential for the

constituent customers as this captures the within cluster peak load variation around the

defined window w.

4.2.7 Results and Discussion

The dataset considered in this study comprises of 99 customer smart meter data taken

from the Electric Ireland and Sustainable Energy Authority of Ireland smart meter dataset

[139]. The dtwclust package, developed for the R statistical software [142] was employed

to implement the smart meter data clustering. A representative daily load profile of 30

minutes’ granularity was selected to represent the typical demand profile of each customer.

A window size of 2 was selected for the DTW distance measure to allow for a 1-hour time

lag in appliance usage differences among customers with similar demand characteristics.

The smart meter data is processed using the proposed feature characterization and the

k-medoid clustering algorithm with DTW distance measure is applied.

In order to determine the optimal number clusters, the COP index is derived for k

values ranging from 2 to 9. Fig. 4.4 shows the plot of the COP index for the ranges of k

values. As the COP index is minimum when k is 8, the optimal cluster number is selected

as 8.

The aggregate demand for the 99 customers is presented in Fig. 4.5 and the peak

demand is at period 39 for which the aim is to target customers for peak demand reduction.
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Figure 4.4: COP index cluster validity.

Fig. 4.6 shows the medoid of the 8 derived clusters. The peak demand potential factor

is computed for each for each of the clusters and presented in table 4.1 below.

From Table 4.1, it can be observed that customers in clusters 2, 3, 4, 5 and 8 show

potential for peak load reduction. Cluster 3 shows the highest potential owning to the

most τ value of 5.21.

Fig. 4.7 shows the distribution of customers among the clusters with cluster 3 showing

19% of customers at a medoid τ level of 5.21. Clusters 2 and 8 which has a medoid τ level

of 2.32 and 2.18 respectively have 20% and 30% of the customers.
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Figure 4.5: Aggregate customer demand.

Effect of Distance Measure on Clustering Performance - Case for Manhattan Dis-

tance Measure for Large Customer Demand Profile Clustering

The cluster performance is compared using 4 distance measure approaches. These are

highlighted below

• DTW distance measure with Euclidean

• DTW distance measure with Manhattan

Table 4.1: Cluster medoids’ peak demand potential factor.
Medoid number τ

1 0.43
2 2.32
3 5.21
4 1.13
5 1.61
6 0
7 0.14
8 2.18
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Figure 4.6: Customer clusters.



Chapter 4. Smart Meter Data Characterisation and Clustering for Peak Demand . . . 55

Figure 4.7: Customer cluster distribution.

• Direct Euclidean measure

• Direct Manhattan measure

The DTW distance measure for both Euclidean and Manhattan gave an optimal clus-

ter number of 8 compared to 7 obtained in the direct Euclidean and Manhattan distance

measure approach. The COP index plot is presented in Fig. 4.8.

The distribution of the distance between all the cluster members and their medoids is

summarised in Fig. 4.9.

The 2 DTW distance approaches show similar distribution of distances across all clus-

ter members. This observation applies to the direct distance measure approaches as well.

Given the less computational expensive nature of the Manhattan distance measure (in com-

parison to Euclidean distance measure) and the similarity observed in the distance distri-

bution across all cluster members, the DTW Manhattan distance measure is proposed for

clustering large smart meter datasets.
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Figure 4.8: COP index validity measure for DTW Euclidean; DTW Manhattan; direct
Euclidean; and direct Manhattan.

Effect of Shape Based Distance Measure on Peak Targeting

The τ value of each of the derived clusters in the direct distance method is compared to

that of the DTW distance method. Table 4.3 below shows the τ value for each of the

clusters for all the four distance measure approach.

To analyse the performance of the distance approaches, 30 customers is taken to be

targeted for peak load reduction from the pool of 99 customers. Customers are firstly

pooled from clusters with the highest τ medoid value up to the lowest until the target

number of customer is met. Direct Manhattan distance measure is used as a baseline to

compare the average distance of the cluster members to their medoids. Table 4.3 shows the

average Manhattan distance for each of the clusters in the 4 distance measure approach.

Any of the 4 distance approaches could be used as a baseline and Manhattan was utilised

because of its simplicity.
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Figure 4.9: Distance distribution of all 4 distance measure approaches.

Table 4.4 shows the member distribution in each of the clusters for the 4 distance

approaches.

In meeting the 30 customers targeting objective for peak load reduction, taking the

DTW with Euclidean distance measure approach, the 19 customers in cluster 3 is selected

first as its medoid has the highest τ value of 5.21. The remaining 11 customers is derived

from cluster 2 as it has the second highest τ value of 2.32. In comparison to the direct

Manhattan distance measure, all 30 customers can be selected from the 40 customers
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Table 4.2: Cluster medoids’ peak demand potential factor for each distance measure.
Medoid number τ (DTW_Euc) τ (DTW_Mann) τ (Euc) τ (Mann)

1 0.43 1.61 0.66 1.61
2 2.32 1.23 4.3 4.3
3 5.21 2.05 1.27 5.21
4 1.13 1.13 0.83 0.83
5 1.61 3.08 1.37 1.37
6 0 2.08 2.08 1.93
7 0.14 0.14 0.14 0.14
8 2.18 2.14

Table 4.3: Average base Manhattan distance measure for each clusters.
Medoid number dMann (DTW_Euc) dMann (DTW_Mann) dMann (Euc) dMann (Mann)

1 7.68 25.4 9.47 25.4
2 7.53 8.82 7.55 7.55
3 5.41 6.62 6.72 7.32
4 7.67 7.67 8.88 8.88
5 5.13 9.07 10.14 10.14
6 5.23 14.32 14.32 18.36
7 10.8 10.8 10.8 10.8
8 10.42 11.34

Table 4.4: Cluster member size for each distance measure.
Medoid number dMann (DTWEuc) dMann (DTWMann) dMann (Euc) dMann (Mann)

1 3 3 6 3
2 20 18 21 26
3 19 23 39 40
4 10 8 15 12
5 11 19 5 7
6 3 16 10 8
7 3 3 3 3
8 30 9
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in cluster 3 with τ value of 5.21 however, the base distance is 7.32 compared to DTW

Euclidean of 5.41 and 7.53 for clusters 3 and 2, respectively. In accessing the performance

of the distance approaches, it is important to take into consideration both the τ value and

the cluster base distance as τ gives the peak DR potential and cluster base distance gives

an indication of how close the cluster members are to their medoid.

4.3 Local Peak Load Targeting of Customers

During local peak periods, peaking generators are often utilised to meet the short period of

demand spikes. These generators are usually gas powered and expensive. A cost effective

and environmentally friendly alternative is to utilise customers flexibility to curtail or shift

demand to achieve a flattening of the aggregate demand profile. Targeted allocation of

storage to customers in order to enable them as prosumers in a competitive market can

also benefit from the proposed methodology especially where customers demand profile

show high demand during DR periods to maximise on-site utilisation of storage.

This section presents a novel approach and method to targeting customers for local

peak reduction by proposing two features to classify customers based on their potential

for contributing to DR.

4.3.1 Feature Development

A two-dimensional parameter is proposed as features for each customers. Firstly, the

parameters α and β is defined in (4.13) and (4.14) below as

α =
pl p− plavg

plavg
, (4.13)

β =
plavg

pavg
, (4.14)
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where pl p, plavg, and pavg are local peak demand, average demand within local window

and average demand for the day, respectively.

Fig. 4.10 shows a visual description of how α and β is derived. Given the objective of

enabling DR at a local peak pl p, a local peak window (ψ) is defined.

Figure 4.10: Demand profile illustration showing local peak, local peak window and actual
peak.

In selecting a value for ψ , it is important to note the length of the DR event period.

Given a DR event at a local peak time tl p, neighbourhood demand points both prior to and

post DR event time makes up the DR event span. For a half-hourly granular demand data,

a ψ value of 4 is proposed. This value captures an hour prior to and after DR.

As ψ tend towards n(T ) (i.e. 48 in the case of half-hourly), the α feature tends toward

0 and β tends toward local peak to daily average demand ratio.
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4.3.2 Demand Response Resource Estimation for Local Peak Reduc-

tion

To determine the estimate of the DR resource for each customer, 4 quadrants is defined

about the α and β feature value of the aggregate demand. The quadrants are presented in

Fig. 4.11 with points representing the α and β values of the aggregate and all customers.

Figure 4.11: Quadrant plot of β versus α parameter for customers and their aggregate
demand.

The higher the α value, the more the potential to shift demand within the DR event

window. This resource relationship stems from the magnitude of difference between de-

mand at local peak and the average demand for the DR window. A positive α value for
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a customer implies demand at local peak is higher than the within DR event average de-

mand thereby creating opportunity for the customer to directly flatten their within DR

event demand. A negative α however implies a lower demand at local peak for the cus-

tomer compared to their average demand during the DR event window thereby meaning

that reducing demand at the peak demand won’t enable flattening of the within DR event

demand for the customer.

The higher the β value, the more the potential to shift demand outside the DR event

window for the purpose of meeting a demand profile flattening objective. A β value less

than 1 implies the average demand within DR event window is less than the overall average

demand meaning low potential for demand profile flattening.

The significance of demand shift within DR event compared to shifting outside of DR

event comes from the diverse shifting constraint of different types of load. An example is a

heating or cooling load’s temperature set point controlled for a short period during the local

peak having its demand deferred to a period which is still within the DR event window.

Compared to a washing machine where a washing activity can be directly deferred to a

period entirely outside of the DR event.

The DR resource potential of each quadrant is described in the items below.

• Quadrant I: In this quadrant, customer’s α and β values are higher than that of the

aggregate demand. This scenario implies a higher potential for within DR event

levelling as well as high potential for demand shifting for the objective of flattening

the demand profile.

• Quadrant II: Quadrant II shows customers with β values higher than that of the ag-

gregate demand but α value lower than that of the aggregate demand. This scenario

showcase a high potential for demand shifting with the objective of flattening the

demand profile while showing a low potential of levelling demand within DR event.

• Quadrant III: Here, both α and β values are lower than that of the aggregate demand.
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This scenario implies a low potential of levelling demand within DR event as well

as shifting demand with the objective of flattening the demand profile.

• Quadrant IV: The values for β in this quadrant are lower than that of the aggregate

demand but α value is higher than that of the aggregate demand. This situation im-

plies a low potential for demand shifting with the objective of flattening the demand

profile while the within DR event window has a high potential of levelling demand.

4.3.3 Results and Discussion

Fig. 4.12 shows the aggregate demand for all 99 customers. The peak demand is at period

37. For this study, the local peak at period 16 is considered.

Figure 4.12: Aggregate demand for 99 customers on day 253.

The parameters α and β is computed for both the aggregate demand profile and each
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customers profile a day prior to DR day. The local window ψ is taken as 4 for this study.

Fig. 4.13 shows the scatter plot of α versus β for all 99 customers on day 253 (the like

day before DR event). The aim is to target 30 customers for local peak reduction based on

their feature parameters.

Figure 4.13: Plot of β versus α parameter for 99 customers.

Based on the plot in Fig. 4.13, a rule based selection is proposed for customer targeting

based on the quadrant location of the customer and distance from the quadrant origin (i.e.

α and β dimension for customer aggregate). The distance between each customers to the

quadrant origin is computed according to (4.15) and ranked in descending order,

f eaturesum = α +β . (4.15)

Customers are first taken from quadrant I to II, IV and lastly III. II is ordered prior to
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IV as preference is given to potential contributing to the flattening of the customer profile

ahead of flattening within DR event window. In the case of within quadrants, customers

are selected from the highest f eaturesum value to the lowest.

Fig. 4.14 shows the normalised demand profile of a customer in each quadrant and

how they compare to the cumulative demand profile.
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Figure 4.14: Plot of customers normalised profile with normalised aggregate profile for
each quadrant.



Chapter 4. Smart Meter Data Characterisation and Clustering for Peak Demand . . . 67

4.4 Conclusion

In this chapter, a novel characterization method for customers’ smart meter data was pro-

posed for peak load targeting. Customer’s daily demand profile is normalised to present

the per-unit variation of their demand. A representative partitional clustering algorithm

(k-medoid with DTW distance measure) is proposed to group customers with respect to

their daily demand variability. DTW distance measure was utilized to measure the simi-

larity between the characterized smart meter data. The results showed a distinct grouping

of customers into clusters for which they can be targeted for peak load reduction.

In addition to peak demand targeting, a novel methodology for targeting customers

for local peak demand reduction is also proposed. Two parameters were proposed and

designed to rank customers based on their potential to contribute to DR. Scope for future

work is assessing the performance of the proposed targeting method with traditional meth-

ods using real customer DR recruitment data from utilities (traditional targeting methods

include recruiting customers based on factors like monthly bill and aggregate demand).



Chapter 5

Customer Baseline Load Estimation for

Incentive-Based Demand Response

Using Long Short-Term Memory

Recurrent Neural Network

The transition to an intelligent, reliable and efficient smart grid with a high penetration of

renewable energy drives the need to maximise the utilisation of customers DR potential.

The availability of smart meter data means this potential can be more accurately estimated

and suitable DR programs can be targeted to customers for load shifting, clipping and

filling. To quantify customers contribution to demand reduction during DR events, the

need to accurately estimate a customer’s demand baseline is very important. This impor-

tance stems from accurately and fairly allocating DR benefits in form of compensation to

customers, to understanding the DR resources available to utilities for effective allocation

of grid resources. Methods for estimating customer baseline can be similar in concept to

those of load forecasting, however, the time frame for baseline estimation spans from a

past to present time frame. Load forecasting strictly focuses on future time frame. The

68
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main purpose for customer baseline estimation is to quantify what a customer would have

demanded should they not have participated in DR as opposed to estimating what their

future demands might be in the case of load forecasting.

In this chapter, focus is made on estimating customer demand baseline for incentive-

based DR. A long short-term memory recurrent neural network methodology is proposed

for customer baseline estimation using previous like days data as during DR events period

for model training. The proposed method is tested on the publicly available Irish smart

meter data and results shows a significant increase in baseline estimation accuracy when

compared to traditional baseline estimation methods.

5.1 Introduction

The need to reduce the carbon footprint all through the electricity supply chain and the

ever increasing integration of renewable energy sources makes demand response (DR)

key to ensuring a stable, reliable and high quality power supply. The non-dispatchable

characteristics of renewable energy makes DR important as flexibility in customers de-

mand can be exploited to follow available renewable energy resources. DR refers to a

customer side effort to reduce demand in order to follow available supply which could

be limited as a result of energy resources or transmission and distribution capacity con-

straints. There are two main categories of DR programs which are price-based DR and

incentive-based DR [5] [7]. Price-based DR involves using time-varying electricity prices

to change customers demand characteristics while incentive-based DR involves the util-

ity offering customers incentives to reduce demand during a DR event. Depending on a

customers demand characteristics, various DR programs can achieve different amount of

demand reduction during DR events.

With the rising popularity of smart meters, smart meter data showing customers con-

sumption can be utilised to derive intelligence for the optimal deployment of DR pro-
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grams to customers. Some recent research on DR has focused on deriving intelligence

from customer smart meter data for enhancing DR program implementation in smart

grids [124] [143] [144]. Considering the two main load classes which are industrial and

residential loads, price based DR has seen more application for residential customers while

incentive-based DR is much popular with industrial customers. One of the main reasons

for this is the relative ease of estimating an industrial customers demand baseline com-

pared to the highly variable nature of residential customers demand characteristics. The

availability of smart meters at residential customers’ location means the data can be ex-

plored to estimate a more representative baseline estimate of their demand during DR

events, thereby enhancing their suitability for incentive-based DR. The main importance

of baseline estimation is that customers demand reduction during DR events can be accu-

rately estimated especially for accurate incentive payment and accurate knowledge of the

aggregate DR potential of users i.e., showing the indication of how much DR resource is

for a particular event. One of the key benefits smart meter data can provide for baseline

estimation is the means to reduce opportunities for baseline manipulation. Baseline esti-

mation models can harness historical granular customer demand data to estimate customer

baselines thereby making manipulation (e.g. increasing demand levels a few days prior to

DR event day) uneconomical.

Baseline estimation methods proposed in literature can be classified under averag-

ing, regression, statistical and machine learning approaches. Examples of averaging ap-

proaches include direct average of X previous days; average of the highest X of Y days

(HighXofY); average of the middle X of Y days (MidXofY); and average of the low-

est X of Y days (LowXofY) [145]. These methods are widely used in the industry with

Mid4of6 and High4of5 used in PJM interconnection [146]. A support vector regression

(SVR) method was proposed in [147] for baseline estimation. A clustering approach was

implemented in [148] with self organizing map and k-means methodology proposed for

estimating customer baseline. In [149], a density based clustering method together with
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k-means partitional clustering method was proposed to find representative baseline for

customers. A statistical approach was proposed in [150] using a customer control group

selection algorithm for estimating customer demand baseline. In [151], a probabilistic

baseline estimation method was proposed for estimating customers consumption baseline

using Gaussian process.

In this chapter, a machine learning approach using the long short-term memory recur-

rent neural network (LSTM RNN) methodology for customer baseline estimation during

DR event period is proposed. Historic demand data within the DR event time span is used

to train the LSTM model and proposed estimation takes in data of a defined number of

previous like-days for estimating customers baseline for the DR event period. The moti-

vation for this proposed methodology is the improvement in forecasting results obtained

using the LSTM RNN methodology for demand forecasting [152] [153] as well as battery

state of charge estimation [154] compared to traditional methods.

The contributions of this chapter are as follows:

• The proposition and implementation of the LSTM RNN methodology for event

based customer baseline estimation.

• The justification of mean percentage error (MPE) as a means to measure baseline

estimation accuracy compared to mean absolute percentage error (MAPE) and root

mean square error (RMSE).

• The comparison of the proposed customer baseline estimation results with the Low4of5,

Mid4of6 and High4of5 methods.

5.2 Recurrent Neural Network

Among the main classes of artificial neural networks, RNNs has proven to be best suited

for sequence learning such as time series forecasting problems [155]. Compared to feed-

forward neural networks (FNNs), where signals travel in one direction from the input to
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the output via the hidden layer, RNNs allow signals to go back and forth hence allowing

information in past data to be exploited for future data estimation. Fig. 5.1 shows the

architecture of a RNN compared to a FNN and shows the differences in the directional

flow of the data.

Given a time series input x = {x1,x2, · · · ,xt}, the hidden state and output sequence is

derived using 5.1 and 5.2 respectively,

ht = f (Whxxt +Whhht−1 +bh), (5.1)

yt = g(Wyhht +by), (5.2)

where Whx, Whh and Wyx are the input-hidden, hidden-hidden and hidden-output weight

matrix, respectively. bh and by represent the bias of the hidden and output layer, respec-

tively. The activation layer of the input and output layer is represented as f (·) and g(·).

5.2.1 Long Short-Term Memory

One of the main challenges with RNN is the exploding and vanishing gradient problem

[156]. This challenge occurs as a result of the loss function decaying exponentially with

time. To address this challenge, LSTMs include a memory cell and gates at the hidden

layers. Fig. 5.2 shows the architecture of an LSTM RNN.

The LSTM block consists of an input gate (i), output gate (o), forget gate ( f ) and

attached memory cells (s) [152]. The input xt and previous output ht−1 to the LSTM

block determine the decisions of the input, output and forget gates whether to switch on or

off [153]. The input gate controls what to keep in the internal state st , while the output gate

decides the part of the internal state st to pass to the output ht . The forget gate however

decides what part of the previous state st−1 needs to be forgotten. The equations (5.3),

(5.4), (5.5), (5.6), (5.7), (5.8) and (5.9) below presents the operation of the gates as well

as the states and output formulation.
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Figure 5.1: Comparison of the RNN and FNN architecture.

ft = σ(Wf xxt +Wf hht−1 +Wf sst−1 +b f ), (5.3)

it = σ(Wixxt +Wihht−1 +Wisst−1 +bi), (5.4)

ut = g(Wsxxt +Wshht−1 +bs), (5.5)

st = ut it + st−1 ft , (5.6)

ot = σ(Woxxt +Wohht−1 +Wosst−1 +bo), (5.7)

ht = ot`(st), (5.8)
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Figure 5.2: LSTM RNN architecture.

yt = k(Wyhht +by), (5.9)

where Wf x, Wix, Wf x, Wsx, Wox; Wf h, Wih, Wsh, Woh; Wyh; Wf s, Wic, Wos; b f , bi, bs, bo, by are

the input weight matrices; recurrent weight matrices; hidden output weight matrix; weight

matrices of peephole connections and bias vectors, respectively.

5.3 Customer Baseline Estimation

An event based customer baseline estimation method is proposed for incentive-based DR.

We propose the LSTM RNN technique for estimating the baseline demand during event

period. Fig. 5.3 shows the framework of our proposed methodology. We characterize
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users demand for the event period of y previous non DR like-days1 by normalising it using

the MinMaxScaler presented in 5.10 below,

d∗t =
dt−dmin

dmax−dmin
∗ (max−min)+min, (5.10)

where d∗t is the normalised data, dt is the demand at time t, dmin and dmax is the minimum

and maximum demand for the event period, respectively, and min and max represents the

range of the feature. The derived feature is then fed into the LSTM network as input

matrix X . The input feature range of -1 and 1 is proposed for min and max, respectively,

as it enhances an effective measure for backpropagation as proposed in [157].

The proposed DR event estimation model is presented in the subsequent subsections.

Figure 5.3: Framework for customer DR baseline estimation.

1like-days mean previous week days or weekend days
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Prior to the data preparation stage, like-days can alternatively be selected based on

characteristics like temperature and weather. This selection approach is based on the

premise that days with similar temperature or weather have similar demand character-

istics. Given the distinct difference in demand profile between weekday and weekend;

coupled with the high level of similarities within like-days as presented in [158], like-days

by day type is chosen for this analysis.

5.3.1 Proposed Model

Firstly, the input data is prepared, normalised and fed into the trained LSTM model for

baseline estimation. Let C represent a set of k customers as shown in (5.11),

C = {c1,c2,c3, · · · ,ck}, (5.11)

with each enrolled for incentive-based DR.

The aim is to estimate the demand baseline for a customer cn during a DR event period

between ts and te. Let Da,b as shown in (5.12),

Da,b = {d0,1,d0,2, · · · ,d0,48, · · · ,dy,1,dy,2, · · · ,dy,48} (5.12)

represent the demand series for customer cn where a denotes the days from event day 0 to

previous like-day y as shown in (5.13) and b denotes the daily half-hourly demand data as

shown in (5.14) below:

a = {0,1,2, · · · ,y}, (5.13)

b = {0,1,2, · · · ,48}. (5.14)

Given a DR day with reduction event between ts and te where ts represents the event
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start time and te represents the event end time for a day’s demand. The objective is to esti-

mate the customer baseline demand between times ts and te where ts, te = {1,2,3, · · · ,48}

and te > ts. The input data to the model is given as (5.15),

X = D∗a,b = {dy,ts,dy,ts+1, · · · ,dy,te ,dy−1,ts,dy−1,ts+1, · · · ,dy−1,te ,

· · · ,d2,ts,d2,ts+1, · · · ,d2,te , · · · ,d1,ts,d1,ts+1, · · · ,d1,te}, (5.15)

while the output, that is, the estimated baseline is given as (5.16) below

Q(t) = {qts,qts+1,qts+2, · · · ,qte}. (5.16)

5.3.2 Performance Metrics

In order to measure the performance of our proposed methodology for customer baseline

estimation, we propose using the mean percentage error (MPE), mean average percentage

error (MAPE) and root mean square error (RMSE) to measure the closeness of the estimate

to the true customer demand for an event period. The MPE is defined as the average of the

percentage error between the baseline estimate and the true customer demand during the

event period as shown in 5.17,

MPE =
100

y ∑
te
t=ts

dt−qt

dt
, (5.17)

where dt and qt is the true baseline and estimate baseline, respectively.

MAPE however measures performance based on the absolute value of the error differ-

ence between the estimated and true baseline. MAPE is presented in 5.18:

MAPE =
100

y ∑
te
t=ts
|dt−qt

dt
|. (5.18)
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RMSE is the mean of the sum of the square error where the error is the difference

between the estimate and the true baseline. RMSE is presented in 5.19 below:

RMSE =

√
∑

te
t=ts(dt−qt)2

y
. (5.19)

5.4 Result and Discussion

For our analysis, customer smart meter data from the publicly available Irish Commission

for Energy Regulation (CER) is used [139]. Fig. 5.4 shows the demand profile of one of

the customers which we use as a case study.

Figure 5.4: Customer demand profile.

Given a DR event period between time period 34 and 40, we estimate the demand

baseline for this period. We implement the proposed baseline estimation methodology

using 10 previous like-days i.e., y = 10. Firstly, we run experiments on our model by

varying the LSTM hyper-parameters which are the number of neurons and epochs. Table
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Table 5.1: DR estimation model error summary with varying epochs.
Epoch numbers MPE(%) MAPE(%) RMSE

300 28.95 45.44 2.08
600 22.07 33.59 1.54
900 13.93 41.44 1.95
1200 7.36 34.80 1.78
1500 5.32 28.83 1.44

Table 5.2: DR estimation model error summary with varying neuron numbers.
Neuron numbers MPE(%) MAPE(%) RMSE

100 28.22 41.10 1.93
200 21.06 46.17 2.09
300 27.54 40.10 1.92
400 7.97 26.11 1.26
500 5.32 28.83 1.44

5.1 presents the MPE, MAPE and RMSE of the LSTM model with varying number of

epochs and neuron numbers fixed at 500.

Increasing number of epochs translated to decreasing MPE value indicating the close-

ness of the aggregate demand of the LSTM estimate to the true baseline. However, MAPE

and RMSE did not follow the trend when epoch number was increased from 600 to 900.

MAPE and RMSE use absolute values in its error calculation and this does not take into

consideration the bias between both the estimated demand and true demand per unit time.

In baseline estimation, the important indication for accuracy is the closeness of the aggre-

gate demand during event period to the aggregate true demand given a non DR event. This

situation makes MPE the ideal factor to measure the performance of a customer baseline

estimation for incentive-based DR. We also vary the neuron numbers with epoch number

fixed at 1500. Table 5.2 presents the MPE, MAPE and RMSE of the LSTM model with

varying number of neurons.

The error results presented shows a decreasing MPE for increasing number of neurons.

This trend shows a closer cumulative demand of the baseline estimate to the true baseline

as the number of neuron increases. Also, the consequence of using more neurons is an

increase in both computational time and resources. The MAPE and RMSE also in this
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case, does not follow a decreasing trend with increasing number of neurons as bias is

not considered in the error calculation. Fig. 5.5 shows the baseline estimation result of

the LSTM model using different neuron numbers during event time compared to the true

baseline.

Figure 5.5: Baseline estimation with varying neuron numbers.

Based on the results of the varying hyper-parameter for the proposed LSTM model,

we select neuron number as 500 and epoch number as 1500 and compare the estimation

results with traditional baseline methodology i.e., Low4of5, Mid4of6 and High4of5. Fig.

5.6 presents the result of the LSTM estimation with the baseline estimate in red and input

data to model in blue.

The proposed LSTM baseline estimation model result compared to traditional methods

and the true baseline is presented in Fig. 5.7.

Table 5.3 presents the MPE, MAPE and RMSE of the LSTM methodology compared

to the Low4of5, Mid4of6 and High4of5 baseline estimation methods. Both the MAPE
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Figure 5.6: Baseline estimation showing input data and output of the LSTM model.

Figure 5.7: Baseline estimation using LSTM compared to traditional methods.

and RMSE shows a higher error value for the LSTM method compared to the Low4of5,

Mid4of6 and High4of5.
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Table 5.3: DR estimation model error summary.
Estimation model MPE(%) MAPE(%) RMSE

LSTM Model 5.32 28.83 1.44
Low4of5 23.91 23.91 1.14
Mid4of6 19.63 19.63 1.17
High4of5 22.84 22.84 1.26

These error values is however different from the MPE which shows the LSTM method

having a significantly much lower value i.e., 5.32% compared to 23.91%, 19.63% and

22.84% for Low4of5, Mid4of6 and High4of5, respectively. The MPE gives an indication

of how close the estimate of the cumulative demand during DR event is to the true baseline

as can be shown in Fig. 5.8.

Figure 5.8: Comparison of aggregate demand estimates using LSTM to traditional meth-
ods.

5.5 Conclusion

In this chapter, a novel customer baseline estimation methodology is proposed. The LSTM

RNN method is proposed for estimating customer demand specifically during DR event.



Chapter 5. Customer Baseline Load Estimation for Incentive-Based Demand . . . 83

To minimise the computational expense, the model is trained on the event period only

compared to the whole daily period as used in various methods proposed in literature. The

proposed method proved to be more accurate as the cumulative demand of the estimation

was much closer to the true baseline compared to traditional methods. One scope for future

work is to assess the performance of the proposed model in mitigating against baseline

manipulation. The proposed future work will also include an assessment of other baseline

methods performance with regards to how they mitigate against baseline manipulation.



Chapter 6

Control Based Residential Customer

Baseline Estimation: Taking into

Consideration the Demand Response

Rebound Effect

This chapter proposes a novel customer baseline estimation methodology that takes into

consideration the demand rebound effect. In the earlier work done in chapter 5, an LSTM

model was proposed for customer baseline estimation based on a historic like-days data.

One key element of DR is the demand rebound effect where demand reduction during a

DR event is shifted to other time period. The need to better estimate customer baseline

makes capturing the demand rebound in the estimation methodology vital. To address this,

a control based DR estimation methodology is proposed. The proposed methodology is

applied to estimate the baseline of residential customers given the challenge they pose due

to their high variability with results compared to earlier methods proposed in literature.

The model is like-wise applicable to industrial and commercial customers and differences

between various methods are minimal given the relatively low variation in these load types.

84



Chapter 6. Control Based Residential Customer Baseline Estimation: Taking . . . 85

6.1 Introduction

Customer demand baseline refers to the amount of electricity a customer would have con-

sumed if they had not participated in DR. An accurate estimation of customers demand

baseline is very key as this gives the basis for a fair financial compensation to customers

especially for incentive-based DR. Aside accurately estimating rewards for participating

customers, customer baseline estimation can help operators track the level of DR resources

available as well as have a true picture of their responsiveness from time to time. In es-

timating a customers demand baseline, it is important to take into consideration the DR’s

effect on customers demand profile.

The effect of demand shift from DR event period to other period of a customers de-

mand profile can result into what is known as demand rebound. The amount of demand

rebound exhibited by a particular customer depends on 2 main factors.

• The amount of demand reduction during DR event.

• The proportion of the reduced demand shifted compared to demand clipped.

The increasing availability of smart meters gives an opportunity for enhanced and im-

proved baseline estimation. This chapter presents a novel method of estimating customer

baseline using the demand profile of similar non DR participating customers. The method

not only estimates customer baseline but also estimates demand rebound, amount of de-

mand shifted as well as amount of demand curtailed.

6.2 Customer Baseline Load Estimation Method Classifi-

cation

The proposed methodologies in literature for customer baseline estimation is classed under

two main groups based on the source of the demand estimation data which are non-control
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group methods and control group methods. Non-control group methods employs using the

approach where the baseline is determined using the DR customer’s historic demand data

and other external influencing factors like weather, type of day and special events day

(holiday, national sports event and so on). Control group methods differ in that the DR

customer’s baseline is determined using the demand data of similar non DR participat-

ing customers. Fig. 6.1 shows the group and subgroups of existing methodologies for

customer baseline estimation in literature.

Figure 6.1: Methodologies for customer baseline estimation.

The customer baseline subgroups methods are discussed in the subsections below.
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6.2.1 Non-Control Group Methods

Non-control group methods estimates DR customers baseline using data from their pre-

vious days demand and can include coupling with external factors like weather, type of

day (weekday or weekend) and historical trends. Based on methods proposed in literature,

non-control groups include direct averaging techniques, weighted averaging techniques,

regression and machine learning methods.

Direct Averaging Methods

Direct averaging methods are based on finding the direct average of previous non DR days

of a participating customers as the customers baseline demand. Examples of direct aver-

aging methods include previous n like day average, LowXofY, MidXofY and HighXofY.

Weighted Averaging Methods

Weighted averaging techniques involves assigning a weighting factors to previous non DR

like days before finding the average. The rationale of this method is that nearest non-DR

days to DR days have a higher weighting factor with further days having a lower weighting

factor.

Regression Methods

Regression methods makes use of influencing factors like weather. In this case questions

like how does demand vary with the temperature, humidity and season is answered coupled

with historic customers demand. Based on this, the baseline can be estimated using the

derived regression equation showing the relationship between variables like temperature,

humidity and customer demand.
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Machine Learning Methods

Some machine learning models has been proposed for baseline estimation. In [126], a

LSTM RNN technique was proposed for estimating residential customer’s baseline de-

mand using historical non-DR data. Another application of machine learning was in [159]

where Neural nets was employed for baseline estimation. A baseline model utilising self

organizing map and k-means clustering was proposed in [148].

6.2.2 Control Group Methods

Control group customer baseline load (CBL) estimation methodologies employs the use

of non participating DR customers to estimate the baseline of participating DR customers.

Clustering methods are employed to group DR customers into groups based on the sim-

ilarity of their consumption profiles. The CBL is estimated using non-DR customers

data present in the DR customers cluster. Proposed control group methods can be fur-

ther grouped into deterministic and probabilistic methods.

Deterministic Method

Deterministic control group methods employ techniques to directly estimate a baseline

for the customer using non-DR customers consumption data showing similar characteris-

tics. Direct clustering approach was used in [160] and [149] with the baseline estimation

derived from non DR members of clusters where DR customers belongs.

Probabilistic Method

For probabilistic methods, aside deriving the baseline from non participating DR cus-

tomers, an element of uncertainty is added to the estimated baseline. A probabilistic clus-

tering based residential baseline estimations methodology was proposed in [161]. Proba-

bilistic baseline estimation was also proposed in [162] for baseline estimation.
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6.3 Need to Consider the Demand Rebound Effect

During a DR event, user’s demand reduction can either be in form of a curtailment or load

shift. Fig. 6.2 shows the rebound effect of DR.

Figure 6.2: Customer Rebound Effect.

One of the key benefit of considering the demand rebound effect is how it helps to

further improve the accuracy of baseline estimation. Having an estimate of the demand

rebound can account for demand shift outwith the DR event period and hence improve

the estimation of the customer’s baseline. The demand rebound estimate can be utilised

as a constraint feature for control based methods as non DR customers can be filtered

depending on if the demand reduction estimate captures both demand curtailment and

shift.
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6.4 Proposed Control Based Method with DR Rebound

A control based baseline estimation methodology that takes into consideration the demand

rebound effect is proposed. Fig. 6.3 presents the framework of the proposed estimation

method. The key steps presented in implementing the proposed methodology are dis-

cussed in the subsections below.

6.4.1 k-Medoid Partitional Clustering with LB_Keogh Distance Mea-

sure

The k-medoid partitional clustering using the LB_Keogh (lower bound) distance mea-

sure is proposed for clustering the customers demand profile. Compared to the clustering

methodology proposed in chapter 4, the LB_Keogh distance measure approach has per-

formance benefits over the standard DTW as demonstrated in [163]. The more the time

series required to be clustered the more the computational expense and the LB_Keogh dis-

tance measure performs well in this situation as shown in previous time series clustering

studies [164].

6.4.2 LB_Keogh Distance Measure

In comparison to the standard DTW distance measure earlier used for k-medoid clustering

in chapter 4, LB_Keogh takes a less computational expensive approach in calculating

distances between time series. The LB_Keogh is a lower bounding measure proposed

by Keogh et al. [163] that minimises the amount of points in the time series for which

distances is computed. The process for computing the LB_Keogh distance measure is

highlighted below.

1. Given two time series Q and C, an upper and lower bound sequence is derived for Q

to envelop the time series as shown in Fig. 6.4. Where w is defined as the envelope
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Figure 6.3: Proposed Methodology.
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reach, U and L is derived according to (6.1) and (6.2) below:

Ui = max(qi−w : qi+w), (6.1)

Li = min(qi−w : qi+w). (6.2)

Figure 6.4: Illustration of upper and lower bound sequence envelope for time series Q.

2. The LB_Keogh is derived using (6.3) below:

LB_Keogh(Q,C) =

√√√√√√√√√
n

∑
i=1


(ci−Ui)

2 if ci > Ui

(ci−Li)
2 if ci < Li

0 otherwise

. (6.3)

As illustrated in Fig. 6.5, areas where C is within the upper and lower bounds U and

L have distance set as 0, while distance is computed for areas outside the envelope.
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Figure 6.5: Illustration of LB_Keogh distance measure between Q and C with upper and
lower bound sequence envelope for time series Q

6.4.3 Customer Baseline Estimation Algorithm

A baseline estimation algorithm taking into consideration the rebound effect is proposed.

In order to achieve this, customers demand profile is partitioned into 3 sections which are

pre DR period, DR period, and post DR period. The non absolute cumulative distance is

computed between the DR customer and the non DR customers within its cluster for each

individual partitions. A 3 step approach is proposed to estimate the baseline of customers.

1. Distance calculation between DR customer and similar non DR customers

2. Demand rebound constraint and non DR customers filtering

3. Shift parameter (s) calculation and baseline estimation
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Distance calculation between DR customer and similar non DR customers

Given m number of non DR customers in a cluster l where l can be between 1 and k, the

pre DR, DR and post DR non absolute distances between DR customer c and a non DR

customer i is given by dpre−DR, dDR, and dpost−DR, respectively according to (6.4), (6.5)

and (6.6) below:

dpre−DR =
ts

∑
j=1

(dc j−di j), (6.4)

dDR =
te

∑
j=ts

(dc j−di j), (6.5)

dpost−DR =
tn

∑
j=te

(dc j−di j), (6.6)

where ts and te represents the start and end times of the DR period, tn represent the final

timestamp of the daily profile (e.g. 48 for a half-hourly demand profile).

Demand rebound constraint and non DR customers filtering

To accommodate the demand rebound effect in baseline estimation, the sum of dpre−DR

and dpost−DR for DR customer c and each non DR customer i is computed as shown in

(6.7) below:

ddi f f = dpre−DR +dpost−DR. (6.7)

Customers showing a positive value for ddi f f is further selected with negative ones fil-

tered out. The baseline candidates is thereby reduced from an initial m non DR customers

to u where m >= u. This constraint ensures that the sum exceeds what the representative

baseline of the customer will be thereby capturing load shift as well as load clipping.
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Shift parameter (s) calculation and baseline estimation

The shift parameter (s) is derived as the difference between dpost−DR and ddi f f as shown

in (6.8) below:

s = dDR−ddi f f . (6.8)

To account for demand shifting from a DR period to either the pre-DR and/or post-DR

period, the s must be positive. A defined v number of non DR customers satisfying the

positive s condition from the total u non DR customers is used to estimate the baseline. A

direct average of these v candidates is proposed.

6.5 Results and Discussion

6.5.1 Proposed Estimation Methodology

The dataset used in this chapter comprises of 1200 customer smart meter data. The data

is normalised and the proposed k-medoid clustering algorithm with LB_Keogh distance

measure applied. In order to determine the optimal cluster number for the clustering, the

COP index is derived for k values ranging from 2 to 15. As shown in Fig. 6.6, the optimal

cluster number k for the dataset is 12 as it shows the COP index at its lowest for the input

range.

Fig. 6.7 and Fig. 6.8 presents the 12 clusters derived with the member distribution

presented in Fig. 6.9.

The aggregate demand of the 1200 customers is shown in Fig. 6.10 with the peak load

at half-hourly period 37. A demand response event period from 36 to 40 is used for this

study.

A DR customer with ID number 819 is selected for this study. The demand profile for

customer 819 is presented in Fig. 6.11. On clustering the 1200 customers, customer ID
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Figure 6.6: COP Index.

819 belongs to cluster 12 along with 177 other customers. Of the 178 customers in cluster

12, 167 are non DR customers with 11 customers participating in DR. Firstly, the other

DR customers are filtered leaving 167 candidates for the process of estimating customer

ID 819’s demand baseline.

Fig. 6.12 shows the scatter plot of the non absolute pre DR distance versus post DR

distance, where the non absolute distance is calculated between customer ID 819 and all

non DR customers in cluster 12. Points in quadrant I represents non DR customers with

both their pre DR and post DR demand lower than that of customer ID 819. Points located

in quadrant III shows the opposite. Given the defined constraint from the methodology that

the sum of the non absolute pre DR and post DR distance must exceed 0, all customers in

quadrant III is filtered out. Customers in quadrant I and IV with the sum of pre DR and

post DR distance difference less than 0 is also filtered out.

The non absolute distance between customer ID 819 and the non DR customers for the

DR period is also computed i.e. dDR. The non DR customers with positive dDR is filtered

out. The main reason for this is to capture a reduction in demand during the DR event.
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Figure 6.7: Cluster medoids 1-6.
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Figure 6.8: Cluster medoids 7-12.
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Figure 6.9: Customer cluster distribution.

Figure 6.10: Aggregate demand for the 1200 customers.
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Figure 6.11: Customer 819 demand profile.

Figure 6.12: Scatter plot of non absolute pre DR distance versus post DR.
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Fig. 6.13 shows the scatter plot of ddi f f versus dDR.

Figure 6.13: Scatter plot of dDR versus ddi f f .

The baseline is derived from the average of up to 5 nearest points to the origin (0,0)

of Fig. 6.13. Fig. 6.14 shows the plot of customer ID 819’s demand profile and baseline.

The baseline shows an estimated demand reduction of 1 with demand shift estimated as

0.85 and demand clipped as 0.15.

Figure 6.14: Baseline estimation for customer ID 819.
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The amount of demand reduction resulting from DR shifting and DR clipping is de-

rived as follows

1. Firstly, the total demand reduction is estimated. The reduction is computed by find-

ing the difference between the actual demand and the baseline estimate during DR

event as shown in (6.9),

dDR =
te

∑
j=ts

(dbas, j−dact, j), (6.9)

where dDR, dbas, j, dact, j, ts, te are demand reduction during DR event, actual demand

at time j, estimate baseline at time j, DR event start time (36) and DR event end

time (40), respectively.

2. Demand shift is derived by subtracting the pre DR and post DR sum of the baseline

from the actual demand pre DR and post DR sum as shown in (6.10) below:

dshi f t =
ts

∑
j=1

(dact, j−dbas, j)+
48

∑
j=te

(dact, j−dbas, j). (6.10)

3. Demand reduced during DR due to clipping is estimated by subtracting the demand

shift from the total demand reduction during the DR event as shown in (6.11) below:

dclip = dDR−dshi f t . (6.11)

The method is applied to 6 other DR customers randomly selected from clusters 2,

6, 7, 9, 10 and 11 to estimate their baseline. Table 6.1 shows the customer ID, cluster

number, demand reduction, demand shifted and demand clipped estimate for each of the

DR customers. The plot showing both actual and estimated baseline for each of the 6

customers is shown in Fig. 6.15.
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Table 6.1: Demand shift and clip estimate from estimated baseline.
Customer ID Cluster Demand Reduction Demand Shifted Demand Clipped

42 6 0.74 0.37 0.37
480 10 0.80 0.44 0.36
758 2 1.17 0.57 0.60
236 7 0.70 0.13 0.57
159 9 0.80 0.33 0.47
923 11 0.99 0.49 0.50

6.5.2 Result Comparison with Baseline Estimation Approaches Util-

ising Clustering in Literature

The result of the proposed methodology is compared to the following approaches utilising

clustering proposed in literature.

• Cluster average: Here, the average of the non DR customers is used to represent the

baseline of the DR customers. Zhang et al. in [116] demonstrated the effectiveness

of this method in estimating customers baseline demand. This approach was also

proposed in [149] for estimating DR customers baseline.

• Nearest pre & post DR demand: The non DR customer with the pre DR and post

DR nearest to the DR customer is used to estimate the baseline for the DR customer.

This approach was utilised as part of the framework for the baseline estimation

methodology proposed in [165].

• 5 Nearest average: The closest 5 non DR customers to the DR customer is averaged

and used to represent the DR customers’ baseline. A similar approach was proposed

in [149] although instead of a specific number of non DR customers, a percentage

of the total cluster members is proposed to determine the number of nearest non DR

customers to be averaged.

• Cluster medoid: In this case, the representative cluster medoid is assigned as the

baseline of the DR customers.
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Figure 6.15: Baseline estimation for customer IDs 42, 480, 758, 236, 159 and 923.

Fig. 6.16 shows the comparison of each of the methodologies estimate and how they

compare with the actual demand for customer ID 819.

Table 6.2 also presents the estimated demand shifted and demand clipped from the

derived baseline. Demand reduction in the table shows the estimated demand reduced by
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Figure 6.16: Results from other baseline estimation approaches with clustering applica-
tion.

the customer during the DR period. This reduction consists of demand shifted which is an

estimate of demand moved from DR period to a non-DR period and demand clipped which

is an estimate of demand cut (non shift component of demand reduction).Compared to the

proposed methodology, only the nearest pre and post DR demand approach showed a de-

mand reduction with positive demand curtailed and shifted. A negative value for demand

reduction means demand increased during event period for the DR customer. Negative

demand shift means demand was shifted into the DR event period while negative demand

clip means no demand clip but rather increase in demand.

Despite the positive value of demand reduction, demand shift and demand clip ob-
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Table 6.2: Demand shift and clip estimate using other baseline estimation approaches.
Method Demand Reduction Demand Shifted Demand Clipped

Cluster averaging 0.48 -1.74 2.22
Nearest pre and post DR demand 1.22 0.96 0.26

5 nearest average -0.09 -2.16 2.07
Cluster medoid 0.42 -0.63 1.05

tained from the nearest pre and post DR demand approach, there is no guarantee that this

will be the case for other DR customers. The proposed method ensures a constraint to

avoid negative demand in the estimation hence, ensuring demand reduction is captured

whether in form of shifting or clipping.

6.6 Conclusion

In this chapter, a novel control based customer baseline estimation methodology was pro-

posed. The methodology takes into account the demand rebound effect in the baseline

estimation process. As far as the literature surveyed for customer baseline estimation,

this is the first methodology that not just only estimate a DR customers baseline but also

estimates the amount of demand reduction clipped as well as shifted to non DR periods.



Chapter 7

Conclusion and Future Work

In this chapter, the conclusion and areas for future work is presented.

7.1 Thesis Conclusions

Three novel methodology is proposed for enhancing demand response using customers

smart meter data. Below is a list showing the summary for each of the proposed method-

ologies and the area of DR enhancement applied to.

• In chapter 4, a methodology was proposed for targeting customers for peak and local

peak load reduction. The peak targeting methodology utilised the k-medoid cluster-

ing algorithm and dynamic time warping distance measure to group customers based

on their demand profile. Results shown from clustering shows that the proposed

method performs in targeting customers compared to the direct distance clustering

method. Based on comparative analysis of different distance approach for the DTW,

it is proposed that for large customers dataset, Manhattan distance can be used in

place of Euclidean distance as the clustering showed similar performance in line

with the objective of customer targeting for peak load reduction. In addition to peak

demand targeting, a novel methodology for targeting customers for local peak de-

107



Chapter 7. Conclusion and Future Work 108

mand reduction is proposed. The proposed method uses a 2 dimensional parameter

based on customers potential to contribute to DR to rank customers.

• A customer baseline estimation methodology was proposed in chapter 5. The method

is based on the LSTM RNN machine learning technique. To minimise the computa-

tional expense, the model is trained on the event period only compared to the whole

daily period as used in various methods proposed in literature. Estimation results

presented showed a better performance in baseline estimation when compared to

traditional estimation methods.

• In chapter 6, a novel control based customer baseline estimation methodology was

proposed. The methodology takes into account the demand rebound effect in the

baseline estimation process. As far as the literature surveyed for customer base-

line estimation, this is the first methodology that not just only estimate a DR cus-

tomers baseline but also estimates the amount of demand reduction clipped as well

as shifted to non DR periods.

7.2 Future Work

The following key direction highlighted below are possible future work:

• Targeting customers for integrated storage solutions and optimal EV charging with

the objective of flattening aggregate demand profile. This area is an extension to

targeting customers not just for peak load reduction but also for achieving desirable

aggregate demand profile from the suppliers end using storage and EV load. The

transitioning of vehicle mobility to electric will bring challenges to load manage-

ment and a targeted approach coupled with customers demand data can help manage

the potential strain a wide spread adoption of EVs will cause.

• Extending the LSTM model training to other periods of customers demand profile
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can help with a modular approach to estimating customer baseline for the whole

demand profile. This approach can help create insight into periods where the load

is shifted to as well as amount of demand clipped as proposed in chapter 6. Also,

considering the effect of weather and other external influencing factors like holidays,

adding features derived from these external data can help improved the estimation

accuracy of the proposed model.

• Drilling through the customer demand profile up to the appliance level can help

enhance the estimation accuracy for baseline as well as demand clipped and shifted.

Studying the estimation performance with appliance level data is an interesting area

for future studies
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