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Abstract

In this thesis, a general model for transportation on directed tree graphs is
studied. The nodes in the graph correspond to different storage locations,
and the edges describe between which storage locations transportation is
possible. The transportation is assumed to be subject to delay. Furthermore,
nodes at the top of the network are allowed to produce more of the studied
quantity. As an example, this setup can model an irrigation network, con-
sisting of several pools that are connected via gates. The gates allow water
to be transported from the upstream to the downstream pool. Each pool can
be described by a node, and the edges describe which pools are connected
by a gate. The production corresponds to taking water out from a reservoir
and into a pool.

A common approach for control of large-scale networks is to stabilize the
system around the optimal equilibrium point. However, as the operating
conditions of the network change, the optimal equilibrium point will also
change. In this thesis, the dynamic performance of the network is optimized,
where the cost associated with deviations from the nominal levels is min-
imized. The transportation variations are not penalized, as it is assumed
that this cost is negligible (for example, in the case of irrigation networks,
gravity is responsible for the movement).

The optimal controller is shown to be highly structured, without impos-
ing any structural constraints on the controller that normally limit perfor-
mance. This structure allows for a simple and efficient implementation. The
optimal transportation assignments can be calculated by a sweep through
the graph, starting in the nodes without children, and iterating upwards.
This implies that each gate in an irrigation network only needs to receive
information from the gates downstream and send information to the gates
upstream.

Even stronger results are derived for string graphs. Firstly, it is shown
how to give optimal feed-forward for planned disturbances. These planned
disturbances could for example be farmers taking water out of an irrigation
network. This requires minor modifications to the aforementioned controller
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structure, where the information about the planned disturbances can be
communicated by a sweep through the graph. Secondly, it is shown how
to allow for production in every node. This requires two sweeps, with one
going in the upstream direction and one going in the downstream direction.
These sweeps can be done in parallel, and thus the implementation time is
unaffected. The resulting controller is applied to a more realistic simulation
model for irrigation networks, where it outperforms a simple P controller
in response to both step changes and disturbance rejection. For disturbance
rejection of low-pass filtered disturbances, the performance is close to the
theoretical maximum attained using a centralized controller with a perfect
model.

The optimal control problem is also studied from a localized perspective,
where each node tries to maximize its own utility. To coordinate, each node
is presented with a price for having a certain level at each time point. It is
shown how to calculate prices so that that the nodes’ optimal levels align
with the socially optimal levels. These prices can also be calculated by a
sweep through the graph.
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1
Introduction

How to best make use of available resources is an age-old problem. Classi-
cal examples include the allocation of fresh water throughout an irrigation
network or the distribution of goods in a logistic network. Roughly speak-
ing, such networks are generally operated based on steady-state consider-
ations. That is, equilibrium flows of resources that optimize steady-state
performance are identified, and control systems (if any are used at all) are
used to stabilize operation around a given equilibrium. However this modus
operandi really only tells part of the story. In reality, the operating points of
these networks are continually changing as, for example, farmers vary the
amounts of water they use to water their crops. To optimize performance it
then becomes important to consider dynamic or transient effects. And these
effects can be significant. For example, the efficiency of irrigation networks
has been estimated to only be around 50%, with half of the losses coming
from large-scale distribution losses, which occur before the water reaches
the farms [Mareels et al., 2005].

In this thesis, the problem of optimally regulating the transportation of a
resource throughout a network is considered. Particular emphasis is placed
on scalable approaches that can handle (or even exploit) the inevitable
delays resulting from transportation. Due to increasing globalization and
digitalization, transportation systems often contain many transportation
routes and storage locations. It is then necessary (or at least highly desir-
able) that the methods employed scale well as the systems grow in size1.
This is typically not possible when using centralized approaches, where
the calculation of each flow in the system at each point in time requires
knowledge of the state of the entire system. Instead, one often searches
for non-centralized controllers, where each point in the system only uses
information from a subset of the network. The downside of this approach is

1 Indeed these constraints are relevant even in small systems in which computational power
and the communication bandwidth are limited. This could, for example, be the case for
systems in rural areas.
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Figure 1.1 Graphical illustration of the problems considered in this thesis.
The goal is to optimally distribute some quantity throughout the network
subject to transportation delays.

that the performance is expected to be worse when less information is used.
Examples of such controller structures are local controllers, where the cal-
culation of each flow only uses information from the neighboring location,
and decentralized controllers, where each flow is decided based only on the
level in the source (or destination) node.

We consider a simple, but rather generic, model for transportation.
Throughout, transportation networks are modeled using directed graphs,
consisting of a set of edges and nodes. The edges allow for transportation
between nodes in the graph, subject to a delay. See Figure 1.1 for a graphical
illustration. This relatively simple setup covers the essence of most tran-
sportation problems. For example, it can describe the behavior of the water
levels in an irrigation network on slow time scales [Evans et al., 2011] or
the basic behavior of a logistics network [Subramanian et al., 2013].

The major contribution is to show how to achieve globally optimal per-
formance (i.e. the level of performance that a controller with full state in-
formation can achieve) using a control scheme with a naturally distributed
implementation. The is possible because the optimal controllers for the
regulation problems considered have certain desirable structural proper-
ties. This structure allows the controller to be implemented using a sweep
through the graph. The sweep starts at the nodes at the end of the graph
(the leaves) and iterates upstream. Each node receives information from
each of its downstream neighbors in the form of a single variable. It uses
this to compute its control action, and then form a new variable that it
passes upstream. This approach will be illustrated for a network with a
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Chapter 1. Introduction

string topology in Section 1.1. The implementation time of this control law
scales with the depth of the network and represents a sort of middle ground
between fully centralized and fully decentralized control. It is, therefore,
best suited for applications where the underlying dynamics have fairly long
time constants (such as irrigation or logistic networks). In these cases, it
offers a simple and easily implementable alternative to conventional decen-
tralized or distributed approaches while bringing the benefits of globally
optimal performance. It is also shown that the parameterization of the con-
trol law can be calculated similarly, allowing the controller to be efficiently
updated if the network changes.

The results discussed above holds for any directed graph without undi-
rected cycles. They are also extended for string graphs to allow for optimal
feed-forward for planned disturbances to the network. This is motivated by
irrigation networks, consisting of connected canals from which farmers can
take out water and use it to water their crops according to some pre-agreed
schedule. However, planned disturbances could occur in many more tran-
sportation problems. The methods developed in this thesis are applied to a
model for irrigation networks with third-order canal dynamics (as opposed to
the first-order models used for the synthesis). This is achieved by low-pass
filtering the inputs and finding a first-order approximation of the canal
dynamics. The controller is compared to a simple P controller with feed-
forward and an LQ controller synthesized using the third-order dynamics
which gives the best possible performance. The structured controller de-
rived in this thesis outperforms the simple P controller and almost achieves
the theoretical optimum for rejection of low-pass filtered disturbances.

The approaches described above implicitly assume that all parts of the
transportation network are cooperating. This thesis also studies the problem
from a user perspective, where each node in the system wants to maximize
their own utility, but has to pay a price for the amount of the quantity they
receive. A method for calculating prices in a distributed way so that the
nodes’ optimal levels coincide with the social optimum, that is the levels
that maximizes the sum of the utilities for all nodes, is derived. This allows
for each user in the network to be satisfied with the resulting transportation
assignments, even if they are not fully cooperating.

Outline
This introductory chapter will be concluded with an example problem on
a string graph, for which the optimal controller, and its interesting struc-
tural properties, will be highlighted. Next follows Chapter 2 with relevant
background and motivation for the thesis. This serves both as a summary
and an extension of the motivation and background that is later found in
the papers. The chapter starts with a discussion of the need for structured
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Figure 1.2 An illustration of the string graph example. There is a factory
that produces a product, which is then transported to the different stores in
the network. The goal is to optimize the inventory level of each store.

controllers and of previous results in the area. Then modeling approaches
and control strategies for irrigation networks are introduced, followed by a
introduction to modeling of logistics systems. Chapter 2 is then completed
with a discussion of economical aspects relevant to the thesis. Chapter 3
contains a statement of contributions of the thesis together with a summary
of the results, conclusions, and possible future work. Next follows the main
part of this thesis, which is four papers written by the author.

1.1 String Graph Example

To give an introduction to the results achieved in this thesis, the optimal
controller for a logistics system on string graph will be presented. The graph
contains N nodes, where the inventory level of each node is given by zi[t].
The goods can be transported from node i+1 to node i according to the choice
of ui[t]. Node N is the most upstream node in the network, and receives
shipments from a factory which produces on demand. See Figure 1.2 for an
illustration of the system.

If all transportation delays are assumed to be homogeneous, the system
can be described by the following dynamics:

z1[t+ 1] = z1[t] + u1[t− 1]
zi[t+ 1] = zi[t] + ui[t− 1] − ui−1[t], 2 ≤ i ≤ N.

(1.1)

All variables are relative to an equilibrium flow and a negative ui[t] corre-
sponds to sending less goods than the equilibrium flow.

In this thesis, Linear Quadratic Control problems on the form

minimize
ui,zi

∞∑

t=0

(
rNuN[t]2 +

N∑

i=1
qizi[t]2

)
subject to Dynamics in (1.1)

zi[0] given,

(1.2)

are considered. The objective is to minimize the cost due to the deviations
from the equilibrium levels, zi[t], and the deviation from the equilibrium

12



1.1 String Graph Example

production, uN[t]. There is no cost for the transportation assignments, ui[t],
for 1 ≤ i ≤ N − 1. This corresponds to assuming that the transportation
ui[t] is relative to an equilibrium flow, and varying the flow does not increase
the cost. This could, for example, be the case when one sends more goods in
a truck compared to the equilibrium level (note also for irrigation networks
transportation is ‘free’, since it is performed by gravity).

For the problem in (1.2), the optimal outflow from node i (that is
ui−1[t] 2 ≤ i ≤ N), is given by2

ui−1[t] =
qi

qi +γi−1

(
zi[t]+ui[t−1]

)
−

γi−1
qi +γi−1

i−1∑

j=1

(
z j[t]+u j[t−1]

)
. (1.3)

In the above, the paramter γi (which can be computed ahead of time) is
given by the recursion

γ1 = q1, γi =
qiγi−1
qi +γi−1

.

Furthermore, the optimal external production uN[t] is given by

uN[t] = −
X

X + rN

N∑

j=1

(
z j[t] + u j[t− 1]

)
,

where X is given by

X = −1
2 (rN −γN) +

√
γNrN +

1
4 (rN −γN)

2.

Why are these expressions for the inputs u[t] interesting? For a node i to
calculate its outflow ui−1[t], the node must know its own level zi[t], the
incoming flow ui[t− 1], and the sum

mi−1 =
i−1∑

j=1

(
z j[t] + u j[t− 1]

)
.

This is because the optimal flow in (1.3) can be rewritten in terms of mi−1[t]
as

ui−1[t] =
qi

qi +γi−1

(
zi[t] + ui[t− 1]

)
−

γi−1
qi +γi−1

mi−1[t].

The sum mi can be efficiently calculated by a sweep through the graph as
follows. Starting with node one, in order to calculate

m1[t] = z1[t] + u1[t− 1],
2This follows from Theorem 1 and Theorem 2 in Paper I.
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Chapter 1. Introduction

the node needs knowledge of its own level z1[t] and its incoming flow u1[t−1].
It is natural that when node two decides its outflow u1[t− 1] it also sends
that information to node one. Thus m1[t] can be calculated using local
information in node one. The value of m1[t] is sent upstream to node two,
which needs it for the calculation of u1[t]. Next, for node two, m2[t] can be
calculated as

m2[t] = m1[t] + z2[t] + u2[t− 1].

The first term m1[t] was already sent to node two, and the two last terms
z2[t] and u2[t − 1] are local information for node two, again assuming the
incoming flow u2[t− 1] was communicated at the previous time point. Thus
the value of m2[t] can be calculated and then sent upstream to node three,
which needs it for the calculation of u2[t]. In general terms, mi[t − 1] can
be calculated recursively through the following formula

mi[t] = mi−1[t] + zi[t] + ui[t− 1].

Thus the sum mi[t] can be calculated using a serial sweep of local commu-
nication through the graph. The aggregate mi[t] can also be used for the
optimal production, which is equal to

uN[t] = −
X

X + rN
mN[t].

So each node i only needs local information and the aggregate mi−1,
which can be calculated using only local communication. The resulting
communication structure is illustrated in Figure 1.3. This structure is in
contrast to most LQ-optimal controllers, where each node generally needs
to know the full state of the system. The downside of this implementation
method is that the implementation time will scale with the size of the
network, and it is important that either the sample times are long or the
communication delays are short.

Similarly, the calculation of controller parameters γi can also be imple-
mented by a single sweep through the graph. This results in an efficient
implementation, both in terms of communication, and calculation, which is
suitable for systems that contain many nodes, or where communication is
limited.

14
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Figure 1.3 Illustration of the information flow for the string graph ex-
ample. Dashed lines illustrate the communication. In order for a node i
to calculate its aggregate mi, the node needs mi−1 from the neighboring
node, and zi and ui which is local information. Note that m4 is used for the
production and is thus sent from node four to the production site.
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2
Background and Motivation

In this chapter, relevant background and motivation for the thesis are pre-
sented. This serves both as an extension and a summary of the motivation
and background that is later given in the papers. Firstly, the issues that ap-
pear when trying to control large-scale systems, as well as previous results,
are discussed. The focus is on the structural features of controllers which
make them suitable for large-scale systems. Secondly, water irrigation net-
works are discussed. Two different modeling approaches are presented, the
PDE-based St. Venant equations and modeling using system identification.
Different control strategies are also discussed. Next, the similarities and dif-
ferences between models used for logistics networks and the models studied
in this thesis are discussed. Lastly, economical aspects relevant to this the-
sis are presented, including the difference, and connections between, the
social optimum and a competitive equilibrium.

2.1 Structured Controllers

In this section, a background on structured controllers is given. The section
begins with a discussion of the special considerations that are needed when
designing controllers for large-scale systems. Next, previous results in the
field of structured control are briefly presented, and their connections to
the results in this thesis are highlighted.

Need for Structured Controllers
We start by motivating the usefulness of structured controllers for large-
scale systems by discussing and illustrating different control strategies for
a simple transportation network with a string graph topology, as illustrated
in Figure 2.1. Goods can be moved between nodes connected by an edge, and
produced in Node 4. The system considered is used as an example, and the
discussion here holds for general interconnected systems. For each strategy,
we will discuss some of the issues that appear, including the communication
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2.1 Structured Controllers

4Å 3 2 1
u4 u3 u2 u1

Figure 2.1 A schematic illustration of an example of the transportation
systems studied in this thesis. Each input affects two nodes, except u4. This
is an example of an interconnected systems, and the discussion here holds
for general interconnected systems.

requirements, and how well the controller can handle structural changes to
the network.

If a controller were to be designed for this system using standard con-
trol methods, such as H2 or H∞ control, the controller would be static,
but generally dense, i.e., the controller would have the following sparsity
pattern: 


u1
u2
u3
u4


 =



∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗
∗ ∗ ∗ ∗





x1
x2
x3
x4


 .

To calculate any of the inputs ui it is necessary to know the state of the
entire system. For a small number of subsystems, this is not an issue, but
as more subsystems are added, the resulting communication demands will
be problematic to implement in practice. For example, both power networks
and district heating networks could consist of thousands of subsystems,
and if every subsystem were to communicate with each other it would
lead to millions of communication channels. This would not be feasible to
implement.

Alternatively, each subsystem could communicate with some coordinator.
Then each subsystem would send its state to the coordinator, which then
calculates all inputs and sends them to each node. This limits the number
of communication channels to be proportional to the number of subsystems.
However, there are still has some issues. Firstly, the amount of information
received by the coordinator could be very large, leading to increased latency.
Secondly, if there is a failure in the coordinator the entire system breaks
down. For distributed controllers all over the system, it is likely that the
network can handle the loss of a single component. Still, controllers on this
form are often implemented using a central computer. Such approaches
will be referred to as centralized. The resulting controller structure using
a central computer is illustrated in Figure 2.2.

Another issue is if the system changes its operating conditions, for ex-
ample when it starts to rain in an irrigation network, which can result in
changed equilibrium flows and set-points. The dynamics around the new
equilibrium flow can be different compared to the original equilibrium flow.
As a consequence, it is important in many applications that the controller

17



Chapter 2. Background and Motivation

4Centralized Å 3 2 1
u4 u3 u2 u1

§

4Decentralized Å 3 2 1
u4 u3 u2 u1

§ § § §

4Distributed Å 3 2 1
u4 u3 u2 u1

§ § § §

4Aggregated Å 3 2 1
u4 u3 u2 u1

§ § § §

Figure 2.2 Illustration of different controller structures. The centralized
controller uses a central computer, while the other controller structures use
one computer for each node. The red arrows illustrate the measurements,
and the blue arrows illustrate the communication of the computed inputs
from the computers.

can handle these changes. Redesigning a centralized controller every time
the network changes can in many cases be infeasible due to the large com-
putational cost for doing so. One alternative is to design a controller that
is robust to variations in operating conditions. However, performance will
generally be better if the controller is designed for the current operating
condition. The network can also change due to the addition or removal of
components to the system, for example, in a power system where different
producers are added or removed due to maintenance or shifting weather
conditions. When new components are added to a system, the controller
must be updated in order to handle the new components.

All of the issues discussed above are less impactful when using decen-
tralized control. This is when each subsystem has its own controller, which
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2.1 Structured Controllers

is designed only for that subsystem. This control structure can be described
by the sparsity pattern


u1
u2
u3
u4


 =



∗ 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 ∗





x1
x2
x3
x4




and is illustrated in Figure 2.2. There can generally be an improved perfor-
mance when dynamic controllers are used. This structure is very simple to
implement, as each controller only needs a measurement from its subsys-
tem, and thus no communication is needed.

When it comes to the synthesis of decentralized controllers there are
two possibilities. The synthesis can either be carried out in a centralized
fashion, with all controllers being designed in tandem, or in a decentralized
way, where all controllers are tuned independently. A centralized synthe-
sis will have the same problems as the centralized controllers for changes
in the network. If the controllers are synthesized in a decentralized way,
changes in the network’s operating conditions can easily be handled. Then
each controller can be re-tuned independently. Similarly, if new subsystems
are added, only controllers for the new subsystems need to be designed,
and all the old controllers can remain untouched. However, new difficulties
arise, as it will in general be difficult to design the controllers so that per-
formance of the entire system is optimized, and special care must be taken
to verify stability in a distributed way. Centralized synthesis of distributed
controllers will generally give better control performance than decentral-
ized synthesis. Still, the performance will almost always be worse than
when using a centralized controller, as less information is available for each
decision.

A middle ground between the centralized and decentralized controllers
is to design controllers that has information from some nodes, for example,
from the neighbors. This would give the following sparsity pattern (which
again may by dynamic):


u1
u2
u3
u4


 =



∗ ∗ 0 0
∗ ∗ ∗ 0
0 ∗ ∗ ∗
0 0 ∗ ∗





x1
x2
x3
x4


 .

The resulting controller structure is illustrated in Figure 2.2. This structure
is still very efficient to implement. While it requires some communication,
the amount of communication for each node is independent of the network
size. However, the issue of ensuring stability and optimizing performance
when each controller only considers a small part of the system remains.
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Furthermore, the different controllers have a higher degree of interaction
compared to the completely decentralized case. One way of overcoming this
issue is to design all the controllers together. However, such design methods
retain the problem of centralized controllers when it comes to change of
operating conditions or the addition or removal of subsystems.

Yet another alternative, which is the structure of the controllers in this
thesis, is to aggregate information through the graph. For example, using
the following pattern:


∗ ∗ 0 0
0 ∗ ∗ 0
0 0 ∗ ∗
0 0 0 ∗





u1
u2
u3
u4


 =



∗ 0 0 0
0 ∗ 0 0
0 0 ∗ 0
0 0 0 ∗





x1
x2
x3
x4


 . (2.1)

An illustration is given in Figure 2.2. This controller structure can be
implemented using local communication of states and inputs. For example,
u3 can be calculated as

u3[t] = c1x3[t] + c2u4[t].

This requires a sweep through the graph to implement the optimal con-
troller, which means that the execution time will scale with the size of the
network. Thus it is only suitable for systems with low sample rates. How-
ever, it allows for an efficient way for information to propagate throughout
the entire network. The structure in (2.1) only allows for information flow in
one direction, and corresponds to decentralized control with feed-forward.
However, it is also possible to aggregate information in both directions, as
seen in this thesis. Controllers designed this way will likely benefit from all
the controllers being designed together. However, for the controllers in this
thesis this can be done in an efficient and distributed way.

Enforcing Structure
The issues discussed in the previous section have led to an effort in de-
signing controllers with a structure that is suitable for large-scale system
applications. In this section we highlight some of the previous work where
the structure is enforced on the controller. In the next section we will give
some examples for when the structure follows from the problem without
imposing any constraints in the design. These problems are typically rather
specialized, and methods based on enforced structure can be applied more
generally. However, when the structure follows from the plant the controller
is globally optimal. Furthermore, these cases can be used as an inspiration
for new structures that can perhaps be enforced in more general cases, or
as motivation for heuristic methods.

20



2.1 Structured Controllers

Early work on structured control includes the study of team games
[Marschak, 1955; Radner, 1962]. In a team game, a set of cooperating
decision-makers who have access to different information attempt to make
decisions that are optimal for the entire team. Here the initial motivation
was to study organizations. The idea was later extended to a control setting.
For example, in [Ho and Chu, 1972] it was shown that for a partially nested
information constraint, the optimal LQ controller is linear. In [Sandell and
Athans, 1974] it was shown that the optimal controller for a two decision
maker problem, where the measurement from one decision-maker is known
for the other decision-maker one time unit later, is linear.

For infinite horizon LQ control of time-invariant systems with no struc-
tural constraints, it is well known that the optimal controller is linear and
memoryless, and can be found by solving a Riccati equation. The exam-
ples above show that controllers with information constraints can be linear.
However, this does not hold in general as highlighted in the important coun-
terexample given in [Witsenhausen, 1968]. The presence of information con-
straints can also make the problems very hard to solve. For example, when
considering the design of optimal decentralized controllers, the resulting
computational problems can be NP-hard [Blondel and Tsitsiklis, 1997].

Heuristic Approaches. Given the difficulties in designing optimal struc-
tured controllers, it is common to not enforce optimality, but rather design
controllers using some heuristic, which promotes the convergence of struc-
tured controllers. Multilevel or hierarchical control is one such strategy,
which relies on splitting the control problem into different layers. The low-
est layer typically consists of decentralized controllers designed using local
models, and the higher layers are designed to coordinate the lower layers.
This approach has for example been applied to power systems [Mansour
and El Abiad, 1977; Schweppe, 1978] and manufacturing systems [Jones
and McLean, 1986; Boukas et al., 2003].

Another method to design structured controllers is via decentralized or
distributed PI controllers. However, there exists a class of systems where
such a controller can never reject a constant disturbance and constant
measurement noise [Andreasson et al., 2014]. It is also shown that letting
the integral part depend on neighboring nodes extends the class of systems
for which the steady-state error is zero. However, distributed PI control
is able to stabilize district heating networks [De Persis et al., 2014]. Yet
another alternative to enforcing structure on the plant is to instead have
sparsity promoting terms when optimizing over possible controllers, as in
[Fardad et al., 2011] and [Lin et al., 2013].

The problem can also be tackled heuristically by finding the equilibrium
that maximizes the static performance. Then decentralized controllers can
be designed to stabilize the optimal equilibrium. This method has for ex-
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ample been applied in internet congestion control [Kelly, 2000] and power
systems [Kundur, 1994]. However, if the operating conditions change often,
and thus the optimal equilibrium also changes often, then the transient of
the system can be an important part of the performance of the system.

Optimal Structured Controllers. Even though the general problem of
finding the optimal controller subject to structural constraint is very hard,
there exist results in the literature for certain classes of problems.

Convexity has been a recurring theme when it comes to finding optimal
structured controllers. If the resulting optimal control problem is convex,
it can normally be solved using standard convex optimization methods.
An important contribution was given in [Rotkowitz and Lall, 2006], where
sufficient conditions for convexity were derived by defining the notation of
quadratic invariance. It was later shown that it is also a necessary condition
[Lessard and Lall, 2011]. For networks with delays, it was shown that the
synthesis of local controllers is convex if the controllers can communicate
with each other faster then the subsystems affect each other [Rotkowitz
et al., 2010]. To just name a few examples, quadric invariance led the way
to an optimal controller for a decentralized two-player problem [Lessard
and Lall, 2012] and a characterization of the optimal distributed controllers
subject to delays constraints [Matni, 2014].

The convex optimization approach often leads to centralized synthesis,
which could be problematic if the network often changes. In [Langbort et
al., 2004] distributed synthesis algorithms are derived for H∞ control over
arbitrary graphs.

More recent work include system level synthesis, where instead of op-
timizing over possible controllers, one optimizes over possible closed-loop
systems responses [Wang et al., 2018; Anderson et al., 2019]. This can be
seen as an extension of the quadratic invariance theory, as it is shown that
the control problem that allows for a convex representation using quadratic
invariance is a special case of the class of problems that can be solved using
system level synthesis. Furthermore, for certain cases, and using parallel
computation, the synthesis can be of order O(1).

The dominant information structure in the literature is that the infor-
mation propagates a limited number of steps in the graph between every
sample. Still, other approaches exist, for example in [Shah and Parrilo, 2013]
where a class of optimal structured controllers with a similar structure to
the one found in this thesis is derived. There the optimal H2 controller for
systems described by partially ordered sets (poset) is derived. By decoupling
the problem, the solution is more computationally efficient compared to a
solution based on quadratic invariance. The dynamics on the posets are
restricted so that state i and input i can only affect a subsystem j if i 5 j.
The controller is restricted to respect the same structure, that is node i
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can know the state of node j if i 5 j. This structure is similar to the one
in this thesis. However, for the results in this thesis, there is no benefit in
estimating the unknown states, which there is in the mentioned work.
Decentralized Stability Verification. An issue with optimal structured
controller is that they typically require centralized synthesis. This require
full knowledge of every subsystem in the plant. However, decentralized syn-
thesis requires decentralized stability verification. One way of conducting
decentralized design using only local models is to use Passivity based de-
sign, see for example [Ortega et al., 2008] for an introduction. A Nyquist
based scalable decentralized stability criterion for a network was given in
[Lestas and Vinnicombe, 2006], where each subsystem only need knowledge
of its own dynamics and those of its neighbors. In [Kao et al., 2009], an
alternative graphical robust stability test for interconnected systems, where
only an interconnection matrix and local dynamics are needed, was derived.
Achievable Performance. It is in general unknown how communication
constraints affect the achievable performance of the control system. However
there exist results for certain problem classes, and some of those results
are presented here.

In [Bamieh et al., 2012], the ability of local feedback to maintain coher-
ence in systems of different dimensions is studied. A more specialized case
is studied in [Pates et al., 2017], where it is shown that for a platoon of
vehicles an accordion-like motion will emerge for any controller using only
local measurement. In [Langbort and Delvenne, 2010] it is shown that for
a class of linear time-invariant discrete time systems a controller without
communication is at least twice as bad as the optimal controller in the worst
case. The trade-off between the model information used in the controller and
the closed-loop performance was studied in [Farokhi et al., 2013].

Structure From the Plant
In some cases, the structure need not be enforced, but rather follows by
itself from the unconstrained problem. The results in this thesis fall within
this category. The downside is that the resulting controllers are only op-
timal for the specific problems. However, when possible, it allows for the
usage of results from the general theory of control, such as robustness and
performance guarantees. Furthermore, controllers synthesized in this way
are often more transparent and easier to understand.

In [Madjidian and Mirkin, 2014] it is shown that a set of wind turbines
can be optimally controlled using a combination of a distributed control and
a rank one term depending on the average of all systems. Similar results can
be achieved when there are a large number of systems, and each subsystem
is only affected by the average of the other systems. By using a mean
field approach, one can then control a large population, that does not even
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need to be cooperating. The operator only needs to send out a parameter
based on the average of the entire system to the subsystems, for example
by deciding the electricity price. Examples include control of charging for
electrical vehicles [Parise et al., 2014], and demand management of electric
loads [Grammatico et al., 2015]. A benefit of the mean-field approach is
that it allows controlling agents, where each agent makes the choice that
maximizes its own utility.

For infinite-dimensional spatially invariant systems it is shown that the
optimal controller for quadratic objectives has an inherent degree of de-
centralization [Bamieh et al., 2002]. For H∞ control it is harder to know
whether there exists a structured optimal controller as the optimal con-
troller is not unique. For systems with symmetric and Hurwitz state ma-
trix, it is shown in [Bergeling et al., 2020] that there exists a structured
H∞-optimal controller that is suitable for distributed implementation.

2.2 Modeling and Control of Water Irrigation Networks

In this section an overview of approaches to modeling and control of irri-
gation networks is given. We start with a general description of what an
irrigation network is and what the objectives are when controlling them.
Next different modeling approaches will be presented. Lastly, the section is
concluded with an overview of different controller structures for irrigation
networks.

Water irrigation networks consist of a series of gates and water pools.
Each gate allows water to be transported from one pool to the next, either
by the use of gravity or by using a pump. Within each pool there can be one
or more off-takes, which allows water to be taken from the channel and into
a farm or a secondary channel. The off-takes are often only gravity-powered
and require a certain water level to be used. Thus it is important that the
water level in each pool is sufficiently high to allow for the off-take to be
used. This often leads to the irrigation networks being run conservatively,
which gives unnecessarily large water losses [Weyer, 2008].

As 70% of all fresh water is used for irrigation, improving the efficiency
of irrigation networks will have a large effect on the amount of fresh water
that is available. In Australia the water efficiency in the irrigation networks
was estimated to be less than 50%, that is half of the supplied water was not
used by the crops. Half of the losses were due to the large-scale distribution
losses, which occur before the water reaches the farm [Mareels et al., 2005].

The control of an irrigation network is naturally split into two parts:
a supervisory controller providing set-points for each canal, and channel
controllers designed to achieve the given set-points [Cantoni et al., 2007].
This presentation focuses on channel controllers.
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Control Objectives
It is important that the water level in each pool is sufficiently high to allow
the off-takes to be used. On the other hand, higher water levels might
lead to more seepage and spillage throughout the network and a higher
outflow at the end of the network. Furthermore, if the water level changes
too much, the canals might be worn down. The control objectives for an
irrigation network can be summarized in terms of the following aspects
[Weyer, 2008]:

• Setpoint Regulation: The water level must be kept above a certain
level to allow for off-takes into farms and secondary channels. How-
ever, higher levels lead to more water wastage, so the water levels
should not be higher than necessary.

• Rejection of Load Disturbances: The main disturbances affecting
the system are the off-takes to farms and secondary channels. These
flows could be either scheduled or unscheduled.

• Flow Over Last Gate: A big source of water loss is due to the outflow
at the end of the channel. By regulating the flow over the last gate,
these losses can be minimized.

• Gate Movement: Fast gate movements can introduce waves in the
pools, which should be avoided. Furthermore, the power supply might
be limited, for example, if the gates are powered by solar panels.

The water loss of the systems is mainly due to oversupply, which results
in spillage in the pools and water-flow over the last gate [Cantoni et al.,
2007]. Thus it is expected that the water loss can be reduced by closing the
loop and allowing for the systems to be regulated more precisely and less
conservatively.

Modeling Approaches
In this section different approaches to modeling the water levels in irrigation
networks are introduced. The first is based on a set of partial differential
equations called the Saint-Venant equations. While accurate, this model is
hard to use in practice. We then outline two different system identification
approaches. These can be useful both for the synthesis and evaluation of
the controllers.
The Saint-Venant Equations. Assuming that each pool has a rectan-
gular cross-section, the water level in the pools can accurately be modeled
using the Saint-Venant Equations [Mareels et al., 2005]. The first equation,

�A
�t +

�Q
�x = −qoff(x, t), (2.2)
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models the mass balance. The second equation,

�Q
�x +

(
�A
B −

Q2

A2

)
+

2Q
A
�Q
�x + �A(S f (Q, A, x, t) − S̄(x)) = 0, (2.3)

models the momentum balance. In the above, t is time, and 0 ≤ x ≤ L is the
position along the pool of length L. A(x, t) is the cross sectional area of the
water and B(x) the width of the pool. Q(x, t) is the total flow through the
cross section at position x and time t. The variable qoff(x, t) is the off-take
at position x, modeling both farm off-take, seepage, and evaporation. S̄i(x)
is the slope of the pool and � the gravitational acceleration. S f (Q, A, x, t)
is a nonlinear friction model, for which there exists empirical formulae.
Finally the boundary conditions are given by the inflow at the beginning of
the pool and the outflow at the end of the pool, given by Q(0, t) and Q(L, t)
respectively.

The model described by (2.2) and (2.3) is a nonlinear partial differential
equation containing several parameters. To be able to use it, these param-
eters must be estimated. Simulating the model also requires some effort.
First, an initial condition must be derived, typically from some steady state.
The simulation then requires a numerical integration scheme, which will
be computationally heavy, especially for large systems.

To use the Saint-Venant equations for controller synthesis typically re-
quires a linearization around an equilibrium point, see for example [Litrico
and Fromion, 2002]. A benefit of using this approach, compared to the sys-
tem identification approach discussed next, is that it can require less data,
especially if the physical parameters for the canals are already known. It can
also allow for co-design, where the canals and the controllers are designed
together.

System Identification Approaches. The off-takes are often close to the
gates, and any waves earlier in the pool will in most cases reach the gate.
Thus controlling the water level at the gates is normally sufficient. A model
for the water level at the gate can be found using standard system identi-
fication methods, and in [Weyer, 2001] it was shown that a model on the
form ...y (t) + a1 ÿ(t) + a2 ẏ(t) = inflow− outflow

gives a fairly accurate description of the water level at a gate. The model
consists of an integrator and a second-order system. The integrator cor-
responds to maintaining the mass balance, and the second-order system
models the wave dynamics. A model with this structure can easily be used
to simulate the system and give insight into how waves can be avoided.
However, if the controller is slow enough to avoid waves in the pool the
model used for control design can be further simplified.
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Mass Balance. If the wave dynamics are neglected or assumed to be
small, the following simple mass balance model is sufficient to model the
water level at the gate,

αẏi(t) = inflow− outflow.

In the above, αi is the surface area of pool i. This simplified model is often
used to model the water levels on slow time-scales [Cantoni et al., 2007].
For both the first and third-order model, the inflow and outflow are given
by

inflow = γih
3/2
i (t− τi), outflow = γi+1h

3/2
i+1(t),

where h is the water level relative to the gate position, which depends both
on the water level yi and the gate position, and γi is a constant depending
on the gates geometry. Letting ui = γih

3/2
i a standard linear system with a

time delay is achieved,

αẏi(t) = ui(t− τi) − ui+1(t).

This model has previously been used for controller design, see for example
[Schuurmans et al., 1999; Litrico and Fromion, 2005].

Approaches to Control of Irrigation Networks
Control of irrigation networks can be split into three different approaches,
decentralized, distributed, and centralized. In this section, the three ap-
proaches will be briefly presented.

Decentralized. There are two possibilities for decentralized control of ir-
rigation networks. Each gate can either regulate the water level just before
the gate, called local upstream control, or regulate the water level at the
next downstream gate, called distant downstream control [Litrico et al.,
2003]. The distant downstream configuration requires some communica-
tion, in that each gate must receive the measurement for the pool it is
to control from the next gate downstream. Meanwhile, the local upstream
configuration requires no communication and the pool can be controlled
without introducing delays. This would at first sight seem like the best
configuration. However, the local upstream configuration typically leads to
more water wastages [Weyer, 2003]. For example, when the demand is de-
creasing, the local upstream control will discharge any unwanted water over
the last gate. There can also be a problem when the demand is increasing,
as the controller will try to get more water from downstream, and the water
cannot flow upstream. Both configurations are depicted in Figure 2.3.

In either case, a common choice is to use a PI controller. The controllers
can be designed both using system identification models [Weyer, 2008] or
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based on the St-Venant equations [Litrico et al., 2003]. It might also be
necessary to augment the controllers with a low-pass filter to avoid exciting
any waves in the canal.

There is a fundamental limitation when using the distant downstream
control in a trade-off between, on the one hand, set-point regulation and
disturbance rejection, and on the other hand, error-propagation in the net-
work [Cantoni et al., 2007]. Intuitively, if the gain of the controllers is low,
the disturbance rejection as well as the error propagation, is slow. On the
other hand, if the gains are high, the disturbance rejection will be fast, but
the error propagation will be increased.

Distributed. A simple way to improve the performance of the distant
downstream control is to add a feed-forward compensator. The planned off-
take in the pool to be controlled, as well as the flow out of the downstream
gate, can be used for feed-forward. The resulting controller structure is
illustrated in Figure 2.3. The addition of the feed-forward will decrease
the limitations for the trade-off just discussed. This can be done for a PI
controller by adding a feed-forward compensator [Weyer, 2008]. A more
principled way of incorporating feed-forward is taken in [Li, 2014] and
[Cantoni et al., 2007], where the optimal trade-off can be found using H-
infinity loop-shaping. An issue with the feed-forward approach is that the
flow at gate i at time t depends on the flow at gate i− 1 at time t. Thus any
implementation would either require a serial sweep, just as the controllers
studied in this thesis, or use feed-forward on ui−1[t− 1] for the calculation
of ui[t].

More involved distributed approaches include [Lemos and Pinto, 2012],
where LQ controllers are designed for each pool. The controllers use an
iterative coordination scheme to improve the overall performance of the
system. For every time sample, each gate calculates a candidate flow and
sends it to both neighbors. Then each gate calculates a new candidate flow
based on what the neighbors’ candidate flows were. This continues until a
stopping criterion has been met, for example, a maximum number of itera-
tions. A similar approach is taken in [Negenborn et al., 2009a] using model
predictive control. A downside with these coordination approaches is that
while each node only communicates with its neighbors, it typically does so
multiple times, with the performance of the controller increasing with the
number of iterations. An alternative approach is taken in [Kearney et al.,
2011]. There the spare supply capacity is used to try to improve the perfor-
mance. The spare supply capacity for a pool is the set of all outflow loads
for which there exists a set of flows upstream so that all the upstream con-
straints are satisfied. This needs to be calculated through a sweep starting
at the most upstream pool, iterating downstream. A similar approach is
taken in [Negenborn et al., 2009b], where a non-iterative distributed MPC

28



2.2 Modeling and Control of Water Irrigation Networks

Local Upstream

Reservoir

u3

y3

d3

u2

§

y2

d2

u1

§

y1

d1

u0

§

Distant Downstream

Reservoir

u3

§

y3

d3

u2

§

y2

d2

u1

§

y1

d1

Distant Downstream
with Feed-Forward

Reservoir

u3

§

y3

d3

u2

§

y2

d2

u1

§

y1

d1

Figure 2.3 Illustration of different controller structures for irrigation net-
works. The top figure is local upstream, the middle figure is distant down-
stream and the bottom figure is distant downstream with feed-forward. Red
dashed lines indicate communication and blue dashed lines show which in-
put is being calculated by each controller. For the feed-forward case, both
measurements, and the downstream flow ui is used in the controller calcu-
lation.
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controller is used. Again, the control at the most upstream canal is calcu-
lated first, and the rest follows in an iterative fashion. Interestingly, both
these approaches iterate in the opposite direction to the iterations for the
results in this thesis.

Centralized. Centralized LQ with feed-forward was used in [Weyer,
2008]. First and second-order models were used for the controller synthesis
(depending on the length of each pool). Waves were avoided by penalizing
a high-pass filtered version of the water levels. The performance when the
predicted off-takes did not align with the true off-takes was investigated.
For a difference of 60 minutes, the controller with feed-forward performed
worse than the one without. This indicates that it is important that the
farmers take out water close to when they ordered it if feed-forward is to
be used. The performance was compared to a PI controller, and the LQ
controller performed better.

Another centralized approach is to use MPC. In [Nasir et al., 2017] a
Stochastic MPC controller is used to calculate the canal set-points. Here the
disturbances are seen as stochastic disturbances, and the goal is to choose
set points so that the risk that certain levels are achieved is minimized.
Acting on the references is a distant downstream PI controller with feed-
forward on the downstream pool.

2.3 Modeling of Logistics Systems

In this section, a brief overview of approaches to modeling logistics systems
is given. The goal is to both highlight the similarities with the type of
problems studied in this thesis, and show some of the differences, thus
illustrating the extent to which our methods apply to these systems.

A classical problem in inventory control is the news-vendor problem. A
salesman can each day decide how many newspapers to order. The salesman
then tries to sell his newspapers on the street. Tomorrow no one will want
to buy yesterday’s paper, so the problem is static. In this problem, there is
no transportation, and the most important aspect for solving the problem
is forecasting the demand. This problem can be extended to a setting with
multiple vendors and distribution centers and goods that retains their value
over time. Still, having a forecast of the demand is necessary for achieving
satisfactory performance. However, the efficiency of the transportation of
the goods between the nodes is also important for the performance of the
system. A two-tiered approach is natural, where the problem is split into
first finding optimal set-points based on the demand forecasts and then
optimizing the transportation assignments given the set-points.

A natural model for the inventory level for nodes in a graph is [Subra-
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manian et al., 2013; Lin et al., 2004]

zi[t+ 1] = zi[t] +
∑

j∈P(i)

ui j[t− τi j] −
∑

h∈C(i)

uhi[t], (2.4)

where P(i) is the set of parents for node i (that is the nodes that send goods
to node i) and C(i) is the set of children for node i (that is the nodes that
receive goods from i). The variable ui j[t−τi j] is the incoming transportation
from node j and uhi is the outgoing transportation towards node h, arriving
τhi time units later. This model is studied in the thesis, and also extend
to handle planned disturbances, corresponding to changes in the demand
forecasts. The demand fluctuations can also be modeled by introducing a
white noise disturbance at each node.

It is common to introduce the inventory position p[t] and use it as
a control variable, see for example [Hoberg et al., 2007]. The inventory
position is the inventory level plus the goods in transit towards the node,

pi[t] = zi[t] +
∑

j∈P(i)

τi j∑

d=1
ui j[t− d],

which has the following dynamics

pi[t+ 1] = pi[t] +
∑

j∈P(i)

ui j[t] −
∑

h∈C(i)

uhi[t].

Interestingly, this methodology appears naturally in the controllers in this
thesis, for example in (1.3).

Backorders
The model in (2.4) can be extended by introducing states bi[t], modeling
backorders, and inputs oi j[t], modeling orders. See for example [Subrama-
nian et al., 2013]. The backorders are the orders that have not been met,
and can be described by

bi[t+ 1] = bi[t] +
∑

h∈C(i)

ohi[t] −
∑

h∈C(i)

uhi[t].

The backorders and the orders are virtual states and inputs with no physical
interpretation. However, the backorders can be an important part of the
costs function for each node. From each node’s perspective, the orders and
the inflows can be seen as external influences and the node has to decide
the outflows. Backorders arise when a node cannot, or chooses not to, meet
an order. Backorders should be avoided as the company behind the order
that is not met might look for a different seller in the future.
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For the most part, the controllers considered in this thesis optimize the
performance for the entire network. In this settings, backorders are less
relevant between nodes in the system, as they are assumed to be fully
cooperating. However the nodes in the systems could interact with external
actors, and then backorder could be of interest. For example, in the setup
in Paper II, the external disturbances could be replaced by external orders.
Backorders could to some extent also be modeled by the theory derived for
general convex cost functions in Paper I. Instead of introducing the back-
order state, one could let negative levels zi model a backorder, and make
the cost function f (zi) for negative levels describe the cost of backorders.
However, this alternative is limited in two ways. Firstly, it only allows
for backorders when the inventory is completely emptied. Secondly, it only
allows for backorders on orders that are from outside the network. The
general convex cost function could also handle the case of state constraints
(but not input constraints). How this compares to the computational efforts
of MPC has not been explored.

Minimal Orders and Restock Policy
The model in (2.4) assumes that it is possible to transport goods at regularly
spaced intervals. While this might be possible, it is preferable to avoid it, as
the transportation costs would likely be unnecessarily high. An alternative
is to design a restock policy for when to order more goods. By waiting to
order until the order quantity is large, unnecessary transportation can be
avoided. If one waits too long, on the other hand, backorders might occur
as the inventory was not replenished fast enough.

Examples of restock policies include the (s, S) policy, where an order
is placed to restock up to S when the inventory position reaches s [Zheng
and Federgruen, 1991]. Another alternative is an (R, Q) policy where a
batch of size Q is ordered when the inventory position is below R [Axsäter,
2005]. While these policies are simple to implement, the design can be more
involved. These order policies are similar to event-based control, see for
example [Aström, 2008]. Whether it is possible to extend the results in this
thesis to an event based framework is an open question.

Bullwhip Effect
The bullwhip effect is an important concept in supply chains. This is when
a change in demand downstream is amplified higher upstream, see for
example [Lee et al., 1997]. A classic example of this phenomenon is when
demand fluctuations at a retailer are amplified by a distributer, and then
amplified even further by a producer. A way to reduce the bullwhip effect is
to increase information sharing, and we note that a benefit of our method
is that it should never show any bullwhip effect.
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Figure 2.4 Illustration of the bullwhip effect for a simple logistics sys-
tems. Both figures have the same initial conditions. In the right figure the
controller is poorly tunes, leading to a bullwhip-like effect.

The bullwhip effect is often due to poor forecasting. However, it can also
occur due to inefficiencies in the transportation system when delays are
present. We illustrate this with an example. Consider the example in the
introduction with the dynamics in (1.1) and with a P controller in each node
on the form

ui[t] = kyi[t].

The initial conditions are given as y1 = −1 and yi = 0 for i ≥ 2, corre-
sponding to a changed demand in the most downstream node. The system
is simulated for two controllers, one with k = 0.2 and one with k = 0.6. The
results can be seen in Figure 2.4. It can be seen that for k = 0.6 there is a
bullwhip-like effect, where the level fluctuations are larger for nodes higher
up the graph.

2.4 Economical Aspects

Classically, control methods are applied to systems where all components
have the same owner, such as a factory. Then the goal is to maximize
the performance of the entire system in a cooperative manner. However,
control methods are also applied to systems where different components
have different owners. Examples include power grids, where solar panels,
wind turbines, and other power plants are owned by different persons or
companies, and interact through a grid owned by another set of companies.
In the case of water irrigation networks, the system interacts with many
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different farmers, and part of the system design is to decide how much
water each farmer is allowed to take out from the system.

Despite this, the utilities of the subsystems are often not considered
individually, and instead, the welfare of the collective is maximized (that
is the sum over all utilities). However, considering the utilities for every
subsystem can be important for several reasons. The owners of the different
subsystems might care more about their own utility than the utility of the
entire system. It can then not be expected for the different subsystems to
make altruistic decisions. Instead, there must be some mechanism that
makes the individual users’ choices align with the social optimum. On the
other hand, maximizing the total performance of the system gives the most
reward to share. One way to share the benefits of the optimal performance is
to design prices so that the users are compensated for making socially opti-
mal choices (or penalized for not doing so). This can for example be achieved
by having road tolls in transportation networks, or charging farmers for the
water withdrawn from an irrigation network.

In this section, we will illustrate the difference, and the connection,
between what is optimal for the individual users in the system and the
maximum performance of the entire system. We motivate our treatment by
starting with a brief introduction to two classical problems in economics.
These two problems are the competitive market equilibrium and welfare
maximization. We will also show how the problems studied in this thesis
are a natural extension of the welfare maximization problem.

Competitive Market Equilibrium
A classical problem in economics is to find the equilibrium in a market.
If every agent in a system considers multiple commodities at the same
time, then an equilibrium is called a general equilibrium. We will limit
ourselves to studying one commodity. Then any equilibrium is called a
partial equilibrium.

We illustrate the concept with an example. A set of n agents are each
given an initial endowment wi of some commodity. The agents can buy from
and sell to each other, and it is assumed that the price p is the same between
all agents. Let xi denote the amount of the commodity for each agent, and
assume that each agent values that amount according to a utility function
Ui(xi). Then the payoff of each agent is given by

Ui(xi) − p(xi − wi). (2.5)

For the market to be in equilibrium the total demand must be equal to the
total supply, that is the nodes’ choices of xi must satisfy:

∑

i
xi =

∑

i
wi. (2.6)
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The supply is fixed, but the demand depends on the price. So a price can
only be an equilibrium price if the corresponding choices of xi satisfy (2.6).

In general, the agents’ choice of xi could depend on how it affects the
prices p. If there are many agents, each agent’s effect on the prices is
negligible, and it can be assumed that each agent makes its choice xi as if
it had no effect on the price. This is called a competitive market, and then
each agent will choose the x that maximizes (2.5). Then, assuming the node
utility Ui(xi) is monotonically increasing, the node demand for any given
price p is increasing if

d
dxi

Ui(xi) > p,

and decreasing if
d
dxi

Ui(xi) < p.

Thus at any equilibrium it will hold for all nodes that

d
dxi

Ui(xi) = p.

Welfare Maximization
For the welfare maximization problem, the goal is to find the amount of
quantity for each agent so that the welfare of the entire system is max-
imized. For a general welfare function W this can be formulated as an
optimization problem,

maximize W
(
U1(x), . . . ,Un(x)

)
subject to

∑

i
xi =

∑

i
wi. (2.7)

We assume Ui(x) only depends on xi and the welfare function W is given
by the sum of the individual utilities.

Actually, every welfare maxima is a competitive equilibrium [Varian,
2003]. We illustrate this point via an example. Consider the welfare maxi-
mization problem

maximize
∑

i
Ui(xi)

subject to
∑

i
xi =

∑

i
wi

(2.8)

where Ui is concave. The Lagrangian of the system is given by

L(x, λ) =
∑

i
Ui(xi) + λ(

∑

i
wi −

∑

i
xi).
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There exists x∗ and λ∗ so that x∗ is the maximizer of (2.8) and
�L
�xi
(x∗i , λ∗) =

d
dxi

Ui(x∗i ) − λ∗ = 0

�L
�λ (x

∗
i , λ∗) =

∑

i
wi −

∑

i
x∗i = 0.

Then if we pick the price p to be p = λ∗, the first equation implies that x∗i
is the maximizer of the node utility (2.5), and the second implies that the
supply is equal to the demand (that is (2.6) holds). We have thus constructed
a competitive equilibrium based on the welfare maximizer.

Dynamical Welfare Maximization
Consider the problem in (2.7). A natural extension is to only allow transpor-
tation between agents that are connected. This gives the following problem

maximize
xi, ui j

W
(
U1(x1), . . . ,Un(xn)

)
subject to xi = wi +

∑

j
ui j

ui j = −u ji.

In the above the sum is over nodes j that are connected to i and ui j is
the transportation from node j to node i, where a negative value implies
that the transportation is from node i to node j instead. It must hold that
ui j = −u ji so that what node i receives from node j actually leaves node j.
This modification does not change the optimal x as long as the corresponding
graph is connected, as the goods can then be transported between all the
nodes in the system.

However, if we also introduce transportation delays, the problem changes
drastically. The problem is now dynamic, and we must consider the opti-
mization over a time horizon T. The welfare maximization problem can be
stated as

maximize
T∑

t=0
W
(
U1(x1), . . . ,Un(xn)

)

subject to xi[t+ 1] = xi[t] +
∑

j
ui j[t− 1] −

∑

h
uhi[t]

ui j[t] ≥ 0
xi[0] = wi.

(2.9)

In the above the sum over j are the nodes that send goods to node i, and
the sum over h are the nodes to which i sends goods. For welfare functions
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on the form
W
(
U1(x1), . . . ,Un(xn)

)
=

∑

i
Ui(xi),

(2.9) describes the types of problems studied in this thesis. Thus, the results
given in this thesis give the solution to a class of dynamical welfare max-
imization problems, and the closed form solutions that are given could be
used to provide additional insights and simplified analysis of the resulting
equilibrium compared to using more standard numerical methods.
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Contributions

The main contributions of this thesis are the four papers following this
chapter. In the next section, a declaration of the contributions of each
author is given, as well as a summary of the results in each paper. Next
follows a short conclusion an outline of possible future work.

3.1 Summary of Papers

Paper I
Heyden, M., R. Pates, and A. Rantzer (2021). “Optimal transportation on

directed tree graphs”. Under review for IEEE Transactions on Auto-
matic Control. Initial submission September 2020, resubmitted Septem-
ber 2021.

Authors’ contributions: M. Heyden derived the results and wrote the
manuscript with help from R. Pates. A. Rantzer helped revise the
manuscript.
In this paper, optimal transportation on directed tree graphs subject to
transportation delays is considered. It is shown that for a class of problems
the resulting optimal controllers are highly structured, allowing for efficient
implementation and synthesis. The optimal flow between two nodes only
depends on the quantity in two sets, called the upstream and downstream
sets. For rooted trees, the downstream set consists of the destination node
and all its descendants, and the upstream set consists of the source node
and all its descendants except the ones in the downstream set. As an
example, consider the graph in Figure 3.1, for which the structure of the
optimal controller is as in (3.1). All stars on each line have the same value
(corresponding to the upstream set), and all rhomboids on each line have the
same value (corresponding to the downstream set). Note that the optimal
flows depend both on the node levels zi[t] and the incoming flows ui j[t− 1]
in the two sets. The level in the upstream and downstream set can be
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Figure 3.1 An example of a directed tree. For the highlighted edge (8, 4)
we have illustrated the upstream set U in light blue and downstream set D
in pink. The incoming arrow into node one indicates that there is production
in that node.

calculated by a sweep through the graph starting at the bottom of the
graph and iterating upwards.




u10[t]
u21[t]
u32[t]
u41[t]
u54[t]
u65[t]
u74[t]
u84[t]
u98[t]



=




∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
v � � v v v v v v
0 v � 0 0 0 0 0 0
v v v � � � � � �
0 0 0 v � � v v v
0 0 0 0 v � 0 0 0
0 0 0 v v v � v v
0 0 0 v v v v � �
0 0 0 0 0 0 0 v �







u10[t− 1] + z1[t]
u21[t− 1] + z2[t]
u32[t− 1] + z3[t]
u41[t− 1] + z4[t]
u54[t− 1] + z5[t]
u65[t− 1] + z6[t]
u74[t− 1] + z7[t]
u84[t− 1] + z8[t]
u98[t− 1] + z9[t]




(3.1)

Paper II
Heyden, M., R. Pates, and A. Rantzer (2021). “A structured optimal con-

troller with feed-forward for transportation”. IEEE Control Systems Let-
ters.

Authors’ contributions: M. Heyden derived the results and wrote the
manuscript with help from R. Pates. A. Rantzer helped revise the
manuscript.
In this paper the problem set up in Paper I is restricted to string graphs,
but extended to allow for production in every node and optimal feed-forward
for planned disturbances. To calculate the optimal production and internal
flows, each node only needs to know two parameters δ i[t] and µi[t]. These

39



Chapter 3. Contributions

two parameters can be implemented using two serial sweeps going in diff-
erent directions, on the form

δ i[t] = f (local_variables, δ i−1[t]),
µi[t] = �(local_variables, µi+1[t]).

The sweep calculating the δs starts in the most downstream node (node
1), where δ1 can be calculated using local information. Next δ2 is calcu-
lated based on the value of δ1. This continues up the graph until δN is
calculated. The sweep calculating the µs starts in the most upstream node
(node N) where µN is calculated based on local information. The sweep
then continues, where µi is calculated based on µi+1 until µ1 is known. The
necessary information about the disturbances can also be calculated by a
sweep through the graph, going in the upstream direction.

The parameters for the optimal controller are also shown to be possible
to calculate through a series of sweeps through the graph, only requiring
local communication and scalar computations.

Paper III
Heyden, M., R. Pates, and A. Rantzer (2020). “Structured LQ-control of irri-

gation networks”. Submitted to the European Control Conference (ECC)
2022.

Authors’ contributions: M. Heyden derived the results, designed the con-
trollers and simulations, and wrote the manuscript. R. Pates and A. Rantzer
helped revise the manuscript.
In this paper, the results from Paper II are applied to third-order models
for irrigation networks found in the literature. An illustration of the system
can be seen in Figure 3.2. The objective is to keep the water levels close
to the set-points while rejecting disturbances due to the farmers’ off-takes.
The synthesis is carried out on a first-order approximation of the third-
order model. By utilizing low-pass filtering of the input signal, and Kalman
filtering of the output signal, the controller can be applied to the system with
satisfactory performance. The performance was compared to a P controller
with feed-forward and to an optimal LQ controller using the third-order
dynamics and with full state knowledge. Our controller outperformed the P
controller and had almost the optimal performance for disturbance rejection.
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Figure 3.2 Schematic illustration of a water irrigation network. The goal
is to choose the flows ui so that the water levels yi are close to the set-points,
even when disturbances di are active.

Paper IV
Heyden, M., R. Pates, and A. Rantzer (2020). “Price based linear quadratic

control under transportation delay”. IFAC-PapersOnLine 53:2, pp. 3192–
3197.

Authors’ contribution: M. Heyden derived the results and wrote the
manuscript. R. Pates and A. Rantzer helped revise the manuscript.
In this paper, we consider both the global utility and the utility of the
individual nodes in the system. It is assumed that each node values a level
zi[t] according to the utility function Ui(zi[t]) and that each node tries to
maximize its utility. By introducing a set of prices pi[t] and making each
node pay for the level they receive, each node’s utility is on the form

T∑

t=0

(
Ui(zi[t]) − pi[t]zi[t]

)
.

Prices are derived using Lagrange multipliers so that the social optimum,
that is the inventory levels that maximize the total utility in the system,
is also optimal for every node. The calculation of these prices can be im-
plemented using local communication. It is shown that this price scheme is
budget neutral and beneficial for all nodes in the system.

Additional Publication
The author of the thesis has also contributed to the following publication,
which is not part of the thesis as the results are covered by Paper I.

Heyden, M., R. Pates, and A. Rantzer (2018). “A structured linear quadratic
controller for transportation problems”. In: 2018 European Control Con-
ference (ECC). IEEE, pp. 1654–1659.
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3.2 Conclusions and Future Work

In this thesis, a class of structured controllers was derived for a general
model for transportation. The controllers give globally optimal performance
while still having a structure that allows for an efficient implementation.
When production is only allowed in the top node, the implementation relies
on a single sweep through the graph. When production is allowed in every
node two parallel sweeps are needed. In either case, the sweeps will use only
local communication and scalar computations. The controller was tested on
a model for irrigation networks found in the literature where it showed
promising results by outperforming a P controller with feed-forward.

The work presented in this thesis could be extended and built upon in
several ways. The results for optimal feed-forward are expected to extend
to tree graphs. Production in every node is also expected to be possible
for tree graphs, however both the derivation, and the implementation of
the optimal controller is expected to be more complex. The principle of
optimizing the shifted levels as seen in the papers could be used to quickly
derive extensions motivated by applications. For example, it is expected that
a few saturations can be handled efficiently.

The results in Paper III are a first step towards applying the derived
theory to irrigation networks. However, important future work includes
evaluating and analyzing robustness to modeling errors, communication
delays, and measurement noise, and ultimately, testing the controller on
the physical process.

Derivation of prices as in Paper IV should be relatively straightforward
for the settings in Paper I and Paper II as closed-form expressions of the
optimal inputs are known, which can give the optimal levels, and the optimal
Lagrange multipliers. The closed-form solutions could also be used to study
how the performance of the system changes, for example, if transportation
delays are reduced or increased.

It would be interesting to investigate how to extend the ideas in this
thesis so that they can be applied to problems with more general dynamics
and cost functions. This thesis gives examples for when a particular type of
structured controller is globally optimal. However, there may be other ex-
amples or problem classes that admit a similar form of structured solution.
It would also be interesting to explore the potential of this type of con-
troller structure both heuristically and theoretically within the framework
of structured optimal control.
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Paper I

Optimal Transportation on Directed
Tree Graphs

Martin Heyden Richard Pates Anders Rantzer

Abstract

We consider the problem of optimal transportation and production of a
quantity throughout a network, where the transportation is subject to
delay. It is shown that for a simple network model the optimal policy
is sparse and highly structured. The results hold for a broad class of
convex cost functions, and in the quadratic case, we give closed-form ex-
pressions for the optimal flows and the optimal production. The optimal
controller can be both synthesized and implemented using distributed
communication, making it suitable for large-scale applications. The per-
formance of the optimal controller is studied for networks of different
sizes and topologies, and compared to a local controller designed using
off-the-shelf methods. The optimal controller gives a significant increase
in performance for non-zero initial conditions.

Submitted to IEEE Transactions on Automatic Control.
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Figure 1. An illustration of the type of problems studied in this paper. At
the top of the network is a production plant that produces a commodity. The
commodity should be optimally distributed to all the users in the system.

1. Introduction

Whether it be to maximize throughput in a traffic network, minimize losses
in an electrical power system, or improve fairness when managing Inter-
net congestion, large-scale systems are typically operated with some notion
of performance in mind. Many such networks are also constructed out of
dynamical components, and a fundamental challenge is to operate them
in a manner that maximizes performance. In many cases, including those
listed above, this balance is struck by designing control schemes to stabi-
lize the system about an equilibrium point that is chosen to optimize the
network’s given measure of performance (e.g. [Kundur, 1994; Kelly et al.,
1998; Ukkusuri and Özbay, 2013]).

However, in most cases, it could be argued that these large-scale systems
are in fact never in equilibrium for long, but instead shifting from operating
point to operating point to balance the current demands of the users. There
is of course still a value in shifting towards an equilibrium that optimizes
performance, but it is also clear that the notion of dynamic performance is
an important one. Take for example electrical power systems; the objective
is really to minimize losses throughout operation, rather than the losses
associated with particular operating points.

A major bottleneck in the application of control methods to improve dy-
namic performance in applications is a lack of scalability. This has prompted
a great deal of research within the control community on optimal control un-
der constraints on the controller structure (e.g. sparsity). Early work in this
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area includes that on team decision problems, where different cooperating
decision-makers have access to different information (see for example [Rad-
ner, 1962]). Another common approach is to enforce the desired structure
on the controller when conducting synthesis. An important contribution to
this approach was given in [Rotkowitz and Lall, 2005], where the notation
of Quadratic Invariance was used to give a condition under which the struc-
tured controller synthesis problem can be recast as a convex optimization
problem. Indeed the role of convexity has been a recurring theme, consider
for example the work on system level synthesis [Anderson et al., 2019; Wang
et al., 2018] and network realizability [Rantzer, 2019].

Related approaches are based on large-scale optimization methods. For
example, in [Mårtensson and Rantzer, 2009] a method for distributed syn-
thesis of a distributed LQ controller is derived by constructing local es-
timates for the gradients of the global cost function. A slightly different
approach is taken in [Lin et al., 2013], where structured controllers are
synthesized by posing an optimization problem with a sparsity-promoting
term.

In this work, we study an optimal control problem for a simple dynamic
model for transportation that includes the effect of transportation delays.
The objective is to optimally produce and distribute some quantity through-
out a network, as illustrated in Figure 1. The notion of performance that we
consider is derived from a natural dynamic extension of the classical wel-
fare maximization problem in economics. Throughout we consider the case
of a single commodity, however, the results presented could be extended to
the case of multiple commodities.

While we will give economic motivations for the problem studied, the
main contribution lies in showing that the optimal controller is highly
structured. These structural features allow for an efficient and scalable im-
plementation of the control, even for large networks. This is in contrast
with standard methods for controller synthesis, such as Riccati based ap-
proaches, which in general scales poorly with size, both in terms of synthesis
and implementation. Critically this structure is also achieved without im-
posing any a priori constraints on the controller structure. Instead, the
controller inherits its structure directly from the plant, without the need to
enforce constraints. This means that no performance is lost as a result of
implementing these distributed control actions, in contrast to the methods
discussed above.

Our results are thus similar in nature to others that show an uncon-
strained optimal controller is structured in such a way that it is suitable
for large-scale implementation. Notable results along these lines include
[Bamieh et al., 2002], where it is shown that for spatially invariant systems,
the optimal controller will be spatially invariant and localized. Furthermore
in [D’Andrea and Dullerud, 2003] it is shown that for such systems the opti-
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mal distributed controller can be found by solving linear matrix inequalities.
In [Shah and Parrilo, 2013] an optimal controller for systems structured
through partially ordered sets is found by solving a set of independent Ric-
cati equations. Other examples for which a distributed controller is globally
optimal include [Bergeling et al., 2020], where it is shown that for systems
with symmetric and Hurwitz state matrix, an optimal H∞ controller can be
found using a simple calculation involving the matrices of the system’s state-
space representation. Furthermore, if the plant has a sparsity pattern, the
optimal controller will be distributed. Another interesting structured con-
troller is presented in [Madjidian and Mirkin, 2014], where the controller
consists of a decentralized part and a rank-one coordination term.

1.1 Problem Formulation
In welfare maximization, the goal is to optimally distribute a number of
commodities among a set of agents so that the total social welfare is max-
imized. There are many ways of defining the social welfare (see [Varian,
2003] for an introduction). In this work, we will consider the classical util-
itarian welfare functions, where the total welfare is the sum of the utility
for all agents. Furthermore, the individual welfare functions are individu-
alistic, meaning that the utility of the agents only depends on the amount
of the quantity each agents has at each point in time. To capture dynamic
aspects, we introduce constraints that model the effect of transportation
delays between the agents’, as structured by a graph. The model we use
in fact coincides exactly with the types of model that are used to study
irrigation networks and supply chains, as discussed further below.

Assume that each agent i starts with an initial amount wi of the com-
modity, and the utility for node i in having an amount zi of the commodity is
given by Ui(zi). Then the welfare maximization problem can be formulated
as

maximize
zi

∑

i
Ui(zi)

subject to
∑

i
zi =

∑

i
wi.

(1)

As we can see, the objective is to maximize the collective utility, subject to
the constraint that the new levels respect the initial endowments.

We will now present a natural dynamic extension of this standard wel-
fare maximization problem, by only allowing for the commodity to be trans-
ported with a delay, between agents that are connected. This extension,
for instance, captures the dynamic effects of shifting from one equilibrium
configuration to another. This would be relevant when an agent changes
their utility, leading to a new set of equilibrium flows that optimize (1). Our
formulation allows the welfare changes associated with this transition to
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be quantified, and our main contribution is to design an optimal controller,
which are inherently distributed, to facilitate this transition.

We start by introducing these dynamic constraints. To describe the topol-
ogy of the network, we introduce a directed graph G = (V,E) consisting of
a set of vertices V = {1, . . . , N} and directed edges E, where (i, j) ∈ E if
there exists a path from node j to node i. We also denote the parent set and
children set of the jth node as P( j) and C( j) respectively. That is k ∈ P( j)
if ( j, k) ∈ E and i ∈ C( j) if (i, j) ∈ E.

Let zi[t] ∈ R be the amount of the quantity held by agent i at time t. We
will consider the following dynamical system, which captures the essence
of transportation subject to delay throughout a network. At its heart, this
model is a conservation equation, and the idea is that this simple system
can describe the basic features of transportation in a wide range of settings.

zi[t+ 1] = α
(
zi[t] +

∑

j∈P(i)

ui j[t− 1]
)
−

∑

h∈C(i)

uhi[t] (2)

This equation describes how zi[t] evolves over time. Each input ui j[t] ∈ R
denotes the amount of the quantity being transported from node j to node
i (associated with the edge (i, j) ∈ E). All variables are relative to an
equilibrium that accounts for the steady state flows in the network and the
consumption of the individual agents. The constant α, 0 < α ≤ 1, is the
decay rate of the stored quantity. The first summation gives the amount
of the quantity arriving at the ith node, and the second summation gives
the amount leaving the ith node. The one-step delay in the first summation
captures the delay in transportation. In Section 2.5 it will be shown how
the results presented in this paper can also be applied to networks with
non-homogeneous delays.

We will also allow for production at some nodes in the network. We
denote the set of all such nodes as I and denote the production as ui0, i ∈ I.
The zero node is not part of the network, that is 0 /∈ V. However, in a slight
abuse of notation, we let 0 ∈ P(i) if i ∈ I. This allows external production
to be described in a manner consistent with the dynamics in (2). We will
assume that only nodes that are at the top of the network can be producers.
This will be made precise in Section 2. Note that (2) is not a state-space
model, however a realization with states {zi[t], ui j[t−1], j ∈ P(i)}, ∀i, can
be introduced.

Models of the type in (2) have been used for control of water irrigation
networks [Evans et al., 2011; Schuurmans et al., 1999; Litrico and Fromion,
2005]. On fast time scales, water levels in an irrigation network do not follow
such simple dynamics. More accurate descriptions are based on the Saint
Venant equations [Coron et al., 1999], or third-order system identification
models [Weyer, 2001]. However, the simple model can still be used for

53



Paper I. Optimal Transportation on Directed Tree Graphs

controller design, assuming that there is an inner controller that ensures
that the wave dynamics are not excited [Cantoni et al., 2007]. This inner
controller could for example be a low pass filter. We plan to apply the
controller presented in this work to a model for water irrigation networks
in a future paper.

The proposed model in (2) also coincides with the dynamics used to
model supply chains [Subramanian et al., 2013; Lin et al., 2004]. Additional
dynamics, such as backorders, are often introduced for use in the cost
function. This can however be taken into account in the calculations of the
optimal equilibrium flows, or in local controllers in every node.

The dynamic extension of the welfare maximization problem (1) that we
will study in this paper is:

minimize
u,z

∞∑

t=0

( ∑

i∈V

fi(zi[t]) +
∑

i∈I
�i(ui0[t])

)

subject to Dynamics in (2),
zi[0] = z0

i ∈ R, ui j[−1] = u0
i j ∈ R.

(3)

In the above fi(zi[t]) is the cost (or negative utility) for node i to have access
to zi[t] goods. The function �i(ui0) is the cost for node i to produce ui0. The
problem corresponds to minimizing the total cost1 for the entire system,
which is a welfare maximization problem for one commodity. Note that the
major difference between the problems in (1) and (3) is the static constraint
in (1) has been replaced by its dynamic analogue from (2). As the variables
are relative to an equilibrium, the problem in (3) accounts for the change in
costs due to the deviations from the nominal operation of the transportation
network.

1.2 Preview of Results
The key feature of our results is that they show how the structure in
the underlying graph can be exploited when solving the dynamic welfare
problem described in the previous subsection. In particular, we will show
that the optimal control on each edge (i, j) will be dependent on two sets
U(i, j) and D(i, j), which we will call the upstream set and the downstream
set. These sets are subsets of the nodes of the graph. They are different for
each edge and reflect the local structural properties of the graph.

We will show that the problem in (3) admits a structured solution for
general strictly convex cost functions. For the case of quadratic cost func-
tions, a closed-form solution can be found. Our main contribution is to show

1Note that we choose to minimize the total cost instead of maximizing the total utility.
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that the solution to the optimal control problem

minimize
u,z

∞∑

t=0

( ∑

i∈V

qizi[t]2 +
∑

i∈I
riui0[t]2

)

subject to Dynamics in (2)
zi[0] = z0

i ∈ R, ui j[−1] = u0
i j ∈ R,

(4)

where qi > 0 and ri > 0, admits a highly structured solution (contrary
to the standard linear quadratic regulator problem). We also explain how
these results can be generalized to the case of general convex functions. The
optimal controller for quadratic cost functions can be calculated according
to the formula

ui j[t] =
γU(i, j)

γU(i, j) +γD(i, j)
αmU(i, j)[t] −

γD(i, j)
γU(i, j) +γD(i, j)

αmD(i, j)[t]. (5)

The constantsγU(i, j) andγD(i, j) only depend on the problem data within their
respective set and can be computed ahead of time. The variable mU(i, j) is
the total quantity stored in the nodes in the upstream set, and mD(i, j) is the
total quantity stored in the nodes in the downstream set. The definition of
the upstream and downstream sets will be made precise in the next section.
However to get the intuition, consider Figure 2. Taking u84 as an example,
then the upstream set is indicated by blue and the downstream set by pink.
Observe in particular that some nodes are neither in the upstream nor the
downstream set. This implies the optimal control law is sparse (with sparsity
defined by the elements in the up and downstream sets). The structure of
the resulting controller for the graph in Figure 2 is illustrated in Figure 3.
Furthermore, both the γ parameters and the aggregate levels m can be
calculated by a sweep through the graph, using only local communication.
This allows for efficient synthesis and implementation of the control law in
(4). Similarly, the optimal production for (4) depends only on the total level
in the graph at time t.

2. The Optimal Controller

In this section we will demonstrate that the solution to the optimal control
problem in (4) does indeed have the structure hinted at in (5). This will
be presented as Theorem 1 and Theorem 2. We will also show how the
internal flows for the more general problem (3) can be found by solving a
static convex optimization problem in Theorem 3.

However, we start by introducing the required graph-theoretic notions to
define the upstreamU(i, j) and downstream D(i, j) sets of a given edge (i, j)
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1

2

3

4

5

6

87

9

u84

U(8, 4)
D(8, 4)

Figure 2. An example of a directed tree. Node Four has one parent node
in node one, and three children nodes in nodes five, seven, and eight. For the
highlighted edge (8, 4) we have illustrated the upstream set U in light blue
and downstream set D in pink. The incoming arrow into node one indicates
that there is production in that node.




u10[t]
u21[t]
u32[t]
u41[t]
u54[t]
u65[t]
u74[t]
u84[t]
u98[t]



=




∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗ ∗
v � � v v v v v v
0 v � 0 0 0 0 0 0
v v v � � � � � �
0 0 0 v � � v v v
0 0 0 0 v � 0 0 0
0 0 0 v v v � v v
0 0 0 v v v v � �
0 0 0 0 0 0 0 v �







u10[t− 1] + z1[t]
u21[t− 1] + z2[t]
u32[t− 1] + z3[t]
u41[t− 1] + z4[t]
u54[t− 1] + z5[t]
u65[t− 1] + z6[t]
u74[t− 1] + z7[t]
u84[t− 1] + z8[t]
u98[t− 1] + z9[t]




Figure 3. Structure of optimal feedback law for the directed tree in Fig-
ure 2. v corresponds to the upstream set and � to the downstream set. For
the production u10 the ∗ indicates that information from all nodes in the
graph is used. In every row, each symbol corresponds to the same value.
This does not hold between different rows.

56



2 The Optimal Controller

in a graph. We will begin with the definition of a rooted tree. For that case,
the definitions simplify greatly, which will hopefully make the presentation
easier to follow. We also believe that rooted trees, corresponding to a single
producer, will occur naturally in applications. After stating the theorems in
Section 2.2, we will discuss how the optimal controller can be implemented
using local communication in Section 2.3. We will then give the necessary
definitions to apply the theorems to arbitrary directed trees in Section 2.4.
Finally, in Section 2.5 we will discuss the limitations due to the assumptions
and how they can be relaxed.

2.1 Graph Structuring
In this section we give the necessary definitions required to describe the
solution for rooted trees. We begin with the definition of a directed tree and
a directed rooted tree.
Definition 1
A directed graph is a directed tree if the undirected version of the graph
contains no cycles. 2

Definition 2
A directed graph is a directed rooted tree if it contains a single vertex such
that there exists a unique directed path from this vertex to every other
vertex in the graph. Equivalently a directed tree is rooted if it contains a
single node with no parents. 2

For the rest of the paper it is implicit that all graphs are directed. The
upstream and downstream sets have a simple definition for a rooted tree.
Definition 3
For a rooted tree, the upstream and the downstream sets for an edge (i, j)
are defined as follows:

1. The upstream set U(i, j) is the source node j and all its descendants
when the edge (i, j) is removed.

2. The downstream set D(i, j) is the destination node i and all its de-
scendants. 2

The definition is illustrated in Figure 2. When it is clear from context we
sometimes drop the arguments (i, j) from the upstream and downstream
sets. The corresponding definition for non-rooted trees is given in Defini-
tion 9, when the results for this case are presented.

The following definition of the depth of each node is needed in order to
calculate the controller gains.
Definition 4
For a rooted tree we define the depth d(i) of a node i as follows
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• The root has depth 0.

• For any other node i with parent j it holds that d(i) = d( j) + 1. 2

The definition of the depth for nodes in non-rooted trees will be given in
Definition 5.

2.2 Theorem Statements
With the necessary definitions in place for the rooted trees, we are al-
most ready to present our results. However, we must first formalize the
assumptions used in the theorem statements. The consequences of these
assumptions will be discussed further in Section 2.5.

To ensure existence and uniqueness of the optimizer for (3), we make
the following assumption.

Assumption 1
The functions fi and �i are strictly convex and satisfy fi(zi) ≥ 0, �i(ui0) ≥ 0,
fi(0) = 0, and �i(0) = 0. Furthermore it holds that there exists an n, ci,
and di so that �i(ui0) < ciuni0 for all nodes i ∈ I and fi(zi) < dizni for all
nodes i with no children. 2

Note that the cost function in (4) satisfies Assumption 1.
We also make the assumption that only the root can be a producer, which

simplifies the solution greatly.

Assumption 2
All nodes in the producer set I have depth zero, i.e i ∈ I [ d(i) = 0. 2

The assumption generalizes to non-rooted trees by using the definition of
the depth for a non-rooted trees given in Definition 5.

We will now state the main results of this paper. First, the case of
quadratic cost functions in problem (4) is considered. As already alluded
to in the introduction, the optimal controller is highly structured in that
it only needs the aggregate levels in the upstream and downstream sets
to be implemented. This is demonstrated through Theorems 1 and 2. We
then show in Theorem 3 how the optimal internal flows can be found for
general convex cost functions. Here the controller retains the structure, in
that it needs information from the same nodes as in the quadratic case.
However, finding the optimal flow on a link will require solving a static
convex optimization problem. The proofs will be given in Section 3.

To simplify the description of the aggregate levels we make the following
definition for a set of nodes S. The variablemS[t] describes the total amount
of the quantity in the set S, including the quantity currently in transit
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towards a node in the set.

mS[t] =
∑

i∈S

(
zi[t] +

∑

j∈P(i)

ui j[t− 1]
)

(6)

Now we can give a formal statement of the optimal internal flows.

Theorem 1
Consider the problem in (4) under Assumption 2, and suppose that the
underlying graph is a rooted tree as defined in Definition 2. For every edge
(i, j) ∈ E with upstream set U(i, j) and downstream set D(i, j) as defined
in Definition 3, let

γU(i, j) =
(∑

k∈U

1
α2(d(k)−d( j))qk

)−1

γD(i, j) =
(∑

k∈D

1
α2(d(k)−d( j))qk

)−1

,

where d(k) is the depth of node k as defined in Definition 4. Then the
optimal value of ui j[t] is given by

ui j[t] =
γU(i, j)

γU(i, j) +γD(i, j)
αmU(i, j)[t] −

γD(i, j)
γU(i, j) +γD(i, j)

αmD(i, j)[t]. (7)

where mU(i, j)[t] and mD(i, j)[t] are the aggregate quantities of the upstream
and downstream sets as defined in (6). 2

Note that the optimal flow on link (i, j) only depends on the aggregate levels
in the upstream and downstream sets. This gives a sparse and highly struc-
tured controller. Similarly, the optimal gains also only depend on the local
cost functions in the upstream and downstream set, allowing for efficient
synthesis. In the next subsection it will be shown how the aggregate lev-
els and the γ parameters can be calculated recursively through the graph,
allowing for an efficient implementation.

In Figure 3 the structure of the feedback law is illustrated for the graph
in Figure 2. Also note that (7) can be implemented as a state feedback law,
by letting {zi[t], ui j[t− 1]} be the state of the system.

Remark 1
The result is of course compatible with the results presented for a string
graph in [Heyden et al., 2018]. Then the upstream set is just the source
node, and the downstream set is all the descendants of the source node, as
follows from Definition 3. 2
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The calculation of the optimal production is also structured and only
requires the aggregate level for the entire graph.

Theorem 2
Consider the problem in (4) under Assumption 2, and suppose that the
underlying graph is a rooted tree as defined in Definition 2. Let

R =
( ∑

i∈I

1
ri

)−1

,

and

γV =

( ∑

i∈V

1
α2d(i)qi

)−1

,

where d(i) is the depth of node i as defined in Definition 4. Furthermore,
let

X = −1
2
[
(1−α2)R −α2γV

]
+

√
α2γVR +

1
4 [(1−α2)R −α2γV]

2.

Then the optimal total production U[t] =
∑

i∈I ui0[t] is given by

U[t] = − X
X + RαmV[t],

where mV is defined as in (6). The optimal production for the individual
producers i ∈ I is given by

ui0[t] =
R
ri
U[t].

2

The constant X is the solution to a scalar Riccati equation defined by the
aggregate costs γV and R.

Remark 2
Note that for rooted trees only the root can be a producer, and thusU[t] = ui0
where i is the root. We state the theorem in this general way so that it can
easily be extended to hold for non-rooted trees. 2

We will now state the results for general convex cost functions. The main
difference is that more computations are required to find the optimal flows.

Theorem 3
Consider the problem in (3) under Assumptions 1 and 2, and suppose that
the underlying graph is a rooted tree as defined in Definition 2. Then for
every edge (i, j) ∈ E with upstream set U(i, j) and downstream set D(i, j)

60



2 The Optimal Controller

as defined in Definition 3, the optimal value of ui j[t] is given by the optimal
u for the optimization problem

minimize
u,xk

∑

k∈U(i, j)

fk(xk) +
∑

k∈D(i, j)

fk(xk)

subject to
∑

k∈U(i, j)

αd( j)−d(k)xk = αmU(i, j)[t] − u

∑

k∈D(i, j)

αd( j)−d(k)xk = αmD(i, j)[t] + u.

In the above mU(i, j)[t] and mD(i, j)[t] are defined by (6) and d(k) is the depth
of node k as defined in Definition 4. 2

Again the optimal flow only requires the aggregate levels in the upstream
and downstream sets. However, to find the flow on a link, a convex optimiza-
tion problem with the aggregate levels of the upstream set and downstream
set as input must be solved. The optimization problems gain more decision
variables as the node depth decreases. However, these type of problems are
well studied and there exists plenty of software that can solve such problem
even for a quite large number of decision variables, for example CVX [Grant
and Boyd, 2014].

Once the definitions for the upstream and downstream set has been ex-
tended to non-rooted trees in Definitions 5 and 9, Theorem 1 and Theorem 3
can be extended to also hold for non-rooted trees. We also give the general
case of Theorem 2 in Proposition 2 in Section 3 as a mechanism for proving
Theorem 2.

2.3 Controller Implementation
Theorem 1 and Theorem 3 limit the information each node needs to the
upstream set and the downstream set of each of its outgoing links. We will
now show that by exploiting that the aggregate levels can be calculated by a
sweep through the graph, the controller can be implemented using only local
communication. Only rooted trees are covered in this subsection. Non-rooted
trees can be handled similarly, as discussed in the next subsection.

For all nodes without children, we define mi[t] = zi[t]+ui j[t−1], where
j is the unique parent for node i. And for all nodes with children, we define
the node aggregate level mi[t] to be

mi[t] = zi[t] + ui j[t− 1] +
∑

k∈C(i)

mk[t].

Where j again is the unique parent of node i, except for the root, where ui j =
ui0. The calculation of mi[t] only requires information from the neighboring
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1

2

3

m4

m5

6

m8
m7

9

U(8, 4)
D(8, 4)

u84

Figure 4. The example in Figure 2 revisited. The upstream and down-
stream sets for (8, 4) are highlighted in blue and pink. However, by utilizing
the aggregation of inventory level in (8) node 4 can find all the informa-
tion it needs from its neighbors. Node four’s aggregate level is given by
m4 = m5 +m7 +m8. Then mU(8,4) = m4 −m8 and mD(8,4) = m8. This results
in no direct communication with nodes six and nine for node four.

nodes, and the computation of mi[t] can thus be implemented using only
local communication. The definition for mi[t] is different from (6) in that
the index is a node and note a set.

For link (i, j) the upstream and downstream levels can by computed
from the node aggregate levels of the source j and the destination i as

mU(i, j)[t] = m j[t] −mi[t], mD(i, j)[t] = mi[t]. (8)

This allows for a localized scheme for calculating the quantities needed
to calculate the optimal flows. This is illustrated in Figure 4, where it is
shown how the upstream and downstream level for the input considered in
Figure 2 can be calculated.

The aggregate costs γU and γD can be calculated in a similar way. Let

γi =
(

1
qi
+

∑

j∈C(i)

1
α2γ j

)−1

.

Then γi can be calculated by local communication, starting at the nodes
which have no children. This allows γU and γD to be calculated as

γU(i, j) =
(

1
γ j
−

1
α2γi

)−1
, γD(i, j) = α2γi.

Where again each node only needs to communicate with its neighbors.
The formulas proposed here give an efficient way to implement the con-

troller that greatly reduces the communication requirements for each node.
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This allows for a scalable implementation as the number of communication
channels for each node remains low, even as the graph grows large. As
the communication is in series, the time required for communication will
grow as the depth of the graph increases. However, the depth is typically
sub-linear in the number of nodes, with the exception being when the graph
is a string.

The distributed iteration of the γ parameter also allows for the controller
to be efficiently updated when the graph changes. If a node i is added to or
removed from the network, then only those nodes that have i as an ancestor
needs to update their feedback law. How many nodes this is will depend on
the depth of node i and the graph topology.

2.4 Non-Rooted Trees
In this section the upstream and the downstream sets for non-rooted trees
will be defined. We will also show that the control can still be implemented
using local communication, similar to the previous subsection.

As there is no unique root in non-rooted trees we have to generalize the
definition of the depth of a node.
Definition 5
For a non-rooted tree we define the depth d(i) of a node i as follows: Pick
any node in the graph and define the depth for that node to be d0. Then
define the depth of all other nodes by the following rules.

• For a node i with parent j it holds that d(i) = d( j) + 1.

• For a node i with child k it holds that d(i) = d(k) − 1.

d0 is then chosen so that mini∈Vd(i) = 0. 2

Note that now multiple nodes can satisfy d(i) = 0 and thus Assumption 2
allows for multiple producers.

We define the existence of an undirected path in the following natural
way. This is used for the upcoming definitions.
Definition 6
There exists an undirected path between node n1 and node nk if there exists
a sequence of nodes (n1, n2, . . . nk) such that (ni, ni+1) ∈ E or (ni+1, ni) ∈ E
for all 1 ≤ i ≤ k− 1. 2

To describe the upstream and downstream sets, we split the nodes with
the same depth into blocks. The definition is illustrated in Figure 5.
Definition 7
Two nodes i and j are in the same block if they satisfy the following:

1. Node i and node j has the same depth, i.e. d(i) = d( j).
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2. There exists a undirected path between node i and node j when the
incoming links to node i and node j are removed. 2

For rooted trees each block contains only one node. Let the block of node i
be denoted B(i). For each block B we let C(B) denote the set of blocks which
have a node with an incoming link from the block B. That is c ∈ C(B) if
there exist nodes (i ∈ c, j ∈ B) such that (i, j) ∈ E. There can only be one
such node i in each block, as otherwise there would be a cycle.

Each block P can be associated with a set of nodes F(P), which we call
its family, in the following way.
Definition 8
For a block P, i ∈ F(P) if

• i ∈ P

or if

• There exists an undirected path from i to a node in P when all
incoming links to the block P, that is ∀(k, l), k ∈ P, are removed. 2

For a node i ∈ P we also let F(i) = F(P). The definition is illustrated in
Figure 5. We note that the calculation of mi[t] in the previous subsection,
it holds that mi[t] = mF(i)[t].

We are now ready to define the upstream and downstream sets for
general directed trees. The upstream and downstream set for (i, j) together
make up the family of the source node F( j). The definition is illustrated in
Figure 5 and Figure 6.
Definition 9
For a non-rooted directed tree we define the upstream and the downstream
set as follows.

A node k is in the upstream set U(i, j) if the following holds:

1. k ∈ F( j)

2. k = j or there exists an undirected path between k and the source j
when (i, j) is removed from G.

A node k is in the downstream set D(i, j) if the following holds:

1. k ∈ F( j)

2. k = i or there exists an undirected path from node k to the destination
i when (i, j) is removed from G. 2

With the updated definition for the depth, and the upstream and down-
stream set, the theorem statements also hold for non-rooted trees.
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1

2 3

6

4

7

8

5

Depth 0

Depth 1

Depth 2

Depth 3

P

U(6, 4)
D(6, 4)

Figure 5. Illustration of the graph structuring. Each row of nodes in the
picture of the graph corresponds to nodes that have the same depth. All
blocks in the graph are marked by dashed squares. For the block P, con-
taining nodes three and four, the set F(P) are all the colored nodes. For the
link (6, 4), the upstream set is marked as blue and the downstream set as
pink.

Proposition 1
If Definitions 3 and 4 are replaced by Definitions 5 and 9, then Theorems 1
and 3 hold whenever the underlying graph is a directed tree. 2

We will now consider how the optimal controller for non-rooted trees can
be implemented. To do this the following notation is introduced.

Definition 10
Consider an edge (i, j) where j ∈ P and with upstream set U(i, j) and
downstream set D(i, j). We let the nodes in U(i, j) that are in P be denoted
UP(i, j) and the set of children blocks of P who’s nodes are in U(i, j) as
UC(i, j). Similarly define DP(i, j) as the set of nodes in P that are in D(i, j)
and the set of children blocks of P who’s nodes are in D(i, j) as DC(i, j).2

The definition is illustrated in Figure 6. Note that the nodes in each children
block are either all in U(i, j) or all in D(i, j). Also note that both UC(i, j)
and DP(i, j) can be empty. For a rooted tree, UP(i, j) is a set containing
only the source node j and DP(i, j) is the empty set.

The idea behind the implementation is the same as for rooted trees in
that we calculate an aggregate of the levels and the cost functions. The main
difference is that now the aggregate level will be on block level instead of
node level. We start by defining the aggregate level for blocks B without
children. These blocks contain only one node i ∈ B, and we define for these
blocks

mB[t] = zi[t] +
∑

j∈P(i)

ui j[t− 1].
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Note that for non-rooted trees, each node might have multiple parents. By
iterating through the graph, we define the aggregate level for block B with
children blocks C(B), as

mB[t] =
∑

i∈B

(
zi[t] +

∑

j∈P(i)

ui j[t− 1]
)
+

∑

ci∈C(B)

mci [t]. (9)

Each block needs information from its nodes and its children blocks. Once
the block aggregate levels are known, the upstream and downstream level
for every edge (i, j) can be calculated as

mD(i, j)[t] =
∑

k∈DP (i, j)

(
zk[t] +

∑

l∈P(i)

ukl[t− 1]
)
+

∑

ck∈DC(i, j)

mck [t]

mU(i, j)[t] = mB( j)[t] −mD(i, j)[t].

The calculation of the downstream aggregate requires information from
the nodes in DP(i, j) and the blocks in DC(i, j). The upstream aggregate
can reuse the calculation for mB( j) and mD(i, j) and does not require any
additional communication.

We can also similarly define the aggregate cost for blocks B with no
children nodes as γB = qi and for all other blocks as

γB =
(∑

i∈b

1
qi
+

∑

ci∈C(b)

1
α2γci

)−1

.

This allows for the upstream and downstream aggregate costs to be calcu-
lated in the following way

γD(i, j) =
( ∑

k∈DP (i, j)

1
qk
+

∑

ck∈DC(i, j)

1
α2γck

)−1

γU(i, j) =
(

1
γB( j)

−
1

γD(i, j)

)−1
.

In the rooted tree case, each node only needed to communicate with
its direct neighbors. For non-rooted trees each node needs to communicate
with all the nodes in its block and all its children blocks. This is illustrated
in Figure 6, where all the quantities needed to calculate the flow on the
highlighted link are shown. This will in general require more communi-
cation channels, and also some abstraction in handling the block to node
communication. One could, for example, assign one node as responsible for
the calculations of mB for each block and then share the aggregate with
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q3z3
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q2z2

9

6

8 7

1

10

u21

U(4, 3)
D(4, 3)

γc1 ,mc1

γc2 ,mc2

Figure 6. Illustration of the calculation for the flow on the highlighted link
(4, 3). The upstream set is highlighted in blue and the downstream set in
pink. FurthermoreUP = {3} and DP = {2} are highlighted as the two nodes
with a thick border. The two children blocks have also been highlighted as
dashed squares. It holds that UC = {c1} and DC = {c2}, where c1 = {5, 6}
and c2 = {4}. Finally all the quantities needed to calculate the flow u21 have
been written out. That is for the children block aggregate the levels mci and
the aggregate cost γci . And for the nodes in UP and DP , node level z2 and
z3, node inflow u21, and node costs q2 and q3.

the other nodes in the block. Still, each node needs at most to communicate
with nodes that have a maximum of one depth difference. Thus the com-
munication requirement will typically grow sub-linearly in the number of
nodes in the graph, with the exception if the graph only has a depth of two.

2.5 Limitations and Generalizations
In this section, we will discuss the limitations imposed by the assumptions,
and how they can be relaxed.

The assumptions on f and � in Assumption 1 are needed to ensure
existence and uniqueness of the solution to (3), but still allow for quite
general cost functions.

Assumption 2 is a rather natural assumption for rooted trees, in that
the top node is the only producer. However, structured controllers can be
achieved with Assumption 2 relaxed, see [Heyden et al., 2021] for the case
of a string graph with production in every node. Similar results could
be derived for the graph structures considered in this paper. However,
due to space constraints, this was not considered. One implication for the
assumption for non-rooted trees is that there can be nodes without parents
that still can not be producers. This would in most cases be unnatural.
However, the assumption can be relaxed in this case as well.

For the assumption that the graph is a directed tree, we note that a graph
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that is not a directed tree can always remove a transportation link while
still allowing for any distribution of the quantity throughout the network.
Directed tree graphs will thus appear naturally when one penalizes the
number of transportation links when calculating the equilibrium flow. The
downside is that the system is less robust to failures on links. However, a
new equilibrium flow can be calculated if a failure occurs.

If the underlying graph is not a directed tree, then all cycles in the graph
need to be removed in order to be able to apply the controller presented
in this paper. For each cycle it is enough to remove one link to break the
cycle, corresponding to fixing the flow to the equilibrium flow. This can
always be done in a way so that the resulting graph after breaking all
cycles is a directed tree. Synthesizing a controller on this reduced graph
will of course not give the optimal performance. However, if it is necessary
to have a scalable controller, the resulting performance might still be better
compared to, for example, using a local controller. This method should only
be applied when the equilibrium flow is already given, for example for an
irrigation network that already contains cycles.

In the dynamics in (2), there is an implicit assumption that the tran-
sportation delays are homogeneous (there is a one-step delay associated
with the transportation on each link). However, this can easily be overcome
by introducing additional nodes with a cost function that makes the level
always be zero. For non-homogeneous delays, the effect of a delay of τi j on
a link (i, j) can be introduced by replacing the link with a series of τi j − 1
fictitious nodes with the cost function

fi(zi) =
{

0, zi = 0
∞, zi ,= 0.

Then the level in those nodes will always be zero, and the effect is the
same as if there was a delay of τi j. Assumption 1 will still be satisfied as
these new fictitious nodes will always have children. The special expression
for the controller gains in the quadratic case can also be extended to this
case. To do this, instead assign the fictitious nodes a quadratic cost qiz2

i .
Theorems 1 and 2 can then be applied, and considering the limit qi →∞ for
the fictitious nodes gives the appropriate solution. Note that in this limit, all
the controller gains in (7) will be well defined. All non fictitious nodes will
have finite γU and γD. The fictitious nodes will have γU →∞ which results
in ui j[t] = αz j[t] for all fictitious nodes j. This means that everything
that is transported into a fictitious node is immediately transported out, as
expected. Similarly, γV in Theorem 2 is well defined in the limit.
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4 z4[t− 2]

3 z3[t− 1]

1 z2[t] 2 z1[t]

u34[t− 3]

Figure 7. Illustration of a shifted level vector. The shift of each node is
proportional to the layer of the node. The highlighted link flow u34[t − 3]
only directly affect the source z4[t − 2] and the destination z3[t − 1], which
are both in the same shifted level.

3. Derivation of Optimal Controller

In this section, we prove the results presented in the previous section. Before
getting into the details, we start by describing the main idea behind the
proof.

Throughout this section, we will use the layer of a node instead of its
depth, as that is notationally more convenient. We define the layer of a node
by first finding the maximum layer,

lmax = max
i∈V

d(i).

The layer of a node is then defined as l(i) = lmax − d(i). As can be seen
from the definition, the layers start from the bottom of the graph, while the
depth starts from the top. We also let l(B) denote the layer of the nodes
in block B and T as the block in the maximum layer. Then it holds that
l(T) = lmax. There can only be one such block T as the graph is assumed to
be connected.

3.1 Proof Idea
The proof relies on decomposing the problem into independent sub-
problems. To do so a shifted level vector, defined for a block P as{

zi[t− l(i)], i ∈ F(P)
}
,

will be studied. See Figure 7 for a graphical illustration. In Figure 7 it
can be noted that the highlighted flow u34[t − 3] will only directly affect
the levels z3[t − 1] and z4[t − 2] which are both in the same shifted level.
More generally, every flow ui j[t] will only directly affect the nodes within
one shifted level vector.
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We define the cost associated with a shifted level for a block P

FP(z, t) :=
∑

i∈F(P)

fi(zi[t− l(i)]).

This allows the node cost in (4) to be written in terms of the shifted levels
in the following way,

∞∑

t=0

∑

i∈V

fi(zi[t]) =
∑

i∈V

fi(zi[0]) +
lmax∑

t=1

∑

P:l(P)=t−1

FP(z, t) +
∞∑

t=lmax+1
FT(z, t). (10)

This formula is illustrated for a three node string graph in Figure 8. Recall
that T is the block consisting of the top layer, and FT(z, t) is then the cost
for a shifted level containing all the nodes in the graph.

In Figure 8 we see that all but one of the levels within a shifted level
can be chosen freely by choosing the outflow from each node appropriately.
For example, it holds that z3[2] and z2[3] can be chosen freely by picking
u23[1] = z3[1]− z3[2] and u12[2] = z2[3]+u23[1]− z2[2]. The last level z1[4]
will then be decided by the total level of the previous shifted level. Thus the
possible levels for the shifted vector {z3[2], z2[3], z1[4]} are only constrained
by the sum of the previous shifted vector z3[1]+ z2[2]+ z1[3]. Furthermore,
the figure indicates that the sum of the shifted levels is independent of
the internal flows ui j. This implies that each shifted level can be optimized
independently, as each flow decision only affects one shifted level. We will
show that this holds for all directed trees by introducing a weighted sum of
the shifted levels

SP [t] =
∑

i∈F(P)

αl(i)−l(P)zi[t− l(i)],

and showing that it satisfies a simple conservation law. The weighting
reflects the fact that if we move some quantity c from a node to one of its
children, then only αc will arrive, due to the decay.

3.2 Decomposition
We will now formalize the ideas discussed in the previous subsection. This
will allow the problem in (3) to be decomposed into several independent
sub-problems, as will be seen in Lemma 2.

The time-shifted levels are an important tool in the proof. However,
the time shift is not suitable for controller implementation. Therefore it is
necessary to establish a relationship between the shifted level and aggregate
level, and we make the following definition.
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z1[0]

z2[0]

z3[0]

z1[1]

z2[1]

z3[1]

z1[2]

z2[2]

z3[2]

z1[3]

z1[4]z2[3]

FB1(z, 1) :

FB2(z, 2) :

FT(z, 3) :

FT(z, 4) :

123

Figure 8. Illustration of the dynamics for the three node graph at the top
of the picture. The graph has three blocks. The block B1 contains node one,
the block B2 contains node two, and the top block T contains node three.
Each node has been shifted proportional to its layer, making each horizontal
slice a shifted level. The arrows indicate where the quantities in a node can
go, i.e. either stay in the node or be transported, with a delay, to a child.
Each term included in (10), except fi(zi[0]), has been highlighted by dashed
rectangles.

Definition 11
Define the aggregate level mP [t] for block P as

mP [t] =
∑

i∈F(P)

(
zi[t] +

∑

j∈P(i)

ui j[t− 1]
)
.

2

This definition is different from (6) as it is defined on a block, and not on a
set of nodes. However, it holds that mP [t] = mF(P)[t].

We will now show some important properties of the shifted level vectors
and their relationship to the weighted sum. These properties are related
to the dynamics and are independent of the optimization problems. Part
(a) shows that the time update of a shifted level is given by the level at
the previous time plus the inflow. For example in Figure 8, it can be seen
that S2[3] = z2[2] + z1[3] = α(z2[1] + z1[2] + u23[0]) = α(S2[2] + u23[0]).
Part (b) shows that a shifted level can be arbitrarily distributed as long as
it satisfies the constraint given by (a), for example in Figure 8, z3[2] and
z2[3] can be chosen freely by picking u23[1] = z3[1] − z3[2] and u12[2] =
z2[3] + u23[1] − z2[2]. z1[4] will then be such that the constraint in (a) is
satisfied. Part (c) shows that the internal flows has no effect on the shifted
level sums in (10). In Figure 8 this can be seen, where the total level in the
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dashed rectangles is unaffected by the internal flows. (b) and (c) can then
be used together to show that each shifted inventory level can be optimized
independently. Finally, for part (d), it is shown how the current aggregate
level can be used to predict a future shifted level. Again, from Figure 8 we
can see that, for example, αz3[1]+α2z2[2]+α3z1[3] = z3[0]+ z2[0]+ z1[0],
which gives that αmT[0] = ST[3].

Lemma 1
For any block P, define for t ≥ l(P) + 1

SP [t] =
∑

i∈F(P)

αl(i)−l(P)zi[t− l(i)].

Assume that z[t] satisfies the dynamics in (2). Then

a) SP [t] satisfies the conservation law

SP [t] = α
(
SP [t− 1] +

∑

i∈P
j∈P(i)

ui j[t− l(i) − 2]
)
. (11)

b) Given a shifted level for P and the inflow to P,

zi[t− l(i) − 1], i ∈ F(P)
ui j[t− l(i) − 2], i ∈ P,

(12)

then the only constraint on the next shifted level

zi[t− l(i)], i ∈ F(P) (13)

is that (11) is satisfied. In addition the flows

ui j[t− l( j) − 1], j ∈ F(P)

are unique for every pair of values for (12) and (13).

c) Neither SP [τ ] for τ = l(P) + 1, nor ST[τ ] for τ > lmax, depend of the
internal flows ui j[t], for t ≥ 0.

d) It holds that
αmP [t− l(P) − 1] = SP [t]. 2
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Proof Part (a), (c), and (d) are proved in the appendix. We prove (b) here.
Recall that the dynamics are given by

zi[t− l(i)] =

α
(
zi[t− l(i) − 1] +

∑

h∈P(i)

uih[t− l(i) − 2]
)
−

∑

j∈C(i)

u ji[t− l(i) − 1]. (14)

A node level zi[t − l(i)], i ∈ P is determined when all of the node’s inflows
and outflows directly affecting the level, and the previous level zi[t−l(i)−1],
are determined . It was assumed that the inflows to nodes in P,

ui j[t− l( j) − 2], j ∈ P,

are given as well as the previous level

zi[t− l(i) − 1], i ∈ F(P).

Thus all that remains is the flows going between any pair of nodes in F(P).
Consider the graph containing the nodes that have not yet fixed their level
zi[t − l(i)], that is i ∈ F(P). And the edges that have not yet fixed their
flow ui j[t − l( j) − 1], that is (i, j) j ∈ F(P). This graph is a directed tree
and thus contains a node that is incident to only one edge (otherwise the
graph would contain a cycle). The flow on this edge is the only term that is
unspecified in (14) for the node and must be chosen according to the unique
value so that the target node level in (13) is achieved.

Now the graph of edges with undecided flows and nodes with non fixed
levels contain one edge and one node less. However, it is still a directed
tree as all the remaining nodes stay connected and no cycles have been
introduced. And there will still exist a node with only a single edge with an
unspecified flow. The flow on this edge must again be uniquely chosen so
that the wanted node level in (13) is achieved.

This can be continued until the graph of edges with undecided flows and
nodes with non-fixed levels only contains two nodes and one edge. Then the
flow on the last edge can be chosen so that at least one of the nodes gets
the correct value. By (a), both nodes will have the correct level if and only if
(11) is satisfied. This flow will be unique, as there is only one flow for each
node that gives the correct level. 2

Before we continue we will show that there exists a unique solution for
the problems in (3) and (4). First, we show that there always exists an input
trajectory that gives a finite cost. This is done by constructing a set of inputs
that takes all the node levels to zero in finite time with finite control effort.
Then all future cost will be zero, as fi(0) = �i(0) = 0 by Assumption 1. Let
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the production at time t = 0 be such that,
∑

i∈I
ui0[0] = −

∑

i∈V

(
zi[0] +

∑

j∈P(i)

ui j[−1]
)

and ui0[t] = 0, t ≥ 1. Then mV[t] = 0, ∀t ≥ 1. Now it only remains to find
internal flows so that all levels are zero in finite time. This is possible by
(b) and (d) in Lemma 1. Thus the sum over FT will in (10) will be zero.
All other sums FP in (10) can be made finite by Lemma 1b as all F(P)
will contain nodes with children which has finite cost by Assumption 1. The
problems in (3) and (4) both have a strictly convex cost function, with a cost
bounded from above by the previous argument, and a cost bounded from
below by zero by Assumption 1. Thus the optimal values for zi[t] and ui0[t]
for both (3) and (4) exist and are unique. The internal flows are not part of
the cost function. However, it follows from (b) in Lemma 1, that they will
also be unique.

We now use Lemma 1 to decompose the problem by showing that each
shifted level, corresponding to a row in Figure 8, can be optimized indepen-
dently.
Lemma 2
Assume that z is the minimizer for (3). Then for 1 ≤ t ≤ lmax and all blocks
P s.t. l(P) = t, z is also the minimizer for

minimize
zi[t−(i)],i∈F(P)

FP(z, t)

subject to SP [t] = αmP [0]

And for t > lmax, z is the minimizer for

minimize
zi[t−l(i)],i∈V

FT(z, t)

subject to ST[t] = αmT[t− lmax − 1] 2

Proof Recall that FP(z, t) =
∑

i∈F(P) fi(zi[t − l(i)]) and thus corresponds
to a shifted level. By (b) in Lemma 1, the only constraint on a shifted level
is that it satisfies (11). By (c) in Lemma 1 the shifted level corresponding
to the constraint for each term in (10) is unaffected by the internal flows.
Thus each term in (10) can be minimized independently, without affecting
the optimal value of the other terms. Applying Lemma 1d to (11) completes
the proof. 2

3.3 Proof of the Theorems
Lemma 2 can be used to find the optimal levels zi for the problems in
(3) and (4) in a centralized way, relying on the method in the proof of
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Lemma 1b to then find the optimal flows. However, to achieve the distributed
implementation of the controller described in the previous section, one needs
a more direct approach to finding the optimal link flows. To do this we need
to understand how the flow ui j[t] affects the upstream and downstream
sets of the corresponding link. If the flow on a link is zero, then both the
upstream and the downstream set satisfy Lemma 1d. It is then natural that
when the flow is not zero, what is taken from one set arrives in the other
set. This is formalized in the following lemma.

Lemma 3
Assume that z[t] satisfies the dynamics in (2). Then for every edge (i, j)
where the source node j is in block P, and with upstream set U(i, j) and
downstream set D(i, j), it holds that:

∑

k∈U(i, j)

αl(k)−l(P)zk[t− l(k)] = αmU(i, j)[t− l(P) − 1] − ui j[t− l( j) − 1]

∑

k∈D(i, j)

αl(k)−l(P)zk[t− l(k)] = αmD(i, j)[t− l(P) − 1] + ui j[t− l( j) − 1]
(15)
2

For the proof, see the appendix. We are now ready to prove Theorem 3.
The main idea is to show that the condition in Lemma 2 holds for all
blocks inside F(P). This is similar to the principle of optimality in dynamic
programming, where the optimal distribution for the entire F(P) must also
be optimal for each subset of nodes in F(P). Applying Lemma 3 to each
such block then gives the theorem.

Proof of Theorem 3 We will first show that a necessary condition for zi to
be a minimizer for (3) is to also be a minimizer for

minimize
zk[t−(l(k)−1)],k∈F(B)

∑

k∈F(B)

fk(zk[t− l(k)])

subject to SB[t] = αmB[t− l(B) − 1],
(16)

for all blocks B and all t ≥ l(B) + 1.
For any block B and time t ≥ l(B)+1 we pick a block P in the following

way: For t ≤ lmax there exists a block P s.t. F(B) ∈ F(P) and t = l(P)+1.
For t > lmax take P = T, then F(B) ∈ F(P). By Lemma 2 it then holds
for that block P that the optimal z for (3) must also be a minimizer for

minimize
zk[t−l(k)],k∈F(P)

∑

k∈F(P)

fk(zk[t− l(k)])

subject to SP [t] = αmP [t− l(P) − 1].
(17)
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We have from the definition of SP [t] that

SP [t] =
∑

k∈F(P)\F(B)

αl(k)−l(P)zk[t− l(k)] +αl(B)−l(P)SB[t],

and from Lemma 1d that SB[t] = αmB[t − l(B) − 1]. Thus zi must be
the minimizer of (16) to be the minimizer of (17). If not, the value of the
objective function in (17) could be improved by using the minimizer for (16)
for all i ∈ F(B) and using the same zi for i ∈ F(P) \F(B). And it follows
that for every block B that the optimal zi[t] for (3) must satisfy (16).

Next we show that the constraint in (16) holds if and only if the constraint
in (15) holds. Adding the two equality-constraints in (15) gives the constraint
in (16). Thus if (15) holds, then the constraint in (16) must also hold. Also if
the constraint in (16) holds, then so must (15) for any ui j[t− l( j) − 1]. This
can be seen by adding and subtracting ui j to (16) and then splitting the
equality into two. Thus for any outgoing link from B, that is (i, j), j ∈ B,
z is a minimizer for (16) if and only if z and u = ui j[t − l( j) − 1] are a
minimizer for

minimize
u,zk

∑

k∈U
fk(zk[t− l(i)]) +

∑

k∈D
fk(zk[t− l(k)])

subject to
∑

k∈U
αl(k)−l(B)zk[t− l(k)] = αmU [t− l(B) − 1] − u

∑

k∈D
αl(k)−l(B)zk[t− l(k)] = αmD[t− l(B) − 1] + u.

Let xi = zi[t − l(i)], shift the time by l(B) − 1 and use that l(k) − l(B) =
l(k) − l( j) = d( j) − d(k) and the theorem statement is achieved. Which
then must be a necessary condition for optimality.

We previously showed that the optimal flows exists and are unique. Thus
the necessary condition is also sufficient. 2

The optimal internal flows for the general problem in Theorem 3 can
be used to prove Theorem 1, but we must still find the optimal production
for Theorem 2. We can use Lemma 2, i.e. the fact that the shifted level
vectors are optimally distributed, to simplify the problem of finding the
optimal production. This allows us to describe the cost that is affected by
the production using only the total level mT[t]. Once this has been done the
problem of finding the optimal production can be rewritten as a problem
with only one state and as many inputs as there are nodes with production.
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Proposition 2
Let Q(mT[t−lmax−1]) denote the optimal value for the optimization problem

minimize
zi[t−l(i)],i∈V

∑

i∈V

fi(zi[t− l(i)])

subject to
∑

i∈V

αl(i)−lmax zi[t− l(i)] = αmT[t− lmax − 1]

for t ≥ lmax + 1. Then the optimal production ui0[t] for problem (3) is given
by the minimizer for

minimize
ui0

∞∑

t=0

[
Q(mT[t]) +

∑

i∈I
�i(ui0[t])

]

subject to mT[t+ 1] = αmT[t] +
∑

i∈I
ui0[t].

2

Proof Recall that the cost can be written as in (10). From (d) in Lemma 1
we have that for P : l(p) = t−1, it holds that SP [t] = αmP [0], and thus the
production only affect the terms

∑∞
t=lmax+1 FT(z, t), in (10). If the internal

flows are chosen optimally, then by Lemma 2, the total cost that the inflows
affect are then given by

∞∑

t=0

[
Q(mT[t]) +

∑

i∈I
�i(ui0[t])

]
.

The fact that mT[t + 1] = αmT[t] +
∑

i∈I ui0[t] follows from (a) and (d)
in Lemma 1, since

αmT[t− lmax − 1] = ST[t]

= α
(
ST[t− 1] +

∑

i∈I
ui0[t− lmax − 2]

)

= α
(
αmT[(t− 1) − lmax − 1] +

∑

i∈I
ui0[t− lmax − 2]

)
.

2

We are almost ready to prove Theorems 1 and 2. However, first we
need the following lemma, which can be used to solve the problem in Theo-
rem 3 and find the function Q in Proposition 2 when the cost functions are
quadratic.
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Lemma 4
Consider the problem

minimize
∑

i∈P
qim2

i

subject to
∑

i∈P
αl(i)−l(P)mi = m.

(18)

Let

γ =
( ∑

i∈P

α2(l(i)−l(P))

qi

)−1

.

Then the minimizing mi for (18) is given by

mi =
αl(i)−l(P)

qi
γm

and the optimal value of the objective function is given by γm2. 2

For the proof, see the Appendix. Now all that remains is to prove Theorems 1
and 2. Lemma 4 allows the problem in Theorem 3 to be solved algebraically,
giving a closed-form solution. The problem in Proposition 2 can be recast
as a standard LQ problem with one state and one input, which can also be
solved exactly.

Proof of Theorems 1 and 2 Using Lemma 4 and that the cost functions
are quadratic, Theorem 3 gives that the optimal ui j for (4) is given by the
minimizer for

γU(i, j)(αmU(i, j)[t] − u)2 +γD(i, j)(αmD(i, j)[t] + u)2.

Differentiating with respect to u gives the optimal link flow as in Theorem 1.
By Lemma 4 we have that for quadratic cost functions, the function

Q(mT[t]) in Proposition 2 is given by Q(mT[t]) = γTα2m2
T[t]. Let the total

production at time t be denotedU =
∑

i∈I ui0[t]. Then if the total production
is split optimally along the producers, the cost is

∑
i∈I �i(ui0[t]) = RU2,

and each individual production is given by ui = RU/ri (by application
of Lemma 4 with α = 1). This allows us to formulate the problem in
Proposition 2 as a standard linear quadratic control problem:

minimize
U

∞∑

t=0
γTα2mT[t]2 + RU[t]2

subject to mT[t+ 1] = αmT[t] +U[t]
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This problem can be solved using the Riccati equation, see for example
[Bertsekas, 1995]. Let

A = α, B = 1, Q = α2γT .

Then the solution to the scalar Riccati equation

ATX A− (ATXB)(BTXB+ R)−1(ATXB)T + Q = X,

is as given in the theorem statement. The optimal total production then
follows from

U[t] = −(BTXB+ R)−1BTX AmT[t]. 2

4. Simulation Examples

In this section, we will study the performance of the optimal controller in
networks of different sizes and topologies. We aim to illustrate the closed-
loop behavior and study how the control performance scales with the size of
the graph. We restrict ourselves to quadratic cost functions and study two
cases designed to illustrate dynamic performance in the face of changes in
equilibrium point and random disturbances. For both cases, the simulations
were run on two different types of graphs; a directed string graph (every
node except the last has one child), and a binary tree graph (every node
has two children, except for those at the maximum depth). All code used to
generate the figures is available on GitHub2 along with code for a numerical
test of Theorem 1 and Theorem 2 .

First, we consider performance when the network is subject to non-zero
initial conditions. This could for instance be of interest if the underlying
equilibrium is changing (the initial conditions correspond to the difference
between the old equilibrium point, and the new one). From the derivation of
the optimal controller, we saw that this case can be split into two parts. The
optimal distribution of the available goods, and the optimal production. The
optimal production essentially corresponds to solving a first-order system,
and we will focus on the optimal distribution here. Thus we will normalize
the initial conditions to sum to zero. To ensure a wide range of initial condi-
tions were considered, the initial node levels zi[0] and the initial transport
levels ui j[−1] were drawn from a multivariable Gaussian distribution

N
(

0, M
M − 1 ·

[
I − 11T

M

])
,

2 https://github.com/Martin-Heyden/TAC-Directed-Trees
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where M is the sum of the total number of nodes and links. This choice
guarantees that the initial values sum to zero, i.e.

∑

i∈V

(
zi[0] +

∑

j∈P(i)

ui j[−1]
)
= 0,

and keeps the diagonal elements of the covariance matrix the same for all
graph sizes. For simplicity, the cost function for each node was set to qi = 1.
The decay factor was α = 0.99 and the simulations were run 1000 times
for each graph size.

Secondly, we consider the case of persistent Gaussian disturbances act-
ing on the node levels zi[t]. This case could be motivated for example by
having an unknown demand on the nodes of the underlying system. We
again set qi = 1 for all nodes, and α = 0.99. The state disturbances were
set to be normally distributed with zero mean and a standard deviation of
0.01. We considered the optimal controller both with and without produc-
tion. For the case of production, we set the production cost to be r = 10.
1000 simulations were run for each graph size, and each simulation was
run for 100 time steps.

To provide some sort of comparison, a local controller was also designed
with off-the-shelf computational tools and tested on the same simulation
cases. By local, we mean that the local controller was forced to satisfy
certain structural constraints restricting which variables were available for
feedback. In particular, the transportation on each link was decided based
only on the levels in the source node, the children of the source node,
and the goods in transit towards those nodes. For simplicity, the control
law was further restricted to be static. The Matlab function fmincon was
used to conduct the non-convex optimization corresponding to minimizing
the H2 gain over all controllers satisfying the sparsity constraints. That is
minimizing ppC(A+BK)−1Bpp2 where A, B, C is a state space representation
of the system from ui j to zk and K satisfy the sparsity constraints. The full
details can be found in the code. Of course, there are no guarantees that this
process will yield an optimal controller subject to the constraints (indeed,
for larger graphs, not even a local minima was found). However, since the
controllers designed using the tools from this paper are globally optimal
(they give a structured solution to a standard unconstrained LQ problem),
the performance of any local controller will necessarily be worse, and its
purpose is more to provide perspective than represent a ’good way’ to design
decentralized controllers.

The simulation results for the first case (random initial conditions) are
presented in Figures 9 and 10. The cost per node for different graph sizes
can be seen in Figure 9. We can see for the string graph that the optimal
controller gets slightly better performance as the number of nodes increases.
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Figure 9. Performance comparison for the local and the optimal controller
for a string graph and a rooted-tree graph with non-zero initial conditions.
In both cases, the initial values have been chosen so that they sum to zero.

This is not too surprising, since it would otherwise, for example, suggest that
two string graphs with forty nodes could be controlled better independently
than one graph with eighty nodes (if we ignore the fact that the initial
conditions need not sum to zero in each graph of forty nodes). For the local
controller, the performance first decreases, and then increases. This might
be due to two competing effects. On the one hand, it should be easier to
control a longer string for the same reasons as for the optimal controller.
However, as the graph gets shorter each local controller has access to a
larger subset of the total information, which should increase performance.
For the tree case, we again see that the performance of the local controller
decreases as the depth of the graph increases. We could expect similar
behavior as for the string case. However, it is not feasible to synthesize the
local controller for deeper graphs due to the exponential increase in the
number of nodes. We can also note that the string structure seems more
efficient than the tree structure for this problem, in that it yields a lower
cost per node. The state trajectories for a few nodes in a string graph of
length 20 have been plotted in Figure 10. Note that the optimal controller
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Figure 10. State trajectories of the optimal and the local controller for
a string graph with 20 nodes and non-zero initial conditions. The legend
indicates the depth of the plotted node.

brings the system to the optimal configuration at time 20. This is because
the initial condition sums to zero, and then all shifted levels ST[t] will sum
to zero, and thus all zi[t− l(i)] will equal zero for t > lmax.

The simulation results for the second case (persistent Gaussian distur-
bances) for different graph sizes can be seen in Figure 11 which shows that
the performance for the optimal controller without production and the local
controller both improve as the graph grows. However, this feature all but
disappears when production is allowed. This is likely due to the fact that the
larger the graph is, the more likely it is that the total level is zero, meaning
the need for production declines as the graphs become larger. Secondly,
while the optimal controller still outperforms the local one, the difference
is much smaller now. We can also note that the difference in performance
between the string case and the tree case is negligible now.
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Figure 11. Performance comparison for the local and the optimal controller
for a string graph and a rooted-tree graph. In both cases the system is
subjected to Gaussian noise.

5. Conclusion

We have studied a class of optimal transportation problems over a network,
where the transportation is subject to delay. It was shown that under
simple modeling assumptions the optimal control policy has a sparse and
structured solution, suitable for large-scale systems. In the case of quadratic
cost functions, closed-form expressions for the optimal control were derived.
The controller was compared to a local controller designed with off-the-
shelf methods. The optimal controller showed a significant improvement in
performance for the case of non-zero initial conditions, corresponding to the
dynamical adjustment from one equilibrium point to another.
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A. Appendix

Proof of Lemma 1 (a) For any block without children, which is just a
node without children, the lemma follows from the dynamics. Now assume
that for a block P the Lemma holds for all the children blocks {C ∈ C(P)}.
Then for all such blocks C it holds that

SC[t] = α
(
SC[t− 1] +

∑

i∈C
j∈P(i)

ui j[t− l(i) − 2]
)
. (19)

The shifted level for P can be rewritten as

SP [t] =
∑

j∈P
z j[t− l( j)] + 1

α
∑

C∈C(P)

SC[t]. (20)

Using the dynamics, the sum over the nodes in the parent block can be
rewritten as

∑

j∈P
z j[t− l( j)] =

∑

j∈P

[
α
(
z j[t− l( j) − 1]

+
∑

k∈P( j)

u jk[t− l( j) − 2]
)
−

∑

i∈C( j)

ui j[t− l( j) − 1]
]
. (21)

Since P(i) = P for i ∈ C(P) and l(i) = l( j) − 1 for j ∈ P(i), it holds that
∑

i∈C
j∈P(i)

ui j[t− l(i) − 2]
)
=

∑

j∈P

∑

i∈C( j)

ui j[t− l( j) − 1].

Inserting (19) and (21) into (20) proves the statement.
(c) Let τ = 1. Then for all P s.t. l(P) = τ − 1 the set F(P) is just a

node, and for that node the lemma holds, as

SP [1] = zi[1] = α
(
zi[0] +

∑

j∈P(i)

ui j[−1]
)
.

Now assume the lemma holds for for all blocks B s.t. l(B) = τ − 2, for some
fixed τ ≤ lmax + 1. Then for any P such that l(P) = τ − 1, using (20) and
(11) gives

SP [τ ] =
∑

i∈P
zi[0] +

∑

i∈P
j∈P(i)

ui j[−1] +
∑

C∈C(P)

SC[τ − 1].
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Thus (c) holds for τ ≤ lmax + 1 as l(C) = τ − 2.
Now we consider ST[τ ]. The case of τ = lmax+1 follows from above. Let

τ = lmax + 1 + τ̄ , τ̄ ≥ 1. Repeated application of (11) to ST[lmax + 1 + τ̄ ]
gives that

ST[lmax + 1+ τ̄ ] = ατ̄ ST[lmax + 1] −
τ̄−1∑

t=0

(
ατ̄−t

∑
ui0[t]

)
.

(d) The lemma holds for blocks with no children blocks, that is nodes
with no children, as the dynamics gives

Si[t] = zi[t− l(i)]

= α
(
zi[t− l(i) − 1] +

∑

j∈P(i)

ui j[t− l(i) − 2]
)

= αmi[t− l(i) − 1].

Now assume that the lemma holds for all children blocks of some block P.
SP [t] can be written as as

SP [t] =
∑

i∈P
z[t− l(i)] + 1

α
∑

C∈C(P)

SC[t].

Applying the dynamics for the first term gives (21). For the second term (a)
gives

1
α SC[t] = SC[t− 1] +

∑

i∈C
j∈P(i)

ui j[t− l(i) − 2].

Using the induction assumption we have that SC[t−1] = αmC[t−l(C)−2] =
αmC[t − l(P) − 1]. The internal flows cancel and thus P also satisfies the
lemma. 2

Proof of Lemma 3 The edge (i, j) splits the set F(P) into two parts, the
upstream set U(i, j) and the downstream set D(i, j). The first step of the
proof is to consider the dynamics on these sets when ui j[t − l( j) − 1] = 0.
This allows Lemma 1d to be applied to the upstream and the downstream
sets. The second step is to consider the effect caused by a non zero flow on
ui j. This will be easy as this change only affects two nodes.

Consider the nodes in the upstream set that are also in P, that is UP
(recall Definition 10). When ui j = 0 Lemma 1d can be applied to UP as if it
were a block, since it would be a block if the edge (i, j) was removed. This
gives ∑

k∈U(i, j)

αl(k)−l(P)zk[t− l(k)] = αmU [t− l(P) − 1], (22)
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where we have used that U(i, j) = F(UP) and mUP = mU .
For the downstream set there are two cases. We will show that for both

cases it holds that
∑

k∈D(i, j)

αl(k)−l(P)zk[t− l(k)] = αmD[t− l(P) − 1]. (23)

If the set of nodes DP is non empty, then Lemma 1d can be applied to DP
when ui j = 0 (following the same logic as for the UP ),

∑

k∈F(DP )

αl(k)−l(P)zk[t− l(k)] = αmDP [t− l(DP) − 1].

This is equivalent to (23) as l(DP) = l(P). If DP is empty then the set of
blocks DC contains only one block with (i, j) as its only incoming link, as
otherwise DP would not be empty. With slight abuse of notation3 Lemma 1d
gives that

∑

k∈F(DC)

αl(k)−l(DC)zk[t− l(k)] = αmDC [t− l(DC) − 1].

However, mDC [t− l(DC) − 1] = αmDC [t− l(DC) − 2] when the flow on (i, j)
is zero, as then there is no inflow to the block mDC . As l(DC) = l(P) − 1 it
thus holds that

1
α

∑

k∈F(DC)

αl(k)−l(DC)zk[t− l(k)] = αmDC [t− l(P) − 1].

Finally, using that 1/α ·α−l(DC) = α−l(P) gives
∑

k∈F(DC)

αl(k)−l(P)zk[t− (l(k) − 1)] = αmDC [t− l(P) − 1].

which is equivalent to (23).
Now consider the effect of changing to a non zero value for ui j[t−l(i)−1]

while keeping all other flows constant on (22) and (23). All levels other than
the source j and the destination i will be unaffected by this change. The
source will decrease its level by u and the destination will increase its level
by αu. However, the destination node is weighted by 1/α, which gives the
lemma. 2

3Note that DC is defined to be a set of blocks. However, here the set only contains one block,
and we use it to describe that block.
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Proof of Lemma 4 Decreasing mi by ε allows m j to be increased by

εαl(i)−l(P)/αl( j)−l(P).

At optimality it must thus hold that

qimi = q jm j
αl(i)−l(P)

αl( j)−l(P) .

Which can be rewritten as

m j =
qi
q j
αl( j)

αl(i)mi.

The constraint can then be rewritten as

αl(i)−l(P)mi +
∑

j∈P
j ,=i

αl( j)−l(P) qi
q j
αl( j)

αl(i)mi = m,

which gives that

miqi
αl(i)−l(P)


∑

j∈P

α2(l( j)−l(P))

q j


 = m.

From which the expression for the optimal mi follows. The optimal value is
achieved by inserting the optimal value for each mi into the cost function:

∑

i∈P
qim2

i = γ 2m2
∑

i∈P
qi
(
αl(i)−l(P)

qi

)2

= γm2

2
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Paper II

A Structured Optimal Controller with
Feed-Forward for Transportation

Martin Heyden Richard Pates Anders Rantzer

Abstract

We study an optimal control problem for a simple transportation model
on a path graph. We give a closed form solution for the optimal con-
troller, which can also account for planned disturbances using feed-
forward. The optimal controller is highly structured, which allows the
controller to be implemented using only local communication, conducted
through two sweeps through the graph.

An extended version of M. Heyden, R. Pates and A. Rantzer, "A Struc-
tured Optimal Controller With Feed-Forward for Transportation," in IEEE
Control Systems Letters, vol. 6, pp. 1130-1135, 2022, doi: 10.1109/LC-
SYS.2021.3088666. 2021 ©IEEE, reprinted with permission.
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1. Introduction

In this paper we study a simple Linear Quadratic control transportation
problem on a network. Such problems have well known solutions based on
the Riccati equation [Kalman et al., 1960]. This gives a static feedback law

u = Kx,

where u is the input to the system, x is the state of the system and K
is a matrix with real entries. This matrix is in general dense. This is
undesirable in large-scale problems, since it implies that measurements
from the entire network are required to compute the optimal inputs at every
node. Furthermore a centralized coordinator with knowledge of the entire
system is required to determine the matrix K , and a complete redesign will
be required in response to any changes in the network.

These factors have led to the development of a range of general purpose
methods for structured control system design. Some notable themes include
the notion of Quadratic Invariance [Rotkowitz and Lall, 2006; Lessard and
Lall, 2011], System Level Synthesis [Wang et al., 2018], and the use of large-
scale optimization techniques (e.g. [Lin et al., 2013]). A downside with these
approaches is that they improve scalability at the expense of performance.
That is they search over families of controllers that exclude the dense
optimal controller for (2). While in comparison with the alternative this
may be an acceptable trade-off, it implicitly assumes that just because the
feedback law is dense, it cannot be efficiently implemented.

The main result of this paper is to show that the simple structure in our
problem allows the optimal control law to be computed and implemented in
a simple and scalable manner. The resulting control actions are the same
as those from a Riccati approach, and could in principle be calculated that
way. However, there are extra structural features in the control law that
are obscured by the resulting dense feedback matrix representation, and it
is not obvious how to exploit these to give a scalable implementation from
the gain matrix obtained from the Riccati equation.

1.1 Problem Formulation
We consider the problem of transportation and production of goods on
a directed path graph with vertices v1, v2, . . . , vN and directed edges
(eN , eN−1), . . . , (e2, e1). The dynamics are given by

zi[t+ 1] = zi[t] − ui−1[t] + ui[t− τi] + vi[t] + di[t]. (1)

All the variables are considered to be defined relative to some equilibrium.
In the above zi[t] ∈ R is the quantity in node i at time t. The system can be

92



1 Introduction

controlled using the variables ui[t] ∈ R and vi[t] ∈ R. The variable ui[t] de-
notes the amount of the quantity that is transported from node i+1 to node
i (again relative to some equilibrium flows), and the transportation takes τi
time units. For the last node N it is assumed that uN[t] = 0 for all t. The
variable vi[t] denotes the flexible production or consumption of the quantity
at the ith node. Finally di[t] ∈ R is the fixed production/consumption at the
ith node. This will be treated like a forecast, or planned disturbance, that is
known to the designer, but cannot be changed. This model could for instance
describe a water irrigation network [Cantoni et al., 2007] or a simple supply
chain system [Subramanian et al., 2013]. A state-space representation for
(1) can be obtained by setting zi[t], ui[t−δ ], 1 ≤ δ ≤ τi to equal the system
state.

The goal is to optimally operate this network around some equilibrium
point. The performance is measured by the cost of deviating from the equi-
librium levels qiz2

i and the cost of the variable production riv2
i , where q

and r are strictly positive constants. We thus consider the following linear
quadratic control problem on a graph with N nodes,

minimize
z,u,v

∞∑

t=0

N∑

i=1

(
qizi[t]2 + rivi[t]2

)
subject to dynamics in (1)

z[0], di[t].

(2)

Note that there is no penalty on the internal flows ui. This can for example
be motivated by the transportation costs already being covered by the costs
of the nominal flows (or in the case of water irrigation networks that gravity
does the moving). This problem is in effect a dynamic extension of the types
of scheduling problems considered in transportation networks [Ahuja et
al., 1995], and could be used to compliment such approaches by optimally
adjusting a nominal schedule in real time using the feedback principle.

A similar problem has been studied in a previous paper [Heyden et
al., 2018]. However we give several important extensions, in that we allow
for non-homogeneous delays, production in every node and optimal feed-
forward for planned disturbances. Allowing for non homogeneous delays
is important as that will be the case for almost all applications. Taking
planned disturbances into account allows for increased performance when-
ever such disturbances can be forecast. Finally, allowing for some variation
in the consumption vi for each node will also generally increase performance
whenever such variation is possible. The effect the feed-forward of planned
disturbances can have on the controller performance is illustrated in Fig-
ure 1, where we see that the controller with feed-forward anticipates the
action of the disturbances, allowing the effect to be better spread through
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Figure 1. Example of the effect of feed forward. The graph has five nodes
and transportation delay τ1 = 3, τ2 = 2, τ3 = 5 and τ4 = 4. There is a
disturbance in node three from time 10 to 13 and in node 2 from time 12
to 15. We can see that the feed-forward manages to handle the disturbances
better by spreading out their effect throughout the graph. To quantify the
difference one can consider the cost in (2), which is 3.11 with feed-forward
and 11.35 without feed-forward.

the graph and the node levels to be more tightly regulated. This results in
a significant improvement in performance.

1.2 Result Preview
The key structural feature that we identify in the optimal control law
for (2) is that optimal inputs can be computed recursively by two sweeps
through the graph (even though the control law that would be obtained from
the Riccati equation would be dense). More specifically, two intermediate
variables local to the ith node δ i[t] and µi[t] can be computed recursively
through relationships on the form

δ i[t] = f (local_variables, δ i−1),
µi[t] = �(local_variables, µi+1),

from which the optimal inputs ui[t] and vi[t] can be calculated based only on
local variables. Conceptually this step is rather similar to solving a sparse
system of equations with the structure of a directed path graph using back
substitution.

The details are given in Algorithm 2, and this process is illustrated in
Figure 2. This allows the optimal inputs to be computed by sweeping once
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through the graph from the first node to the final node to compute the δ ’s,
and once from the final node to the first to compute the µ’s. Both sweeps can
be conducted in parallel. This represents a sort of middle ground between
centralised control and decentralised control, in which global optimality is
preserved whilst only requiring distributed communication. The price for
this is that the sweep through the whole graph must be completed before
the inputs can be applied, but for systems with reasonably long sample
times (which is likely true in transportation or irrigation systems) this
seems a modest price to pay. Interestingly the controller parameters can be
computed in a similar distributed manner, allowing the controller to also be
synthesised in a simple and scalable manner. This is shown in Algorithm 1.

2. Results

In this section we present two algorithms that together allow for the solution
of (2). The first of these algorithms computes the parameters of a highly
structured control law for solving (2), whereas the second shows that the
control law has a simple distributed implementation. These features will
be discussed in Section 3. In this section we will demonstrate that under
suitable assumptions on the planned disturbances di[t], Algorithms 1 and 2
give the optimal solution to (2) . This constitutes the main theoretical
contribution of the paper.

In the absence of the planned disturbances (i.e. with di[t] " 0), (2) is
an infinite horizon LQ problem in standard form. It is of course highly
desirable in applications to be able to include information about upcoming
disturbances in the synthesis of the control law. However if we are given an
infinite horizon of disturbances, (2) is no longer tractable. For the theoretical
perspective, it turns out that the suitable assumption on the horizon length
is as follows:

Assumption 1
Let the aggregate delay σk in (1) be

σk =
k−1∑

i=1
τi.

Given a horizon length H ≥ 0, assume that di[t] = 0 for all t > H+(σN−σi)
and for all 1 ≤ i ≤ N. 2

Observe that if di[t] = 0 for all t > H then Assumption 1 holds. Thus
the assumption captures the natural notion of having a finite horizon H of
information about the disturbances di[t] available when constructing the
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control input. In Section 4 we will investigate how the length of the horizon
affects the performance of the controller.

We will now state the main results of this paper. The following theorem
shows that (2) can be solved by running two simple algorithms; one for
calculating all the necessary parameters, and one for computing the optimal
inputs. Both algorithms can be implemented using only local communication
as discussed in Section 3. A graphical illustration of the implementation of
Algorithm 2, which is the algorithm used for the on-line implementation,
can be found in Figure 2.

Theorem 1
Let

Di[t] =
i∑

j=1
d j[t− σ j].

Assume that H and d j[t] satisfy Assumption 1. Then the optimal inputs
ui[t] and vi[t] for the problem in (2) are given by running Algorithm 2 with
the parameters calculated by Algorithm 1. 2

Proof See the appendix. A sketch of the proof can be found in Section 5.2

Remark 1
In most cases the choice of H can be made without considering its effect on
the controller implementation, and can instead be chosen based only on the
nodes’ ability to forecast their disturbances. In applications it would also
be natural to incorporate new information on upcoming disturbances in a
receding horizon fashion. This will be further discussed in Section 3.2. ♦

Remark 2
There is an asymmetry in Assumption 1 in that (σN − σi) grows as i
decreases from N to 1. This means that this assumption allows nodes
further down the graph to have longer horizons of planned disturbances. Of
course there is no reason to believe that these nodes are better at predicting
their disturbances. It is just that the derived theory can handle those
disturbances in a straightforward manner since the optimal controller lumps
the disturbances into time shifted sums, with a time shift proportional to
σi. ♦

3. Implementation

In this section we will discuss the structure in Algorithms 1 and 2, and
explain how they can be used to implement an optimal feedback control
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Algorithm 1: Computation of control parameters.
Input: qi, ri, τi, H
Output: γi, �i( j), Pi(τi, 1), hi, φ i(∆), ai, ci
/* First Sweep, upstream direction */

1 γ1 = q1, ρ1 = r1 // initialize first node

2 send γ1 and ρ1 to upstream neighbor
3 for node i = 2:N do
4 γi = γi−1qi

γi−1+qi , ρ i = ρ i−1ri
ρ i−1+ri

5 send γi and ρ i to upstream neighbor
6 end

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
/* Second Sweep Downstream direction */

7 XN(H + 2) = −γN
2 +

√
γNρ N +

γ 2
N
4

8 for node i = N:1 do
9 Xi(τi) = ρ i(Xi+1(1)+γi)

Xi+1(1)+γi+ρ i // Not for node N

10 Xi(t− 1) = ρ i(Xi(t)+γi)
Xi(t)+γi+ρ i , // 1 ≤ t− 1 ≤ τi − 1 or for i =N, 1 ≤ t− 1 ≤ H + 1

11 �i(i) = Xi(i)
Xi(i)+γi , 2 ≤ i ≤ τi

12 �i+1(1) = Xi+1(1)
Xi+1(1)+γi

13 bi = �i+1(1)
∏τi

j=2 �i( j)
14 send Xi(τi), bi to downstream neighbor.

// for 1 ≤ l,m ≤ τi
15 Pi(1,m) = Xi(1)

ρ i
16 Pi(l,m) = (1− Xi(l)

ρ i )�i(l)Pi(l− 1,m) + Xi(l)
ρ(i) , l ≤ m

17 Pi(l,m) = (1− Xi(l)
ρ i )Pi(l− 1,m) + Xi(l)

ρ(i) , l > m
18 end

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
/* Third Sweep, upstream direction */

19 h1 = P1(τ1,τ1)�2(1)
20 send h1 to upstream neighbor.
21 for node i= 2:N-1 do
22 hi = (1− Pi(τi, 1))bihi−1 + Pi(τi,τi)�i+1(1)
23 send hi to upstream neighbor.
24 end

. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
/* Some final local Calculations */

// For 1 ≤ ∆ ≤ τi, Empty Product,
∏1

j=2 = 1

25 φ i(∆) =
(
1− Pi(τi, ∆) − (1− Pi(τi, 1))hi−1

∏∆+1
j=2 �k( j)

)
26 ai = Xi(1)

ri + γi
qi (1−

Xi(1)
ρ i )

27 ci = −
(
Xi(1)
ri − γiXi(1)

qiρ i

)
(1− hi−1) +

γi
qi hi−1
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z1 π1 µ1Φ1δ1
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z3 π3 µ3Φ3δ3
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1

z5[t]

u4[t− 1]
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u1[t− 1]
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Figure 2. Illustration of the structured approach for calculating the opti-
mal inputs using Algorithm 2, for a 5 node example with τ1 = 2, τ2 = 1,
τ3 = 1, τ4 = 2. The graph at the right of the figure illustrates the underlying
dynamics of the network as in (1). The left part of the figure illustrates
the structure of the computations required to compute the optimal control
according to Algorithm 2. The solid circles corresponds to node states and
dashed circles the quantities in transit. The number in each dashed circle
denotes the value of ∆, which then maps to uk[t− (τk − ∆)]. The rectangles
indicates the different intermediate calculations needed to determine the
variables required to compute the optimal inputs (lines 2–3 and 7–8 in Al-
gorithm 2). These are horizontally aligned with the location in the network
where they could be locally performed. The arrows indicate information flow.
Each intermediate can be calculated using only the quantities from the in-
coming arrows. An upstream sweep is performed (the red arrows) in order
to calculate the variables δ i[t]. The local intermediate Φi[t] variables are
calculated (line 2), and then aggregated into the δ i[t]’s (line 3), which are
sequentially passed up the graph. For the downstream sweep the local πi[t]
variables are calculated (line 7) and aggregated into the µi[t]’s (line 8). Both
sweeps can be conducted in parallel, and once they have completed, the op-
timal inputs for the ith node can be determined using the variables at the
ith location according to lines 11 and 12 in Algorithm 2.
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Algorithm 2: Distributed Controller Implementation.
Input: zi[t], ui[t− (τi − ∆)], di[t], Di[t+ σi + ∆]
Output: ui[t],vi[t]
// Let τN = H + 1.
/* Upstream sweep - Done in parallel with downstream sweep */

1 for node i = 1:N do
2 Φi[t] = φ i(1)zi[t]+∑τi−1

∆=0 φ i(∆ + 1)
(
ui[t− (τi − ∆)] + Di[t+ σi + ∆]

)
3 δ i[t] = Φi[t] + (1− Pi(τi, 1))δ i−1[t]
4 send δ i[t] upstream
5 end. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

/* Downstream sweep - Done in parallel with upstream sweep */

6 for node i = N:1 do
// Empty Product,

∏1
j=2 = 1

7 πi[t] = zi[t] +
∑τi−1

∆=0

(
ui[t− (τi − ∆)] + Di[t+ σi + ∆]

)∏∆+1
j=2 �i( j)

8 µi[t] =πi[t] + biµi+1[t]
9 send µi[t] downstream

10 end. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
/* Calculate outputs */

11 ui−1[t] = (1− γi
qi )

(
zi[t] + ui[t− τi] + Di[t+ σi]

)
−aiδ i−1[t] + ciµi[t] + di[t] − Di[t+ σi]

12 vi[t] = − Xi(1)
ri

(
δ i−1[t] + (1− hi−1)µi[t]

)

law for solving (2) in a distributed manner. In both cases the order in
which the computations occur is highly structured. This is illustrated for
Algorithm 2, which is the algorithm that must be run to compute the control
inputs, in Figure 2. Matlab code for using these algorithms to calculate the
optimal control inputs is available at github1, as well as code to verify that
Theorem 1 holds numerically. We will also discuss how to calculate Di and
incorporate updates to the planned disturbances in a receding horizon style
in Algorithm 3.

3.1 Algorithms 1 and 2, and the Optimal Control Law
The problem in (2) is at its heart an LQ problem, and the optimal controller
is given by a static feedback law. The corresponding feedback matrix is
generally dense, and that is the case for (2) as well. However certain special
structural features of the process (1) are inherited by the optimal control

1 https://github.com/Martin-Heyden/cdc-letters-2021
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law. It is these features we exploit to give a scalable implementation in
Algorithms 1 and 2, which we will now discuss.

In terms of the algorithm variables, the optimal node production vi[t]
for (2) is given by

vi[t] = −
Xi(1)
ri

(
δ i−1[t] + (1− hi−1)µi[t]

)
, (3)

and the optimal internal flows ui[t] are given by

ui−1[t] = (1−
γi
qi
)
(
zi[t] + ui[t− τi] + Di[t+ σi]

)
− aiδ i−1[t]

+ ciµi[t] + di[t] − Di[t+ σi]. (4)

The parameters in these control laws (the symbols without a time index,
which includes Xi(1)) are calculated in a simple and structured manner by
Algorithm 1. Of course having an efficient method for computing the control
law is less critical than having an efficient real time implementation of the
control law (which is performed by Algorithm 2), since the control law can
be computed ahead of time. However the fact that this step is also highly
structured indicates that the approach is scalable, since it allows for the the
control law to be simply and efficiently updated in response to changes to
the dynamics in (1) (perhaps resulting from the introduction of more nodes).

Algorithm 1 computes all the parameters needed to give a closed form
solution for the problem in (2). The origin of the parameters in Algorithm 1
are discussed briefly in the proof idea in Section 5 and full details are found
in the proof in the extended version. The algorithm consists of three serial
sweeps. The first sweep starts at node 1 and calculates γi and ρ i. The second
sweep starts at node N, and calculates Xi(t) The calculation of Xi(t) has
both local steps (line 10) and steps that requires communication (line 9).
Also during the second sweep, the parameters �, b and P are calculated
locally. The third sweep starts at node 1 again, and calculates the parameter
h, which is needed to calculate the optimal production. Finally, after the
third sweep, the parameters φ i(∆), ai and ci are calculated in each node
independently.

The real time implementation of the optimal control law also has a sim-
ple distributed implementation. This is the role of Algorithm 2, and the
structure of the implementation is illustrated in Figure 2. The algorithm
proceeds through two sweeps through the graph. These sweeps are inde-
pendent of one another, and can be conducted in parallel. In the upstream
sweep (from node 1 to node N), a set of local variables (Φi[t] and δ i[t])
are computed according to lines 2–3. This is done sequentially, since the
computation of δ i[t] depends on δ i−1[t]. δ i−1[t] then gives all the informa-
tion node i needs from downstream nodes. Similarly the downstream sweep
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3 Implementation

sequentially computes the πi[t] and µi[t] variables. Here µi[t] gives all the
information needed from nodes upstream of node i. Once these two sweeps
are completed, the optimal inputs can be calculated locally using lines 11
and 12.

3.2 Receding Horizon and Calculation of Di[t]
We will now discuss how to implement the controller in a receding hori-
zon style to account for updates and new information about the planned
disturbances di[t]. In terms of both the optimal control problem in (2) and
the controller implementation in Algorithm 2, the planned disturbances are
treated as fixed quantities, that are known up to some horizon length H
into the future (and equal to zero thereafter, c.f. Assumption 1). The idea is
that di[t] determines the anticipated consumption of the quantity at node i
and time t. Having this information available ahead of time allows the opti-
mal control law to anticipate the predicated usage, and optimally ’schedule’
the transportation of the quantity through the network. As we will see in
the examples this can lead to a significant improvement in performance.
However, in practice we would want to update the values of the di[t]’s as
time passes, and more up to date information becomes available.

A natural way to do this is to use a receding horizon approach. In this
setting we assume that at each point in time, we essentially have a fresh
problem, with a new set of planned disturbances. Algorithm 2 can then
be used to compute the first optimal input for this problem, after which
the problem resets, and we get a new horizon of planned disturbances.
This ensures we always make the best action available to us with a given
horizon of information about the disturbances. The question is then, how to
efficiently update the part of the control law that depends on the planned
disturbances.

The changes required to accommodate this are rather minor. The
planned disturbances do not affect the control parameters or the distributed
structure of the implementation of the control law. To see this, observe
from Algorithms 1 and 2 that all of the information about the planned
disturbances is handled through the variables Di[t] defined in Theorem 1.
An illustration of the relationship between individual disturbance di and
shifted disturbance vectors Di[t] can be found in Figure 3. Thus the struc-
ture of the implementation of the control law remains the same, and only
Di[t] needs to be updated as new information become available. This can
be done efficiently by a sweep starting at the bottom of the graph. After
all, although in the receding horizon framework we assume we have a ‘new’
set of planned disturbances at each point in time, these will share a large
amount of information with the planned disturbances from the previous
time step. This is the role of Algorithm 3, which we now explain.
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Figure 3. Illustration for the terms included in Di[t] for a three node graph
with τ1 = τ2 = 2. The first row of dots corresponds to z3[t], z2[t], z1[t]
and the second corresponds to z3[t + 1], z2[t + 1], z1[t + 1], and so on.
Due to lack of space only di[t] and di[t + 1] has been drawn. However,
the pattern follows through the graph. From the figure we can see that
D1[t+ 3] = D2[t+ 3] − d2[t], corresponding to the first part of Algorithm 3.

Algorithm 3: Calculation of D
Input: changed di[s]
Output: updated Di
/* Update Disturbances in parallel, O(1). Necessary even if there are no new

disturbances */

1 for node i = N:1 do
2 Send Di−1[t+ 1+ σi − 1] = Di[t+ σi] − di[t] downstream.
3 Discard Di[t+ σi]
4 end. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

/* Update Disturbances due to new planned disturbances */

5 for node i = 1:N do
/* For t+ σi ≤ s < t+ σN + H */

6 if di[s− σi] changed or Di−1[s] received then
7 send Di[s] = Di−1[s] + di[s− σi] upstream
8 end
9 end
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All the Di[t]’s where none of the underlying d j[t] were changed can
easily be updated. For 1 ≤ ∆ ≤ τi − 1 the information in Di[t+σi + ∆] will
be useful in node i at the next time step as

Di[t+ 1+ σi + ∆ − 1] = Di[t+ σi + ∆].

When ∆ = 0 the information can be used at the downstream neighbor as
Di satisfies

Di−1[t+ 1+ σi − 1] = Di[t+ σi] − di[t].
These updates can be done in all nodes simultaneously and the time it takes
is thus independent of the size of the graph.

However, the shifted sums Di has to be initialized at time zero, and also
updated when new disturbances di are planned for times t > 0. Di[t] only
requires information from downstream, and can thus be calculated by a
sweep starting at node one and going upstream. Starting at the first node,
any of the d1[s], t ≤ s ≤ t + σN + H that have changed are sent to node
two. Then for every node i, the aggregate Di[s], t + σi ≤ s ≤ t + σN + H
is sent upstream if it has changed. This will be the case if node i received
Di−1[s], t + σi ≤ s ≤ t + σN + H from its downstream neighbor, or if
di[s], t ≤ s ≤ σN − σi + H has changed.

The steps for updating the disturbances are summarized in Algorithm 3.
While the algorithm is essentially a sweep through the graph in the up-
stream direction, it might be best to not implement it in the upstream sweep
of Algorithm 2 as then the downstream sweep would have to be done after
the upstream sweep, due to its need for the shifted disturbance vectors.
On the other hand, the calculation does not rely on measurement from the
system, and can thus be carried out either before or after Algorithm 2.

We are now ready to discuss how the choice of H affect the implementa-
tion of the controller. Firstly, a larger H will lead to a very slight increase in
the synthesis time due to more iterations of XN(t) being required. Secondly
increasing H will increase the memory requirement in node N, in that it
requires to store DN[t+ ∆] for 0 ≤ ∆ ≤ H. Finally the requirement for the
communication bandwidth when updating Di[t] will depend on the number
of new disturbances d j[t], but is upper bounded by H if di[t] = 0 for t > H
and by H + σN if di[t] = 0 for t > H + σN − σi. Thus if the bandwidth
is limited, and a lot of new disturbances are expected to be planned, one
might need to limit the size of H. Otherwise it can be freely chosen based
on the nodes abilities to forecast disturbances.

4. Simulations

In this section we explore the effect the feed-forward horizon has on the
controller performance through simulations. In Figure 4 the performance
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Figure 4. Simulations comparing the effect the planning horizon has on
the performance. The data-points with highest cost for each configuration
corresponds to not using the planned disturbances at all. While the the rest
corresponds to using all planned disturbances announced up to H time units
ahead in every node.

for different horizon lengths is shown. Two random nodes are affected by
disturbances of total size between minus one and zero and during a time
interval of length between 1 and 5. The node level cost is given by qi = 1.
The production cost is given by ri = 10N, where N is the number of nodes.
This is an attempt to keep the production cost similar for different values of
N. There are 50 simulations done for each case with random disturbances
as previously described. For all the cases when N is the same, all the
disturbances are the same for all the different horizons and delay values.
The horizon lengths are the same for all nodes, i.e it is assumed that
di[t+ d] = 0 for d > H.

We can see that a large part of the performance increase form having
feed-forward can be achieved for short disturbance horizons. We can also see
that for larger delays, and for more nodes, a longer horizon is needed to get
the same effect. As a rule of thumb, at least for this example, it seems like
a horizon longer than 2/3 of the total delay gives almost no effect, and even
a horizon of 1/3 of the total delay gives most of the performance increase.
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5 Proof Idea

5. Proof Idea

In this section we will describe the main idea behind the technique used to
derive the results, which is to study a time shifted sum of the node-levels zi,
and a time shifted sum of the production vi. This will allow the problem to
be solved in terms of these shifted sums, essentially reducing it to a problem
with scalar variables. Outside the disturbance horizon the problem can be
solved by a Riccati equation in one variable. While inside the disturbance
horizon the problem is solved using dynamic programming, where each step
has scalar variables.

Now for the definitions of the shifted sums, let the sum of a shifted level
Sk and sum of a shifted production vector Vk be defined as

Sk[t] =
k∑

i=1
zi[t− σi], Vk[t] =

k∑

i=1
vi[t− σi].

Also Let V̄k[t] = Vk[t] + Dk[t] to shorten some expressions.
We illustrate the main idea by considering these shifted sums with a

short example. Consider a path graph with N > 2, τ1 = 1, and τ2 > 1.
Then S2[3] = z1[3] + z2[2]. It can be checked that

S2[3] = z1[0] + z2[0] + V̄1[0] + V̄2[1] + V̄2[2] + u1[−1] + u2[−τ2].

Note that the internal transportation u1[0] and u1[1] have canceled, and the
sum is thus independent of the internal transportation u (except those with
negative time index, which correspond to initial conditions). Also note that
any values for z2[2] and z1[3] can be achieved as long as z1[3]+z2[2] = S2[2].
This follows from that z2[2] can take any value by choosing the appropriate
value for u1[1]. Thus the cost of q2z2[2]2+q1z1[3]2 only depends on the value
of S2[3], which is independent of all internal transportation ui[t], t ≥ 0.
This means that all inputs except u1[1] can ignore its effect on the terms in
S2[3]. Furthermore, S2[3], and thus the corresponding cost, only depends
on the sums V2[1] and V2[2] and not the individual productions v1[1], v1[2],
v2[0] and v2[1].

This idea can be generalized. The cost function can be rewritten in terms
of shifted levels, where each shifted level sum is independent of the internal
transportation. Each shifted level can thus be minimized independently
with respect to the internal transportation u. Just as in the example, the
only constraint is that the shifted sum has the correct value. The optimal
cost for a shifted vector Sk[t] is given by the solution to

minimize
zi

k∑

i=1
qizi[t+ σk − σi]2

subject to Sk[t+ σk] = c,

(5)
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where c depends on the initial conditions, Vi, and Di. The problem has the
solution zi[t + σk − σi] = γk/qi · c and cost γkc2, where γk is as given in
Algorithm 1. Once the optimal level zk[1] is calculated, the optimal value
for uk−1[0] can be found from the dynamics, which gives

uk−1[0] = (1−
γk
qk
)(zk[0] + uk[−τk]) + vk[0] + dk[0]

−
γk
qk
V̄k[σk] −

γk
qk
(mk−1[0] +

k−1∑

i=1

τi−1∑

d=0
V̄i[σi + d]).

Where mk[t] =
∑k

i=1(zi[t] +
∑τi

δ=1 ui[t − δ ]). After inserting the optimal
values for vk and Vi the expression in (4) is achieved. Note that all the
terms with coefficient 1 corresponds to what would be in the node k at time
t = 1 if uk−1[0] = 0, and all terms with coefficient −γk/qk gives the total
quantity in Sk[1].

Furthermore, each shifted level sum only depends on the shifted produc-
tion sums Vk[t], and not the individual productions vi[t], i ≤ k. The optimal
way to produce a specific amount Vk[t] with a shifted production vector can
be found by solving a problem similar to (5), with the optimal vi given by
vi[t− σi] = ρ k/ri · Vk[t] for i ≤ k, and the cost given by ρ kVk[t]2, where ρ k
is as given in Algorithm 1. So the calculations of γi and ρ i in the first sweep
in Algorithm 1 thus corresponds to solving the optimal distribution for a
shifted level vector Sk and the optimal production for a shifted production
vector Vk. This is covered in Lemma 1.

Assuming all ui are picked so that the shifted levels are optimized, the
total level cost is given by

∞∑

t=0

N∑

i=1
qizi[t]2 =

N∑

i=0
qizi[0]2 +

N−1∑

i=1

σi+1∑

t=σi+1
γiSi[t]2 +

∞∑

t=σN+1
γN SN[t]2. (6)

And assuming all vi are picked so that each shifted production vector is
optimized, then the total production cost is given by

∞∑

t=0

N∑

i=1
rivi[t]2 =

N−1∑

i=1

σi+1−1∑

t=σi

ρ iVi[t]2 +
∞∑

t=σN

ρ NVN[t]2. (7)

This allows the problem in (2) to be solved in terms of Vi and Si, reduc-
ing it to a problem in scalar variables. The scalar problem can be solved
analytically, giving a closed form solution.

This is done by first solving for all VN[t] outside the disturbance horizon,
that is for t > σN + H. Using that outside the disturbance horizon the
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dynamics for the shifted levels SN[t] are SN[t + 1] = SN[t] + VN[t] gives
that those VN[t] are given by the solution to

minimize
VN [t]

∞∑

t=σN+H+1
γN SN[t]2 + ρ NVN[t]2

subject to SN[t+ 1] = SN[t] + VN[t].

This problem can be solved through a Riccati equation in one variable,
giving expressions for VN[t], t > σN + H in terms of SN[t]. And more
importantly, a cost to go in terms of SN[σN + H + 1], that is XN[H + 2] in
Algorithm 1.

Each shifted sum in (6) can be expressed in terms of initial conditions,
shifted production vectors, and shifted disturbance vectors,

Sk[σk + ∆] = mk−1[0] + zk[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σk+∆−1∑

d=σk

V̄k[d].

Using the cost to go from the Riccati equation as the terminal cost allows the
rest of the Vi’s to be found analytically using dynamic programming. When
solving this problem the cost to go Xi in Algorithm 1 is used. The parameter
� also appears naturally in the solution to each dynamic programming
step, and the upstream aggregate µi in Algorithm 2 is used to simplify the
expressions. This is covered in detail in Lemma 3.

The resulting solution gives Vi[t] in terms of initial conditions and the
previous Vk’s in (7). However, V1[0] is known, which gives V1[1] and so on.
When rewriting Vi[0] in terms of only initial conditions the expressions can
be simplified by using δ as defined in Algorithm 2. This in turn requires
P, h, and φ which were defined in Algorithm 1 and Φ which was defined in
Algorithm 2. For the details see Lemma 4.

6. Conclusions and Future Work

In this paper we studied an optimal control problem on a simple transpor-
tation model. We showed that the optimal controller is highly structured,
allowing for a distributed implementation consisting of two sweeps through
the graph. The optimal controller can also handle planned disturbances in
an efficient way.

We believe that the results presented here can be extended to more
general graph structures. More specifically for any graph with the structure
of a directed tree both the proof technique and the results could be extended.
We plan to explore this in a future publication.

107



Paper II. A Optimal Controller with Feed-Forward for Transportation

A. Appendix

The proof follows the structure of the proof idea. Before we start we restate
the definition of mk which was mentioned in the proof idea.

mk[t] =
k∑

i=1

(
zi[t] +

τi∑

d=1
ui[t− d]

)

Also, we let the product over an empty set be equal to one, e.g.,
∏1

i=2 �i = 1.
The proof will derive the optimal inputs at time t = 0. As the problem

has an infinite horizon, one can freely shift the time, and the results will
thus holds for all t ≥ 0. We begin by showing that each shifted level can be
optimally distributed and find the corresponding internal flows.
Lemma 1
The following holds

(i) Every shifted level Sk satisfies

Sk[t+ σk + 1] =

zk[t] + uk[t− τk] +mk−1[t] +
k−1∑

i=1

τi−1∑

d=0
V̄i[t+ σi + d] + V̄k[t+ σk]

(ii) Let γk be defined as in Algorithm 1. The optimization problem

minimize
zi

k∑

i=1
qizi[t+ σk − σi]2

subject to Sk[t+ σk] = m,

has the solution zi = γk/qim and the optimum value is given by γkm2.

(iii) When u is chosen optimally, the cost for (2) is given by

∞∑

t=0

N∑

i=1
qizi[t]2 =

N∑

i=0
qizi[0]2 +

N−1∑

i=1

σi+1∑

t=σi+1
γiSi[t]2 +

∞∑

t=σN+1
γN SN[t]2.

Also, the optimal uk[0] is given by

uk−1[0] = (1−
γk
qk
)(zk[0] + uk[−τk]) + vk[0] + dk[0]

−
γk
qk
V̄k[σk] −

γk
qk
(mk−1[0] +

k−1∑

i=1

τi−1∑

d=0
V̄i[σi + d]). 2
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Proof For k = 1 (i) reduces to the dynamics. Now assume that (i) holds for
k− 1. It follows from the definition of Sk that

Sk[t+ σk + 1] = zk[t+ 1] + Sk−1[t+ σk + 1]. (8)

It holds that

Sk[t+ 1] = Sk[t] + V̄k[t] + uk[t− σk − τk], (9)

since ui[t−σi −τi] will cancel out for i < k. This allows Sk−1[t+σk + 1] to
be rewritten as

Sk−1[t+σk+1] = Sk−1[t+σk−1+1]+
σk∑

∆=σk−1+1
V̄k−1[t+∆]+

τk−1−1∑

∆=0
uk−1[t−∆]. (10)

Using the induction assumption that (i) holds for k − 1, (10) and the dy-
namics,

zk[t+ 1] = zk[t] − uk−1[t] + uk[t− τk] + vk[t] + dk[t], (11)

allows (8) to be rewritten as

Sk[t+ σk + 1] = zk[t] − uk−1[t] + uk[t− τk] + vk[t] + dk[t]

+ zk−1[t] + uk−1[t− τk−1] +mk−2[t] +
k−2∑

i=1

τi−1∑

d=0
V̄i[t+ σi + d]

+ V̄k−1[t+ σk−1] +

σk∑

∆=σk−1+1
V̄k−1[t+ ∆] +

τk−1∑

∆=0
uk−1[t− ∆].

In the above it holds that

zk−1[t] + uk−1[t− τk−1] − uk−1[t] +
τk−1−1∑

∆=0
uk−1[t− ∆] +mk−2[t] = mk−1[t]

and

vk[t] + dk[t] +
k−2∑

i=1

τi−1∑

d=0
V̄i[t+ σi + d] + V̄k−1[t+ σk−1] +

σk∑

∆=σk−1+1
V̄k−1[t+ ∆]

=
k−1∑

i=1

τi−1∑

d=0
V̄i[t+ σi + d] + V̄k[t+ σk].

And thus (i) holds for k as well.
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For (ii) the proposed solution satisfies the constraint as
k∑

i=1

1
qi
=

1
γk
.

If the proposed solution was not optimal then it would be possible to improve
it by increasing zi by epsilon and decreasing z j by epsilon for i, j ≤ K as
the problem is convex. However

�

�zi
qizi[t+ σk − σi]2 = 2γkm

for zi[t + σk − σi] = γk/qim and all i, and thus the proposed solution is
optimal.

For (iii) note that the sum
∑∞

t=0
∑N

i=1 qizi[t]2 can be written in terms of
shifted level vectors as follows,

∞∑

t=0

N∑

i=1
qizi[t]2 =

N∑

i=0
qizi[0]2 +

N−1∑

i=1

σi+1∑

t=σi+1

i∑

j=1
q jz j[t− σ j]2 +

∞∑

t=σN+1

N∑

j=1
q jz j[t− σ j]2. (12)

The inner sums corresponds to the objective in (ii). From (i) it follows that
Sk[t], t ≤ σi+1 is independent of u j[t], ∀t ≥ 0,∀ j and that SN[t] is inde-
pendent of u j[t], ∀t, j. Thus each shifted level sum in (12) is independent
of the internal flows. Now consider arbitrary, but fixed productions V and
disturbances D. Then by (i) the sum of all shifted levels are fixed. If there
exists u so that each sum over shifted levels in (12) is the optimal solution
to the problem in (ii), then those inputs must be optimal for the given V
and D. By choosing u j−1[t − σ j − 1] so that z j[t − σ j] is optimal for (ii) for
2 ≤ j ≤ i gives that all z j[t−σ j] are optimally for 2 ≤ j ≤ i. However, since
the constraint will always be satisfied, z1[t] will be optimal as well. Using
(i), the optimal zk[1] from (ii) is given by

zk[1] =
γk
qk

(
mk−1[0] + zk[0] + uk[−τk] +

k−1∑

i=1

τi−1∑

∆=0
V̄i[σi + ∆] + V̄k[σk]

)
.

Inserting the dynamics in (11) into the LHS and solving for uk−1[0] gives
the expression in (iii). 2

Now we will give the solution to the optimization problem which will
arise in the dynamic programming problem that will need to be solved in
the next lemma.
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Lemma 2
Let Xi and �i( j) be defined as in Algorithm 1. Then

(i) Let j ≥ 1. The optimization problem

minimize
x

Xi( j + 1)(a+ b+ x)2 +γi(a+ x)2 + ρ ix2

has minimizer
x = − Xi( j)

ρ i
(a+ �i( j + 1)b),

with optimum value Xi( j) · (a+ �i( j + 1)b)2 + f (b).

(ii) The optimization problem

minimize
x

Xi+1(1)(a+ b+ x)2 +γi(a+ x)2 + ρ ix2

has minimizer
x = − Xi(τi)

ρ i
(a+ �i+1(1)b),

with optimum value Xi(τi) · (a+ �i+1(1)b)2 + f (b). 2

Proof We will show that the optimization problem

minimize
x

c1(a+ b+ x)2 + c2(a+ x)2 + c3x2

has the solution
x = − c1 + c2

c1 + c2 + c3

(
a+ c1

c1 + c2
b
)

and the minimal value is on the form

c3(c1 + c2)

c1 + c2 + c3

(
a+ c1

c1 + c2
b
)2
+ f (b),

where f (b) is independent of a. The lemma then follows by applying the
above and using the definition for Xi and �i( j).

There exits a unique solution as the problem is strictly convex. Differ-
entiating the objective function with respect to x gives that the optimal x
is given by

x = − 1
c1 + c2 + c3

(
(c1 + c2)a+ c1b

)
from which the proposed x follows. The objective function can be rewritten
as

c1(a+ b)2 + c2a2 + 2[(c1 + c2)a+ c1b)]x+ (c1 + c2 + c3)x2.
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Inserting the minimizer gives

1
c1 + c2 + c3

(
(c1 + c2 + c3)(c1(a+ b)2 + c2a2) − [(c1 + c2)a+ c1b]2

)
.

The first term can be written as

(c1 + c2 + c3)(c1(a+ b)2 + c2a2)

= (c1 + c2 + c3)
[
(c1 + c2)a2 + 2c1ab+ c1b2]

= (c1 + c2)
2a2 + 2(c1 + c2)c1ab+ c2

1b2+

c3(c1 + c2)a2 + 2c1c3ab+ (c2 + c3)c1b2.

Which gives that the objective function has the minimum value

1
c1 + c2 + c3

[
c3(c1 + c2)a2 + 2c1c3ab+ (c2 + c3)c1b2

]
.

The last term is independent of a. The dependence on a is thus given by

c3(c1 + c2)

c1 + c2 + c3

(
a2 +

2c1
c1 + c2

ab
)
=

c3(c1 + c2)

c1 + c2 + c3

(
a+ c1

c1 + c2
b
)2
+ f (b)

2

Armed with the results from the previous lemma, we will now apply
dynamic programming to (2). We will show that the problem can be solved
in terms of the shifted levels Sk, shifted productions Vk and shifted dis-
turbances Dk. Outside of the horizon the problem can be solved using the
Riccati equation. Using the cost to go given by the Riccati equation as ini-
tialization we can apply dynamic programming using the results from the
previous lemma.

Lemma 3
Let γk, ρ k, Xk, �k, µk be defined as in Algorithms 1 and 2. Let for 1 ≤ k ≤
N − 1 and 1 ≤ ∆ ≤ τk, and for k = N and 1 ≤ ∆ ≤ H + 2

ξk[∆ − 1] = mk−1[0] + zk[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d]

+

τk−1∑

d=0

(
uk[−(τk − d)] + Dk[σk + d]

) d+1∏

j=∆+1
�k( j)

+

σk+∆−2∑

d=σk

Vk[d] + µk+1[0]�k+1(1)
τk∏

j=∆+1
�k( j). (13)
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Then the optimal Vk for (2) is given by

Vk[σk + (∆ − 1)] = − Xk(∆)
ρ k

ξk[∆ − 1].

The optimal individual productions are given by

vk[∆ − 1] = ρ k

rk
Vk[σk + (∆ − 1)].

2

Proof By Lemma 1-(i) and (9) each shifted inventory level Sk[σk+ ∆] with
1 ≤ δ ≤ τk satisfies

Sk[σk+∆] = mk−1[0]+ zk[0]+
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d]+
τk∑

d=τk−(∆−1)

uk[−d]+
σk+∆−1∑

d=σk

V̄k[d]. (14)

By (iii) in Lemma 1 the cost can be rewritten as

∞∑

t=0

N∑

i=1
qizi[t]2 =

N∑

i=0
qizi[0]2 +

N−1∑

i=1

σi+1∑

t=σi+1
γiSi[t]2 +

∞∑

t=σN+1
γN SN[t]2.

And similarly, by Lemma 1-(ii), the optimal cost for a shifted production
Vi[t] is given by ρ iVi[t]2 and individual productions are given by vi[t] =
ρ i/ri · Vi[t+ σi]. This gives the total production cost in terms of Vi as

∞∑

t=0

N∑

i=1
rivi[t]2 =

N−1∑

i=1

σi+1−1∑

t=σi

ρ iVi[t]2 +
∞∑

t=σN

ρ NVN[t]2.

We can thus solve the problem in terms of Si and Vi, and then recover
the optimal vi. To that end define the cost to go for 1 ≤ k ≤ N − 1 and
1 ≤ ∆ ≤ τk

Γk[∆] =
σk+1∑

t=σk+∆

(
γkSk[t]2+ρ kVk[t−1]2

)
+

N−1∑

i=k+1

σi+1∑

σi+1

(
γiSi[t]2+ρ iVi[t−1]2

)

+
∞∑

t=σN+1

(
γN SN[t]2 + ρ NVN[t− 1]2

)
.

And for k = N and ∆ ≥ 1

ΓN[∆] =
∞∑

t=σN+∆

(
γN SN[t]2 + ρ NVN[t− 1]2

)
.
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We will show for 1 ≤ k ≤ N − 1 and 1 ≤ ∆ ≤ τi, and for k = N and
1 ≤ ∆ ≤ H + 2, that

Γk[∆] = Xk(∆)ξk[∆ − 1]2 + f (b), (15)

where f (b) is independent of Vk[t]. f (b) can thus be ignored in the opti-
mization of Vk[t].

Using Lemma 1-(i) combined with (9) and that all DN[t] = 0 for t >
H + σN it follows that the optimal VN[t] for t > σN + H is given by the
solution to the problem

minimize
VN [t]

∞∑

t=σN+H+1
γN SN[t]2 + ρ NVN[t]2

subject to SN[t+ 1] = SN[t] + VN[t]

SN[σN + H + 1] = mN[0] +
N−1∑

i=1

σi+1−1∑

δ=σi

V̄i[δ ] +
σN+H∑

δ=σN

V̄N[δ ].

This is a standard LQR problem and the solution can be found by solving
the following Riccati equation

X = X − X2/(ρ N + X) +γN [ X = γN
2 +

√

γNρ N +
γ 2
N
4 .

Now let XN(H + 2) = X −γN . Then ΓN[σN + H + 2] is given by

ΓN[σN + H + 2] = SN[σN + H + 1]2XN(H + 2).

Note that the cost for Sk[σN + H + 1] is not part of ΓN[σN + H + 2], but
it is part of the cost to go given by the solution X to the Riccati equation.
Furthermore, the optimal VN[t] for t = σN + H + 1 is given by

VN[t] = −
X

X + ρ N
SN[t] = −

XN(H + 1) +γN
XN(H + 1) +γN + ρ N

SN[t] = −
XN(H)
ρ N

SN[t].

For ∆ = H + 2 and k = N the expression for ξk[∆ − 1] reduces to

ξN[H + 1] = mN[0] +
N−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σN+H∑

d=σN

V̄N[d],

as µN+1 = 0, uN = 0 and DN[t] = 0 for t > σN + H. By (14) ξN[H + 1] =
SN[σN+H+1] and thus the lemma and (15) holds for k = N and ∆ = H+2.

Assume that (15) holds for k+1 and ∆ = 1. Then the optimal Vk[σk+1−1]
is given by the minimizer for

Γk[τk] = Γk+1[1] +γkSk[σk+1]
2 + ρ kVk[σk+1 − 1]2.
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Using the assumption for the cost to go in (15) gives that Γk+1[1] =
Xk+1(1)ξk+1[0]2 and thus the optimal Vk[σk+1 − 1] is given by the opti-
mal value for the problem

minimize
Vk[σk+1−1]

Xk+1(1)ξk+1[0]2 +γkSk[σk+1]
2 + ρ kVk[σk+1 − 1]2.

For ∆ = 1 (13) reduces to

ξk[0] = mk−1[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] + µk[0], (16)

as

µk[0] =πk[0] + µk+1�k+1(1)
τk∏

j=2
�k( j)

and

πk[0] = zk[0] +
τk−1∑

d=0

(
uk[−(τk − d)] + Dk[σk + d]

) d+1∏

j=2
�k( j).

We also note that by (14), as σk+1 = σk + τk,

Sk[σk+1] = mk[0] +
k∑

i=1

σi+1−1∑

d=σi

V̄i[d].

Applying Lemma 2-(ii) with

a = Sk[σk+1] − Vk[σk+1 − 1]
b = ξk+1[0] − Sk[σk+1] = µk+1[0]
x = Vk[σk+1 − 1],

gives that the lemma and (15) hold for k and ∆ = τk as

ξk[τk − 1] = mk[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σk+τk−2∑

d=σk

V̄k[d] + µk+1[0]�k+1(1).

Assume that (15) holds for some k and ∆ + 1, where 1 ≤ ∆ ≤ τi − 1 if
k < N and 1 ≤ ∆ ≤ H + 1 if k = N. Then Vk[σk + ∆ − 1] can be found as
the minimizer for

minimize
Vk[σk+∆−1]

Xk(∆ + 1)ξk[∆]2 +γkSk[σk + ∆]2 + ρ kVk[σk + ∆ − 1]2.
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Using that two of the terms in (14) can be rewritten as

τk∑

d=τk−(∆−1)

uk[−d] +
σk+∆−1∑

d=σk

V̄k[d] =
∆−1∑

d=0

(
uk[−(τk − d)] + Dk[σk + d]

)
+

σk+∆−1∑

d=σk

Vk[d]

and with x = Vk[σk+ ∆− 1], a = Sk[σk+ ∆] − Vk[σk+ ∆− 1], which equals

a = mk−1[0] + zk[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d]

+
∆−1∑

d=0

(
uk[−(τk − d)] + Dk[+σk + d]

)
+

σk+∆−2∑

d=σk

Vk[d],

and b = ξk[∆] − Sk[σk + ∆], which gives

b =
τk−1∑

d=∆

(
uk[−(τk−d)]+Dk[σk+d]

) d+1∏

j=∆+2
�k( j)+µk+1[0]�k+1(1)

τk∏

j=∆+2
�k( j).

By applying Lemma 2-(i) it follows that (15) and the lemma holds for k and
∆ as well. Thus the lemma holds for all 1 ≤ ∆ ≤ τk for 1 ≤ k ≤ N − 1 and
1 ≤ ∆ ≤ H + 2 for k = N. 2

All that remains now is to find expressions for Vk[σk] in terms of the
initial conditions. The following lemma allows us to do so, using the expres-
sions for Vk derived in the previous lemma.

Lemma 4
Let hk, Pk(i, j), φ k(∆), πk[0], µk[0], Φk[0], and δ k[0] be defined as in Algo-
rithms 1 and 2. Then for k ≤ N − 1

mk[0] +
k∑

i=1

σi+1−1∑

d=σi

V̄i[d] = δ k[0] − hkµk+1[0] (17)
2

Proof Let Bk[0] = zk[0] + uk[−τk] + Dk[σk] and Bk[i] = uk[−(τk − i)] +
Dk[σk + i] for 1 ≤ i < τk. We will prove the lemma by showing that for
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1 ≤ ∆ ≤ τk

mk−1[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σk+∆−1∑

d=σk

Vk[d] =

(1−Pk(∆, 1))δ k−1[0]−
[
hk−1bk(1−P(∆, 1))+Pk(∆, ∆)�k+1(1)

τk∏

j=∆+1
�k( j)

]
µk+1[0]

−

τk−1∑

d=0
Bk[d]

[
Pk(∆,min(d+1, ∆))

d+1∏

j=∆+1
�k( j)+(1−Pk(∆, 1))hk−1

d+1∏

j=2
�k( j)

]
(18)

More specifically we will show that

1. (18) holds for k = 1 and ∆ = 1.

2. If (18) holds for some k and ∆ − 1 then it holds for ∆ as well.

3. If (17) holds for k− 1 then (18) holds for k and ∆ = 1.

4. If (18) holds for k and ∆ = τk then (17) holds for k.

For k = 1 and ∆ = 1 the LHS of (18) is just V1[t]. The RHS of (18)
equals −X1(1)/ρ1 · µk[0] as P1(1,m) = X1(1)/ρ1, δ0 = 0, and h0 = 0. And
by Lemma 3 the RHS is also equal to V1[t] since by (16)

ξ1[0] = µk[0].

Thus (18) holds for k = 1 and ∆ = 1.
Applying Lemma 3 on Vk[σk + ∆] for the LHS of (18) gives:

mk−1[0] +
k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σk+∆−1∑

d=σk

Vk[d] =

(1− Xk(∆)
ρ k

)
(
mk−1[0] +

k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] +
σk+∆−2∑

d=σk

Vk[d]
)

−
Xk(∆)
ρ k

[ τk−1∑

d=0
Bk[d]

d+1∏

j=∆+1
�k( j) + µk+1[0]�k+1(1)

τk∏

j=∆+1
�k( j)

]
(19)

Now assume that (18) holds for k and ∆ − 1, we then show that (18) holds
for k and ∆. Using (19) gives for the coefficients for the different terms of
the LHS for (18) as follows. For δ k−1[0] we get

(1− Xk(∆)
ρ k

)(1− Pk(∆ − 1, 1)) = 1− Pk(∆, 1).
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For the terms in front of µk+1[0] we get

−
(
1− Xk(∆)

ρ k

)(
hk−1bk

(
1−P(∆−1, 1)

)
+Pk(∆−1, ∆−1)�k+1(1)

τk∏

j=∆
�k[ j]

)

−
Xk(∆)
ρ k

�k+1(1)
τk∏

j=∆+1
�k( j)

= −hk−1bk
(
1− P(∆, 1)

)
− Pk(∆, ∆)�k+1(1)

τk∏

j=∆+1
�k( j),

and for the coefficient for B[d],

− (1− Xk(∆)
ρ k

)
[
Pk(∆ − 1,min(d + 1, ∆ − 1))

d+1∏

j=∆
�k( j)+

(1− Pk(∆ − 1, 1))hk−1

d+1∏

j=2
�k( j)

]
−
Xk(∆)
ρ k

d+1∏

j=∆+1
�k( j)

= −Pk(∆,min(d + 1, ∆))
d+1∑

j=∆+1
�k( j) − (1− Pk(∆, 1))hk−1

d+1∏

j=2
�k( j).

Thus (18) holds for k and δ as well.
Assume that (17) holds for k− 1. Then we can show that (18) holds for

k and ∆ = 1. Using that

πk[0] =
τk−1∑

d=0

(
B[d]

d+1∏

j=2
�k( j)

)
, (20)

the RHS of (18) reduces to[
1− Pk(1, 1)

]
δ k−1[0] −

[
hk−1(1− Pk(1, 1)) + Pk(1, 1)

]
(πk[0] + bkµk+1[0]).

Using (19) with ∆ = 1, the definition for Pk(1, 1), and inserting (17) gives
that the LHS of (18) is equal to

(1−Pk(1, 1))
[
δ k−1[0]−hk−1µk[0]

]
−Pk(1, 1)

[ τk−1∑

d=0
B[d]

d+1∏

j=∆+1
�k( j)+µk+1[0]bk

]
.

Using (20) and the definition for µk[0] = πk[0] + bkµk+1[0] shows that the
RHS and LHS are equal. And thus (18) hold for k and ∆ = 1 if (17) holds
for k− 1.
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Finally, we will show that if (18) holds for k and ∆ = τk then (17) holds
for k. Using the definition for hk the RHS of (18) reduces to

(1− Pk(τk, 1))δ k−1[0] + hkµk+1[0]

−

τk∑

i=d
Bk[d]

[
Pk(τk, d + 1) +

(
1− Pk(τk, 1)hk−1

) d+1∏

j=2
�k( j)

]

For ∆ = τk the LHS of (17) is equal to the LHS of (18) plus

zk[0] +
τk∑

d=1
uk[−d] +

σk+1−1∑

d=σk

Dk[d] =
τk−1∑

d=0
Bk[d].

Thus it holds that the LHS of (17) is equal to

(1− Pk(τk, 1))δ k−1[0] + hkµk+1[0]

+

τk∑

i=d
Bk[d]

[
(1− Pk(τk, d + 1)) −

(
1− Pk(τk, 1)hk−1

) d+1∏

j=2
�k( j)

]
.

Using the definition for φ i(∆) in Algorithm 1 and Φi and δ k in Algorithm 2
shows that (18) gives (17) for ∆ = τk, as

τk∑

i=d
Bk[d]

[
(1− Pk(τk, d + 1)) −

(
1− Pk(τk, 1)hk−1

) d+1∏

j=2
�k( j)

]
= Φk[0].

2

We are now finally ready to prove the theorem, which follows from the
previous lemmas.

Proof of Theorem 1: Lemma 3 with ∆ = 1 and Lemma 4 gives that

Vk[σk] = −
Xk(1)
ρ k

[
mk−1[0] +

k−1∑

i=1

σi+1−1∑

d=σi

V̄i[d] + µk[0]
]

= −
Xk(1)
ρ k

[
δ k−1[0] + (1− hk)µk[0]

] (21)

from which the optimal vk[0] = ρ k/rk · Vk[σk] as in Algorithm 2 follows.
Using Lemma 1-(iii), Lemma 4, and that vk[0] = ρ k/rk · Vk[σk] gives that

uk−1[0] = (1−
γk
qk
)(zk[t] + uk[−τk] + Dk[0]) + dk[0] − Dk[0]

+ Vk[σk]
(ρ k

rk
−
γk
qk

)
−
γk
qk

(
δ k−1[0] − hk−1µk[0]

)
.
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Inserting (21) gives that the optimal u is as in Algorithm 2.
The results will hold for t ,= 0 as the problem has an infinite horizon

and one can always change the variables so that current time is time zero.
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Paper III

A Structured Optimal Controller for
Irrigation Networks

Martin Heyden Richard Pates Anders Rantzer

Abstract

In this paper, we apply an optimal LQ controller, which has an inherent
structure that allows for a distributed implementation, to an irrigation
network. The network consists of a water reservoir and connected water
canals. The goal is to keep the levels close to the set-points when
farmers take out water. The LQ controller is designed using a first-
order approximation of the canal dynamics, while the simulation model
used for evaluation uses third-order canal dynamics. The performance
is compared to a P controller and an LQ controller designed using
the third-order canal dynamics. The structured controller outperforms
the P controller and is close to the theoretical optimum given by the
third-order LQ controller for disturbance rejection.

Submitted to the European Control Conference (ECC) 2022.
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1. Introduction

A large share of the available fresh water in the world is used for irrigation
networks that supply water for food production. These networks are often
only powered by gravity, and thus the water levels must be sufficiently high
to enable transportation of the water. As a consequence, irrigation networks
are often operated conservatively, as the farmers must be able to get water
when they need it [Weyer, 2008]. The efficiency of irrigation networks was
estimated to be around 50 %, with half of the losses coming from large-
scale distribution losses, which occur before the water reaches the farms
[Mareels et al., 2005]. Improving the performance of these networks could
lead to large savings in water that could allow for higher food production.

In the research literature, there are two dominant paths for controlling
irrigation networks, namely local PI control [Weyer, 2002; Litrico et al.,
2003; Lozano et al., 2010] and centralized LQ or MPC control [Weyer, 2003;
Neshastehriz et al., 2014]. Other approaches include distributed LQ [Lemos
and Pinto, 2012] and distributed H∞-control [Cantoni et al., 2007]. These
distributed approaches typically use multiple iterations of communication
for each sample time. An alternative is a non-iterative predictive controller
[Negenborn et al., 2009]. Here the inputs are calculated sequentially by a
communication sweep through the network. This implementation structure
is similar to the one used in this paper.

In this work, the structured optimal LQ controller with a distributed
implementation studied in our previous paper [Heyden et al., 2021] is ap-
plied to a model for irrigation networks. This controller combines the simple
and efficient implementation of distributed methods with the performance
of centralized controllers. This LQ controller is synthesized using a model
with first-order pool dynamics but evaluated on a model with third order-
pool dynamics found in the literature. This is not a design choice as the
structured LQ controller can only be synthesized on first-order dynamics.
However, such first-order models are easier to identify. Furthermore, the
first-order pool dynamics describe the system well on slow time scales, and
controllers frequently designed using them, see for example [Schuurmans et
al., 1999; Litrico and Fromion, 2005]. However, it is important to not excite
the wave dynamics. In this paper this is achieved by applying a low-pass
filter at each gate. This means that the controller can be designed based
on a first-order model in conjunction with knowledge of the dominant wave
frequency.

Our contributions are twofold. Firstly, we show how to apply the struc-
tured controller in [Heyden et al., 2021] to irrigation models based on
third-order canal dynamics. Secondly, we compare the performance to a
simple P controller and an LQ controller with full state knowledge syn-
thesized using the third-order canal dynamics. The P controller gives a
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baseline for easily achievable performance while the LQ controller gives
the best possible performance. For disturbance rejection of low-pass filtered
disturbances, the structured controller is very close to the best performance
and outperforms the P controller. For a change in set-points, the structured
controller is in-between the maximum performance and the performance of
the P controller.

2. Problem Description

Irrigation networks consist of a set of canals (often called pools), gates,
and off-takes. The canals are connected with gates that allow for the flow
between the canals to be regulated. The off-takes, often located at the gates,
allow water to be taken from the canal to a farmer. The gates and off-takes
are typically only powered by gravity, and thus the levels at the gates and
off-takes must be sufficiently high to allow the water to be transported. Many
irrigation networks are located in rural areas, where both communication
and computational capabilities are limited.

When controlling irrigation networks, there are typically several objec-
tives that are considered [Weyer, 2008]. Firstly, to keep the canal levels
close to the set-points to allow the off-takes to be used. Secondly, minimize
gate movement to reduce wear and tear and minimize energy consumption.
And finally, minimize the flow over the last gate to reduce water wastage.
At the same time, the controller must handle the disturbances due to the
off-takes.

To model a string of N pools, we assume we measure the levels
y1, y2, ... , yN relative to a nominal value at the end of each pool. Each
pool i is affected by an inflow ui, an outflow ui−1, and a disturbance di.
The flows ui between two pools are also relative to a nominal flow. For a
schematic of the system, see Figure 1. The disturbance di is the off-take to
the farm(s) at gate i. We assume that these disturbances are planned, that
is the controller knows, but cannot change, the value of di[t]. This means
that the farmers must tell the irrigation network controller in advance that
they will take out water. To be consistent with our previous work, we denote
the most upstream canal as canal N. This canal has inflow from a reservoir
with a capacity so large it can be assumed to be infinite for the purposes
of regulation. Finally, we let the flow over the last gate be fixed. Fixing the
flow over the last gate is possible if the level is close to the set-point and
it is highly desirable to do so since the flow over the last gate is wasted
[Cantoni et al., 2007].

Next, we will describe the simulation models used, including the dy-
namics for each pool in the system. The section is then concluded with a
presentation of the performance criterion used.
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Reservoir
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d3
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d2
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Figure 1. Graphical illustration of the problem considered. At the top of
the network is a reservoir with infinite capacity. Each pool i has an inflow
ui, an outflow ui−1 (except pool 1) and a disturbance di which takes water
out of the pool. The goal is to regulate the water level yi at the gates.

2.1 Network Model
In this paper models for two different pools are used. For evaluation, we
use third-order models found using system identification on pools 9 and
10 in the Haughton main river. See [Ooi et al., 2005] for the origin of the
parameters, where it was also shown that the models are as accurate as a
PDE approach using the St-Venant equations. We use the two pool models
to construct networks containing multiple pools. The first network type is
a non-homogeneous network which alternates between the first and the
second pool model. The second network type is a homogeneous network
using only the first pool model. This network is suitable to clearly see the
effect of, for example, changing the size of the network.

Two modifications to the original pool models are made. Firstly, in [Ooi
et al., 2005] the flow over a gate i is on the form (yi − pi)3/2 where p is the
position of the gate relative to the nominal water level. This non-linearity
can be canceled out (see for example [Cantoni et al., 2007]) by letting
ui = (yi − pi)3/2. Secondly, we expand the pool models with a disturbance
corresponding to an off-take. The assumption is that the off-take takes water
out of the pool in the same way as the outflow. The modified pool dynamics
are on the form

yi[t+ 1] = bi,1ui[t− τi] − bi,2ui[t− τi − 1] + bi,3ui[t− τi − 2]
− ci,1(ui−1[t]−di[t])+ ci,2(ui−1[t−1]−di[t−1])− ci,3(ui−1[t−2]−di[t−2])

+ yi[t] +αi,1(yi[t] − 2yi[t− 1] + yi[t− 2]) +αi,2(yi[t] − yi[t− 1]). (1)

The sample time is one minute and the parameters for the two pools can be
found in Table 1.

2.2 Performance Evaluation
The performance of the system is measured as the deviation from the
nominal values for the levels yi and flows ui, and how much the input
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Pool Order bi,1 bi,2 bi,3 ci,1 ci,2 ci,3 αi,1 αi,2 τi
1 1 0.069 0.063 3
1 3 0.137 0.155 0.053 0.190 0.333 0.175 0.978 0.468 3
2 1 0.0213 0.0156 14
2 3 0.134 0.244 0.114 0.101 0.185 0.087 0.314 0.814 16
Table 1. The parameters for the first and third-order models. For the first-
order model we let bi = bi,1 and ci = ci,1.

changes, that is (ui[t+ 1] − ui[t])2. This is done by considering the cost

∞∑

t=0

N∑

i=1

(
qiyi[t]2 + riui[t]2 + ρ i(ui[t+ 1] − ui[t])2

)
. (2)

The reason for penalizing (ui[t+1]−ui[t])2 is twofold. Firstly it penalizes the
wear and tear of the actuator. Secondly, it reduces the energy consumption.
The amount of energy available can be limited, for example when the only
available energy comes from solar power. The structured controller can only
be used when ρ i = 0 for all inputs and ri = 0 for all inputs except for i = N,
which is the flow out from the reservoir into pool N. The effect of these
limitations will be explored in the simulation section.

3. A Structured Optimal Controller for a First-Order System

As previously discussed, a controller for an irrigation network must han-
dle the disturbances from the off-takes. If the network is in a rural area
there might also be a limit on the available communication capabilities and
computational power. Due to this, a promising candidate for control of irri-
gation networks is the structured optimal LQ controller with a distributed
implementation studied in our previous paper [Heyden et al., 2021]. We
will in this section present a slight variation of that structured controller,
designed for a network model where the pools have the following first-order
dynamics,

yi[t+ 1] = yi[t] + biui[t− τi − τ̄ ] − ci(ui−1[t− τ̄ ] − di[t− τ̄ ]). (3)

The dynamics in (3) is a first-order approximation of the third-order dy-
namics in (1) when all the inputs and planned disturbances are low-pass
filtered. The low-pass filter, which is used to suppress the wave dynamics,
is the source of the additional delay τ̄ . The low-pass filter and the model in
(3) will be discussed further in the next section.

Before that, we will present the optimal controller for the first-order pool
dynamics in (3). That is we study the following Linear Quadratic control
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problem
minimize

y,u
cost in (2)

subject to dynamics in (3)
y[0] and di[t] given.

(4)

The following Theorem shows that two algorithms can be used to calcu-
late the necessary parameters for, and the implementation of, the optimal
LQ controller for the problem in (4). Both algorithms are implemented
through a serial sweep using local communication and scalar computations.
This means that the optimal LQ controller can be implemented in a dis-
tributed way.

Theorem 1
Assume that ri = 0 for i ,= N, ρ i = 0 for all i, and that di[s] = 0 for all
s > t+H. Let σi =

∑i−1
j=1τ j. Then the minimizing ui[t] for the problem in (4)

is given by running Algorithm 2 with the parameters from Algorithm 1. 2

Proof The result is a minor extension of the results in [Heyden et al.,
2021]. For completeness, the proof is given in the appendix. 2

Algorithm 1: Computation of control parameters.
Input: qi, r, bi, ci
Output: γi, b̂i, �

1 send γ1 = q1 and b̂1 = b1 to upstream neighbor
2 for gate i = 2:N do // Sweep through the pools

3 b̂i = bi/ci · b̂i−1
4 qi = c2

i /b̂2
i−1 · qi

5 γi = γi−1qi
γi−1+qi

6 send γi and b̂i to upstream neighbor
7 end
8 r = r/b̂2

N // Gate N

9 X = −γN/2+
√
γNr+ γ 2

N
4 // Gate N

10 � = X
X+γN // Gate N

For both algorithms all measurements and calculations are made at the
gates. Gate i is at the end of pool i, and is responsible for deciding ui−1.

Algorithm 1 can be used to calculate the parameters needed to im-
plement the feedback law. The algorithm consists of a sweep through the
graph. On line 3-4 the parameters b and qi are re-scaled, corresponding to
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Algorithm 2: Implementation of control law.
Input: yi[t], new di[s], output from Algorithm 1
Output: qi,γi,b̂i
/* old ui[t− s] and Di[t+ s] are kept in memory */

1 yi[t] = b̂i−1
ci yi[t] // Done in parallel for i ≥ 2

2 d1[s] = c1d1[s], di[s] = bi−1di[s] i ≥ 2
/* Update unchanged Di[t0 + σi] */

3 for gate i = N:2 do // Done in parallel, O(1)
4 Send Di−1[t+ σi−1 + τi−1] = Di[t+ σi] − di[t] downstream.
5 end

// Start sweep through graph

6 m1[t] = z1[t] +
∑τi+τ̄

s=1 u1[t− s]
∑τ̄

s=1 d1[t− s] +
∑τi

s=0 D1[t+ σi + s]
7 send m1[t] upstream
8 for gate i = 2:N do

/* For t+ σi ≤ s < t+ σN + H */

9 if di[s− σi] changed or Di−1[s] received then
10 send Di[s] = Di−1[s] + di[s− σi] upstream
11 end
12 pi[t] = yi[t] +

∑τi+τ̄
s=τi ui[t− s] −

∑τ̄
s=1 ui−1[t− s] +

∑τ̄
s=0 di[t− s]

13 mi[t] = mi−1[t] + pi[t] +
∑τi−1

s=1 ui[t− s] +
∑τi

s=1 Di[t+ σi + s]
14 send mi[t] upstream
15 end
16 ui−1[t] = (1−γi/qi)pi[t] −γi/qi ·mi−1[t], 2 ≤ i ≤ N
17 uN[t] = − X

r

[
mN +

∑H
s=τN+1 DN[t+ σN + s]

∏d+1
j=2 �

]
18 send ui downstream // Done in parallel for all gates

19 ui−1[t] = 1/b̂i−1 · ui−1 // Done in parallel for all gates

a transforming the dynamics in (3) to the form in [Heyden et al., 2021]. On
line 5 the parameter γi is calculated recursively. Finally, when the sweep is
completed, the parameters needed to calculate the optimal outflow form the
reservoir are calculated on line 8-10, including another scaling on line 8.

Algorithm 2 is used for the on-line implementation of the optimal con-
troller. The algorithm assumes that each gate stores its incoming and out-
going flow and the disturbance sums Di[s], defined as

Di[t] =
i∑

j=1
d j[t− σ j].

Line 1-2 is a change of variables. On line 3-5 the Di[s] for which no new
disturbances di are announced are updated. Only one Di for each gate needs
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to be sent downstream, as the rest of the needed Di were already known in
the gate form the previous time point. This can be done in parallel for all
gates.

Next a serial sweep starts at the most downstream pool (pool one) and
goes through the graph in the upstream direction. The sweep accomplishes
two things. Firstly, on lines 9-11 all Di for which a new disturbance d j was
announced are updated. When the controller is initialized all non zero Di
need to be updated this way. Secondly, mi[t] and pi[t] which are used for
the calculation of ui are calculated on lines 12-14. The variable pi[t], which
is the predicted level in pool i at time t+ τ̄ + 1 when the outflow ui−1 = 0,
is calculated on line 12. The calculation of p only requires only local and
neighboring information, where the incoming flow to pool i from gate i must
be known. For the calculation of mi[t] on line 13, which is the total level
in the first i pools, only local information, pi[t], and the previous mi−1[t] is
needed. Finally mi[t] is sent upstream on line 14.

After the sweep is completed all the inputs can be calculated on lines
16-17, relying only on pi and mi−1 (and DN for uN). The input ui[t] is then
sent downstream to gate i on line 18, as it is needed for the calculation of
pi and mi in future time-steps. Finally, all inputs are re-scaled on line 19. A
sketch of the information flow for the implementation is found in Figure 2

4. Applying the Structured Controller to an Irrigation Network

In this section, we will go through the steps taken to apply the controller pre-
sented in Section 3 to the simulation models with third-order pool dynamics
presented in Section 2. While the previous section had strong theoretical
motivation, this section will be more practical. The steps taken here are
certainly not the only way to apply the structured controller just presented
to the irrigation network model with third order pool dynamics. However,
they get the job done in a fairly transparent way.

The bode magnitude diagrams in Figure 3 indicate that the third-order
models are well approximated by a first-order model for low frequencies.
However, for higher frequencies, there is a peak that must be taken care of.
This is done by applying low-pass filters to the inputs and the disturbances.
Next, a first-order approximation of the system, including the low-pass
filter, is found. Finally, a Kalman filter is used to handle the difference
between the first and third-order models. It ensures that the control law
acts on the best approximation of the state of the first-order model, based
on measurements taken on the third-order model.
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Figure 2. Illustration of the communication structure for the structured
controller with 4 pools. The value for mi is calculated by a sweep through
the graph, requiring the downstream mi−1, the local pi and a local set of
disturbances Di (line 12-14 in Algorithm 2). The disturbances D can be
calculated in two ways. If any new underlying d j is announced, then the
corresponding Di must be calculated through a similar sweep to m, going
through the graph upstream (line 9-11 in Algorithm 2), illustrated by solid
arrows . However, if there are no new planned disturbance d j, then the
aggregate disturbances Di can be updated from the upstream gate (line 3-4
in Algorithm 2), illustrated by dashed arrows. Note that for the outflow from
the reservoir u4, m4 and D4 will be used and hence they are sent to that
gate as indicated by the arrows.

4.1 Low-pass Filter
The third-order system has a poorly damped node, which introduces two
problems. Firstly, one wants to avoid introducing waves into the pools. And
secondly, the structured LQ-controller must be designed using a first-order
model, which can not describe the frequency peak.

One alternative to remedy both issues is to design an inner controller at
the gate which takes a flow reference and then controls the flow. It should
be designed so that the transfer function from the flow reference to the level
in the pool would be close to first-order. This would require a detailed model
of the pools on both sides of the gate.

We instead choose to add a low-pass filter to each input and each planned
disturbance. Filtering the disturbance is natural since waves should be
avoided both in the pools and in the off-takes to the farmers. However,
additional consideration might need to be taken to make sure that the
farmers get the amount of water that they ordered and that the delivery time
is not delayed too much by the low pass filter. This could be accomplished
by, for example, modifying the farmer’s order before applying the low-pass
filter.
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Figure 3. The bode magnitude plot for the transfer function from inflow
ui to level yi for the two models in (1), with and without low-pass filter.
It can be seen that for low frequencies the third-order pool model can be
well described by a first-order system, but for higher frequencies, there is a
resonance peak. The low-pass filter manages to suppress this peak.

The low pass filter at each gate must be designed based on its two
neighboring pools so that no waves are induced in either pool. For simplicity,
we use the same low pass filter for all gates, which then must suppress the
wave dynamics in both pools. A Butterworth filter is used for the low-pass
filter, as it has minimal effect on the pass-band. The Matlab command
butter is used for the design and the final design is a third-order filter with
a cut-off frequency 3·10−3 rad/sec. The resulting bode magnitude plot before
and after the low-pass filtering can be found in Figure 3. The third-order
models are used both in the design and the evaluation of the low-pass filter.
However, if detailed models were not available, it would still be possible to
design the low-pass filter based only on knowledge of the dominant wave
frequency and evaluate it using open-loop tests in the canals.

4.2 First-order approximation
First-order models on the form

yi[t+ 1] = yi[t] + biui[t− τi] − ci(ui−1[t] − di[t]), (5)

where bi > 0 and ci > 0, have been shown to describe the water level in
a pool well on slow timescales [Cantoni et al., 2007]. Just as in the the
third-order model, in the above ui = (yi − pi)3/2, and yi denotes the water
level in the ith pool. Parameters for a suitable first-order description of the
same two pools from the Haughton main river were given in [Weyer, 2003].
However, upon closer examination there was a large difference between the
first and third-order model in terms of their DC gains for the inflow into the
second pool. To counteract this, we modified the first-order model, where
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bi,1 was increased by a factor of 1.5. In practice a more principled approach
should be used to construct a suitable reduced order model, however it
is reassuring that working in this ad-hoc manner still resulted in a good
enough model for conducting synthesis.

To handle the addition of the low-pass filter we propose a simple update
to (5) as already given in (3)

yi[t+ 1] = yi[t] + biui[t− τi − τ̄ ] − ci(ui−1[t− τ̄ ] − di[t− τ̄ ]).

The additional delay τ̄ , which is the same for all pools, can intuitively be
motivated as an approximation of the effect of the low pass filter. We also
let τi be different from the ones in [Ooi et al., 2005], as it was noted that
this had a positive effect on the performance. The parameters bi and ci are
unchanged.

The parameters τi and τ̄ are chosen as follows. First the optimal τ̄ is
found by simulating the response for both pools to an outflow ui−1 corre-
sponding to a constant positive input, followed by a constant zero input,
followed by a negative input. That is

u[t] =





−1 t < t1
−0 t1 ≤ t < t2
−1 t2 ≤ t < t3
−0 t ≥ t3.

(6)

The idea is that this describes when a pool is emptied and then filled.
A similar open-loop experiment could easily be conducted in an irrigation
network. The value for τ̄ that minimizes the least square error (normalized
for each pool) is chosen. This is an integer optimization problem, but the
number of reasonable values are limited so we can expect to find the optimal
value. The resulting value for τ̄ is 10. Next, the optimal τi for each pool is
found by minimizing the least square error when the inflow ui is as in (6).
The resulting value for the first pool model is τi = 2 and for the second pool
model τi = 15. The resulting system responses when the inflow is zero and
the outflow is as in (6) are plotted in Figure 4, where it can be seen that
the first-order system gives a good approximation of the low-pass filtered
third-order system.

4.3 Kalman Filter
The first-order approximation describes the behavior on slow time scales of
the third-order model with a low-pass filter. However, there are still some
differences. For example, the step response for the first-order model starts
slower but finishes faster. These differences can be handled by introducing a
Kalman filter, so that in the short term the controller trusts the first-order
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Figure 4. Time response from the outflow (ui−1) for the third-order model
in (1), third-order model with low pass, and first-order model with addi-
tional delay in (3). It can be seen that the low pass filter suppresses most
oscillations, and that the first-order pool model captures the behavior of the
third-order pool model with a low-pass filter well.

model, but in the long term it still utilizes the measurements from the
third-order model.

For the Kalman filter design we consider the same dynamics used in
the controller design, but with added (unknown) state disturbance vi[t] and
measurement disturbance wi[t],

xi[t+ 1] = xi[t] + biui[t− τi − τ̄ ] − ci(ui−1[t− τ̄ ] − di[t− τ̄ ]) + wi[t]
yi[t] = xi[t] + vi[t].

Changing the relationship between the modeled variance of wi and vi allows
balancing how much the Kalman filter trusts the measurements compared
to the first-order model.

The Kalman filter is updated using the following scalar dynamics which
can be implemented locally at each gate,

ŷtpt = ŷtpt−1 + L(yt − ŷtpt−1)

ŷt+1pt = ŷtpt + biui[t− τi − τ̄ ] − ci(ui−1[t− τ̄ ] − di[t− τ̄ ]).

In the above, L is the solution to the scalar Riccati equation,

L = L − L2/(L + R2) + R1,

where R1 is the variance of wi and R2 is the variance of vi. For the simu-
lations we use R1 = 1 and R2 = 100. The a priori estimate xtpt−1 is used
in the calculation of the inputs at time t. This gives a minute of time for
propagating information through the string graph.
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5. Comparison Controllers

We design two additional controllers to use for comparisons with the struc-
tured controller. Firstly, we design a LQ controller using the third-order
pool model in (1) to get the best possible performance in terms of the per-
formance criterion in (2). Secondly, we design a simple P controller that will
give a baseline in terms of easily achievable performance.

To get a fair comparison, the disturbance will be low pass filtered for
these controllers as well. Furthermore, as the structured controller does
not have integral action but instead relies on feed-forward to reject load
disturbances, we let the standard LQ controller and P controller also use
feed-forward and have no integral action.

5.1 Third-Order LQ
To get a baseline of the best possible performance we consider an LQ
controller synthesized directly on the third-order dynamics. This controller
is not meant to be implementable in practice so we let the controller have
access to full state information.

Consider a state space representation for the transfer function in (1) on
the form

xi[t+ 1] = Aixi[t] + Bi(1)ui[t] + Bi(2)ui−1[t]
yi[t] = Cixi[t].

Then using the dynamics A = diag(A1, A2, . . . , AN), C = diag(C1, C2, . . . , CN),

B =



B1(1) 0
B2(2) B2(1) 0
. . . . . . . . . . . .

0 BN(2) BN(1)


 , v[t] =



B1(2)d1[t]
B2(2)d2[t]

...
BN(2)dN[t]


 ,

the dynamics of the water levels yi[t] for a network with N pools can be
described by

x[t+ 1] = Ax[t] + Bu[t] + v[t]
y[t] = Cx[t].

Let Q = diag(q1CT
1 C1, q2CT

2 C2, . . . , qNCT
NCN), then the cost due to the

pool levels can be expressed as
∑N

i=1 qiyi[t]2 = x[t]TQx[t]. Now, let S be the
solution to the Riccati equation

S = AT SA− AT SB(BT SB+ R)−1BT SA+ Q,
and define

K = −(BT SB+ R)−1BT SA
Kv = −(BT SB+ R)−1BT

Π[t] = (A+ BK)TΠ[t+ 1] + Sv[t], Π[H + 1] = 0.
(7)
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Then the optimal input u[t] is given by

u[t] = Kx[t] + KvΠ[t]. (8)

A derivation of the optimal feed-forward for the known disturbance can be
found in the extended version of this paper.

To allow for a penalty on the change in input (ui[t] − ui[t − 1])2 we
introduced new states, corresponding to ui[t − 1] and (ui[t] − ui[t − 1])2.
Additional states could be introduced to further improve the performance
of the LQ controller, such as penalizing a high pass filtered version of the
output to reduce the oscillations in the system, see for example [Weyer,
2008]. As this LQ controller is only used to get the maximum performance,
we consider only the aspects captured by the performance measure.

5.2 P-Controller
For the P-controller we consider a configuration where the controller at gate
i is designed to control the water level at the end of pool i− 1, which is the
level just before the downstream gate i−1. This setup is often called distant
downstream control [Weyer, 2002]. The low-pass filter that was used to filter
the inputs for the structured controller is also used for the P-controller. We
use feed-forward both on the outflow from the downstream gate i − 1 and
on the off-take at the downstream gate. Thus the controller is on the form

ui[t] = −kiyi[t] + k f f
ci
bi
(ui−1[t− 1] − di[t+ τi]).

The fraction ci/bi is used to account for the different coefficients in the
inflow and outflow. The feed-forward on the downstream input ui−1[t− 1] is
delayed as otherwise ui[t] would depend on all u j[t] for j < i.

We use the following values for the controller parameters,

ki =
π

2(τi + τ̄)bi
1
4 , k f f = 1. (9)

The choice of ki was partially found by hand-tuning, but can also be
theoretically motivated. For the design of the P-controller the outflow from
the downstream gate can be modeled as a disturbance. Using the model in
(3) gives the following continuous time dynamics

ẏi = biui(t− τi − τ̄) + di(t) [ G(s) = bi
s e

−(τi+τ̄)s.

Ignoring the feed-forward, the controller is on the form ui(t) = −kiyi(t),
which gives the loop transfer function

kibi
s e−(τi+τ̄)s.
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Picking ki as in (9), the time responses for all the pools will have the same
shape, but with different time constants. Considering the gain margin

π
2(τi + τ̄)biki

and the phase margin
π
2 − (τi + τ̄)biki

shows that the choice of ki gives a gain margin of 4 and a phase margin of
67.5 degrees.

6. Simulations

In this section we use the two networks discussed in Section 2 to compare the
performance of the three different controllers. In the first part we consider
cost functions that satisfies the assumption for the structured controller,
that is ri = 0, i ,= N and ρ i = 0. We explore both the time response for the
different controllers, and study how they scale with the size of the network.
Next we explore the limitations for the structured controller by comparing
how well one can balance the deviations in inputs and in the levels. All code
used for the simulation is available on GitHub1.

We use the cost function parameters qi = 1, rN = 0.3, ri = 0, i ,= N and
ρ i = 0. In Figure 5 the time responses for the three different controllers
are depicted. Canal one, three, and five are modeled as the first pool and
canal two and four are modeled as the second pool. The initial condition
is [5, 0, 0, 0,−5], corresponding to a change in set-point resulting in water
needing to be moved through the graph. Then there is a disturbance in
pool one between time 250 and 450, corresponding to a change in level
of 1 unit/minute. It can be seen that the third-order LQ-controller is very
aggressive for the step response and this step response would neither be
wanted, nor implementable at the gates.

Next we consider how the performance of the different controllers scales
with the size of the network. From now on, all pools have the dynamics in
the first pool model. This allows us to clearly see the effect of the varied
parameter. Also, to limit the effect of the design decision for the P-controller,
we ran a set of different controllers with ki as a factor of [0.25, 0.5, 1,
1.5, 2] of the nominal value, and picked the best performance for each
configuration. The left graph in Figure 6 depicts how the change in the
number of pools affect the cost when the disturbance is kept in pool N − 1,
which is the second pool counting from the reservoir. For the right graph,

1 https://github.com/Martin-Heyden/ECC-irrigation-network
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6 Simulations
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Figure 6. Comparison of the performance for the different controllers when
there is a planned disturbance in the network. In the left figure the distur-
bance is always in pool N − 1 and N is varying. In the right figure N is
fixed to 10 and the pool with the disturbance is varied.

the number of pools in the network is fixed to 10, and the pool which the
disturbance acts upon is varied. For both cases the disturbance is acting
between time 200 and 400. We can see that the two LQ-controllers improves
performance slightly when the graph size increases, while the P-controller
does not utilize the additional pools. A bigger difference is seen when the
disturbance pool is varied. Here it can be noted that there is an increase in
performance for all the controllers when the disturbance pool is far away
from the reservoir. For the P-controller this is partly due to the controller
only using the pools upstream of the disturbance. In general, the reason that
the performance is increased when the disturbance is further downstream
could be that it is more efficient when the transportation from the reservoir
and the other pools are all in the same direction. We also note that the
performance of the two LQ-controllers are almost identical for both cases.
This is likely due to the fact that the disturbances are low-pass filtered, and
thus the low-pass filtering of the inputs for the structured controllers does
not limit the performance much.

Indeed, in Figure 7 we consider the performance when there is a change
in set-points, requiring water to be moved from the N ’th pool (the pool after
the reservoir) to the first pool (the most downstream one). Unsurprisingly,
it can be seen that the third-order LQ controller outperforms the structured
controller, as it can directly cancel out the waves. On the other hand, the
time response in Figure 5 indicated that the third-order LQ controller
needs to be made less aggressive, and the performance of the third-order
LQ controller can most likely not be reached with a controller suitable for
implementation. The difference between the structured controller and the
P-controller is bigger here than for the disturbance rejection.
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Figure 7. The performance for the different controller for non zero initial
conditions, corresponding to a change in set-point. The initial conditions are
y1 = −1, yN = 1 and yi = 0 for 2 ≤ i ≤ N − 1.

Finally, we consider how well the trade-off between input deviations and
state deviations can be handled by the structured controller. In Figure 8
we have plotted

∑
yi[t]2 on the x-axis and

∑
ui[t] and

∑
(ui[t] − ui[t− 1])2

respectively on the y-axis for different design parameters. For the structured
LQ controller rN is varied and for the third-order LQ controller ri and
ρ i respectively are varied. The simulations are carried out on a ten pool
network with a disturbance in pool five between time 200 and 400. For the
trade-off between the quadratic deviations in the input and in the states, the
structured controller allows through the parameter rN to hold up quiet well
to the third-order LQ controller. However, it can be seen that the difference
is larger for lower input deviations, which is to be expected. When it comes to
minimizing the square of change in input, (ui[t]−ui[t−1])2, the structured
LQ controller have only a limited ability to influence the trade off though
the parameter rN . Consequently, the trade off becomes quickly worse than
for the standard third-order LQ controller. However, if we consider the time
response in Figure 5 the input variations looks quite timid, with it being
almost constant during the disturbance. If one wanted to reduce the input
changes further, one could consider adding an additional local controller to
the low-pass filter that minimizes the input changes.

A. Appendix

A.1 Proof of Theorem 1
In this section Theorem 1 will be proven. We start with flows between two
pools, that is ui, i < N, and then find the optimal flow uN from the reservoir.
We remind ourselves of the following definitions, which will be used in the
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Figure 8. Comparison for how well the two different LQ controllers can
handle the trade off between level deviations and input deviations. In the
left figure each data point shows the square of input deviations and levels
deviations for a choice of design parameters. In the right figure the square
of the levels and change in input (ui[t] − ui[t − 1])2 is plotted for different
design parameters. It can be seen that the structured controller can do a
fairly good job of handling the trade off between levels and input deviation,
while the trade off between levels deviations and change in input is worse.

proof:

σi =
i−1∑

j=1
τi, Di[t] =

i∑

j=1
d j[t− σ j].

The proof will rely on results presented in the extended version of [Heyden
et al., 2021]2. Note that in that paper the notation for uN is vN . Furthermore,
we call the level in each node y instead of z in this paper.

Optimal Internal Flows. We will derive the optimal controller for the
following dynamics

yi[t+ 1] = yi[t] + ui[t− τi − τ̄ ] − ui−1[t− τ̄ ] + di[t− τ̄ ]. (10)

When that is done, we will present a change of variables that transforms
the dynamics to the model used for control synthesis in (3).

To get back to the dynamics studied in [Heyden et al., 2021] we apply
the following change of variables. Let ν i[t] = ui[t − τ̄ ] for i ≤ N − 1,
ν N[t] = uN[t− τN − τ̄ ], δ i[t] = di[t− τ̄ ], ∆ i[t] = Di[t− τ̄ ], and finally

ξk[t] =
k∑

i=1

(
yi[t] +

τi∑

s=1
ν i[t− s]

)
.

2Which is Paper II in this thesis.
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In terms of these variables the dynamics in (10) are given by

y1[t+ 1] = y1[t] + ν1[t− τ1] + δ1[t]
yi[t+ 1] = yi[t] + ν i[t− τi] − ν i−1[t] + δ i[t]
yN[t+ 1] = yN[t] + ν N[t] − ν N−1[t] + δN[t],

which are the the dynamics studied in [Heyden et al., 2021], but with
production only in the top node. Lemma 1-iii from [Heyden et al., 2021] holds
for any production, and we can always change what time is defined as zero,
which gives that for k < N (it holds that vk[t] = 0 and V̄i[t] = Di[t], i < N)

ν k−1[t] = (1−
γk
qk
)(yk[t] + ν k[t− τk]) + δ k[t]

−
γk
qk

(
ξk−1[t] + ∆ k[t+ σk] +

k−1∑

i=1

τi−1∑

d=0
∆ i[t+ σi + d]

)
.

For the outflow of node N, which has production, it holds that V̄N = DN[t]+
vN[t]. And thus ν N−1 is given by

ν N−1[t] = (1−
γN
qN
)yN[t] + δN[t] + ν N[t]

−
γN
qN

(
ξN−1[t] + ν N[t] + ∆N[t+ σN] +

N−1∑

i=1

τN−1∑

d=0
∆N[t+ σN + d]

)
.

Rewriting either expression in terms of the original variables and shifting
the time variable by τ̄ gives for k < N

uk−1[t] = (1−
γk
qk
)(yk[t+ τ̄ ] + uk[t− τk]) + dk[t]

−
γk
qk

[k−1∑

i=1

(
yi[t+ τ̄ ] +

τi∑

s=1
ui[t− s]

)
+ Dk[t+ σk] +

k−1∑

i=1

τi−1∑

s=0
Di[t+ σi + s]

]
.

(11)

This expression can not be used for implementation, as yi[t+τ̄ ] is not known
at time t. This problem is however easily solved by using the dynamics,
which gives that

yi[t+ τ̄ ] = yi[t] +
τ̄∑

s=1

(
− ui−1[t− s] + di[t− s] + ui[t− τi − s]

)
.

Collecting all terms in (11) gives for ui, 1 ≤ i < k− 1,

−
γk
qk

( τi∑

s=1
ui[t− s] +

τi+τ̄∑

s=τi+1
ui[t− s] −

τ̄∑

s=1
ui[t− s]

)
= −

γk
qk

τi+τ̄∑

s=τ̄+1
ui[t− s],
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for uk−1

(1− γk
qk
)(−

τ̄∑

s=1
uk−1[t− s]) − γk

qk

( τk−1∑

s=1
uk−1[t− s] +

τk−1+τ̄∑

s=τk−1+1
uk−1[t− s]

)

= −
γk
qk

τk−1+τ̄∑

s=τ̄+1
uk−1[t− s] −

τ̄∑

s=1
uk−1[t− s],

and finally for uk

(1− γk
qk
)
(
uk[t− τk] +

τ̄+τk∑

s=τk+1
uk[t− s]

)
= (1− γk

qk
)

τ̄+τk∑

s=τk

uk[t− s].

This gives that

uk−1[t] = (1−
γk
qk
)(yk[t]+

τk+τ̄∑

s=τk

uk[t−s]+
τ̄∑

s=1
dk[t−s])+dk[t]−

τ̄∑

s=1
uk−1[t−s]

−
γk
qk
(
k−1∑

i=1

(
yi[t]+

τi+τ̄∑

s=τ̄+1
ui[t−s]+

τ̄∑

s=1
di[t−s]

)
+

k−1∑

i=1

τi−1∑

s=0
Di[t+σi+s]+Dk[t+σk]),

which is equal to

uk−1[t] = (1−
γk
qk
)
[
yk[t] +

τk+τ̄∑

s=τk

uk[t− s] −
τ̄∑

s=1
uk−1[t− s] +

τ̄∑

s=0
dk[t− s]

]

−
γk
qk

[ k−1∑

i=1

(
yi[t] +

τi+τ̄∑

s=τ̄+1
ui[t− s] +

τ̄∑

s=1
di[t− s]

)
+

τ̄∑

s=1
uk−1[t− s]

+
k−1∑

i=1

τi−1∑

d=0
Di[t+ σi + d] + (Dk[t+ σk] − dk[t]

]
.

Now, let

pk[t] = yk[t] +
τk+τ̄∑

s=τk

uk[t− s] −
τ̄∑

s=1
uk−1[t− s] +

τ̄∑

s=0
dk[t− s]
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and

mk[t] =
k∑

i=1

[
yi[t] +

τi+τ̄∑

s=τ̄+1
ui[t− s] +

τ̄∑

s=1
di[t− s] +

τi−1∑

s=0
Di[t+ σi + s]

]

+
τ̄∑

s=1
uk[t− s] + Dk(t+ σk+1).

Since Dk[t+ σk] − dk[t] = Dk−1[t+ σk] it then holds that

uk−1[t] = (1−
γk
qk
)pk[t] −

γk
qk
mk−1[t].

mk[t] can be calculated recursively as follows:

mk[t] = mk−1[t] + pk[t] +
τk−1∑

s=1
uk[t− s] +

τk∑

s=1
Dk[t+ σk + s]

where it is used that dk[t] + Dk−1[t+ σk−1 + τk] = Dk[t+ σk].

Optimal Production. The steps in Lemma 3 in [Heyden et al., 2021],
can be carried out with ρ N = r to find the optimal ν N (that is vN in the
lemma). Equation 16 in [Heyden et al., 2021] will then give that

ν N[t] = −
X
r

(
ξN−1[t] +

N−1∑

i=1

σi+1−1∑

s=σi

∆ i[t+ s] + µN[t]
)
.

Where X is given by

X = −γN2 +

√

γNr+
γ 2
N
4 ,

and µN[t] is given by

µN[t] = yN[t] +
H∑

s=0
∆N[t+ σN + s]

s+1∏

j=2
�,

where � = X/(X +γN) and the product over an empty set is defined to be
1. Note that in [Heyden et al., 2021] all XN(i) are the same, as otherwise
XN(H + 2) + γN would not be a solution to the Riccati equation, and that
τN was defined as H+1 in [Heyden et al., 2021] for notational convenience.
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Going back to the original variables and shifting the time variable by
τn + τ̄ gives

uN[t] = −
X
r

[ N−1∑

i=1

(
yi[t+τN+τ̄ ]+

τi∑

s=1
ui[t+τN−s]+

σi+1−1∑

s=σi

Di[t+ s+τN]
)

+ yN[t+ τN + τ̄ ] +
H∑

s=0
DN[t+ σN + τN + s]

s+1∏

j=2
�
]
. (12)

Using the dynamics to rewrite yi[t+ τN + τ̄ ] gives

yi[t+τN + τ̄ ] = yi[t]+
τi+τ̄∑

s=τi+1−τN

ui[t− s]−
τ̄∑

s=1−τN

ui−1[t− s]+
τ̄∑

s=1−τN

di[t− s].

One can note that all terms in the RHS will not be known at time t. However,
the issue solves itself as follows. Collecting all terms containing ui i ≤ N in
(12) gives

τi−τN∑

s=1−τN

ui[t− s] +
τi+τ̄∑

s=τi+1−τN

ui[t− s] −
τ̄∑

s=1−τN

ui[t− s] =
τi+τ̄∑

s=τ̄+1
ui[t− s].

And all terms including uN gives

τN+τ̄∑

s=−τN+τN+1
uN[t− s] =

τN+τ̄∑

s=1
uN[t− s].

And we note that both sums are now quantities known at time t.
All the disturbances di[t] for t ≥ 0 are given by

N∑

i=1

τN−1∑

s=0
di[t+s]+

N−1∑

i=1

σi+1−1∑

s=σi

Di[t+s+τN]+
H∑

s=0
DN[t+σN+τN+s]

d+1∏

j=2
�. (13)

It holds that DN[t+σN +τN + s] = 0 for all s+τN > H by the assumption
that di[t] = 0 for t > H. Thus the last term in (13) is given by

H−τN∑

s=0
DN[t+ σN + τN + s]

s+1∏

j=2
�

=
H∑

s=τN

DN[t+ σN + s]
s−τN+1∏

j=2
� =

H∑

s=τN

DN[t+ σN + s]
s+1∏

j=τN+2
�.
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Using the definition for Di[t], the first two terms in (13) are equal to

N∑

i=1

τN−1∑

s=0
di[t+ s] +

N−1∑

i=1

σi+1+τN−1∑

s=σi+τN

i∑

j=1
d j[t+ s− σ j].

Collecting all dk terms for a given k gives
σk+τN−1∑

s=σk

dk[t+ s− σk] +
N−1∑

i=k

σi+1+τN−1∑

s=σi+τN

dk[t+ s− σk] =
σN+1−1∑

s=σk

dk[t+ s− σk].

And thus the first two terms in (13) are equal to,
N∑

i=1

σN+1−1∑

s=σi

di[t+ s− σi] =
N∑

i=1

σi+1−1∑

s=σi

i∑

j=1
d j[t+ s− σ j] =

N∑

i=1

σi+1−1∑

d=σi

Di[t+ d].

Thus the total effect of the planned disturbances in the expression for uN[t]
in (12) is

τ̄∑

s=1
di[t− s] +

N∑

i=1

σi+1−1∑

s=σi

Di[t+ s] +
H∑

s=τN

DN[t+ σN + s]
s+1∏

j=τN+2
�.

So uN[t] is given by

uN[t] = −
X
r

[ N∑

i=1

(
yi[t] +

τi+τ̄∑

s=τ̄+1
ui[t− s] +

τ̄∑

s=1
di[t− s] +

σi+1−1∑

s=σi

Di[t+ s]
)

+
τ̄∑

s=1
uN[t− s] +

H∑

s=τN

DN[t+ σN + s]
d+1∏

j=2
�
]
.

Which can be expressed as

uN[t] = −
X
r

[
mN +

H∑

s=τN+1
DN[t+ σN + s]

d+1∏

j=2
�

]
.

Change of variables. The structured controller is synthesized for dy-
namics on the form in (10), while the plant model is on the form in (3).
However, there exists a simple change of variables that allows us to trans-
form between the two models. Consider the synthesis dynamics

yi[t+ 1] = yi[t] + biui[t− τi − τ̄ ] − ci(ui−1[t− τ̄ ] − di[t− τ̄ ]).

Let
b̂1 = b1, b̂i =

bi
ci
b̂i−1, z1 = y1, zi =

b̂i−1
ci

yi,
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and
ûi = b̂iui, d̂1 = c1d1, d̂i = b̂i−1di i ≥ 2.

Then the dynamics in (3) are transformed to

zi[t+ 1] = zi[t] + ûi[t− τi − τ̄ ] − ûi−1[t− τ̄ ] + d̂i[t− τ̄ ]. (14)

This follows trivially for node 1. For node i, we get by replacing ui−1 with
1/b̂i−1 · ûi−1

yi[t+ 1] = yi[t] + biui[t− τi − τ̄ ] − ci/b̂i−1 · ui−1[t− τ̄ ] − cidi[t− τ̄ ]).

Which can be rewritten as

b̂i−1/ciyi[t+1] = b̂i−1/ciyi[t]+b̂i−1bi/ciui[t−τi−τ̄ ]−ûi−1[t−τ̄ ]−b̂i−1di[t−τ̄ ]).

Applying the suggested change of variables gives the dynamics in (14). For
the cost parameters it follows that

ru2
N =

r
b̂2
N
û2
N , qiyi =

qic2
i

b̂2
i−1

zi, i ≥ 2.

This change of variables is implemented in Algorithm 1 on lines 4 and
8, and in Algorithm 2 on lines 1-2 and 19.

A.2 LQ with known disturbance
Here we give the derivation of a LQ controller with feed-forward. That is
we consider the problem

minimize
∞∑

t=0
x[t]TQx[t] + u[t]TRu[t]

subject to x[t+ 1] = Ax[t] + Bu[t] + v[t]
x[0] and v[t] given.

This is a well studied problem when v[t] = 0, see for example [Bertsekas,
2012], and we only consider the extension due to the planned disturbance
v[t].

Assume that v[t] = 0 for all t > N and R is positive definite. Let S be
the solution to the algebraic Riccati equation

S = AT SA− AT SB(BT SB+ R)−1BT SA+ Q.

Note that S will be symmetric. The cost to go from time N + 1 is given by
x[N + 1]T Sx[N + 1], and the optimal u[N] is given by the minimizer for
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the cost to go from time t = N:

x[N]TQx[N] + u[N]TRu[N] + x[N + 1]T Sx[N + 1] =
x[N]TQx[N] + u[N]TRu[N]+

(Ax[N] + Bu[N] + v[N])T S(Ax[N] + Bu[N] + v[N]). (15)

Collecting all terms which has u[N] in them gives

u[N]TRu[N] + 2(Ax[N] + v[N])T SBu[N] + u[N]TBT SBu[N].

The problem is convex, and differentiating with respect to u gives that the
optimal u is given by

2(BT SB+ R)u[N] = −2BT S(Ax[N] + v[N])
u[N] = −(BT SB+ R)−1BT S(Ax[N] + v[N]).

Let Π[N] = Sv[N]. It holds that u[N] = Kx[N] + KvΠ[N], where K
and Kv are as in (7). Inserting the expression for u[N] into (15) and only
considering terms that depend on x[N] gives for the cost to go:

xT[N]Qx[N] + (Ax[N] + v[N])T
[
SB(BT SB+ R)−TR(BT SB+ R)−1BT S

+ S − 2SB(BT SB+ R)−1BT S

+ SB(BT SB+ R)−TBT SB(BT SB+ R)−1BT S
]
(Ax[N] + v[N]) =

xT[N]Qx[N]+(Ax[N]+v[N])T
[
S−SB(BT SB+ R)−1BT S

]
(Ax[N]+v[N]).

(16)
The terms containing only x[N] simplifies to xT[N]Sx[N]. For the terms
containing x[N] and v[N] we get

2vT[N](S − SB(BT SB+ R)−1BT S)Ax[N]
= 2vT[N]S(A+ BK)x[N]
= 2Π[N]T(A+ BK)x[N].

Thus the cost to go at time N − 1 is given by

x[N − 1]TQx[N − 1] + u[N − 1]TRu[N − 1] + x[N]T Sx[N]
+ 2Π[N]T(A+ BK)x[N].

Now assume that the cost to go for some t, t ≤ N − 1, is given by

x[t]TQx[t] + u[t]TRu[t] + x[t+ 1]T Sx[t+ 1] + 2Π[t+ 1]T(A+ BK)x[t+ 1]
= x[t]TQx[t] + u[t]TRu[t] + (Ax[t] + Bu[t] + v[t])T S(Ax[t] + Bu[t] + v[t])

+2Π[t+ 1]T(A+ BK)(Ax[t] + Bu[t] + v[t]).
(17)
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The assumption holds for t = N − 1 by the previous calculations. Differen-
tiating w.r.t u[t] gives

2(BT SB+R)u[t] = −2BT S(Ax[N] + v[N]) − 2BT(A+ BK)TΠ[t+ 1]
[ u[t] = −(BT SB+ R)−1BT(SAx[t] + Sv[t] + (A+ BK)TΠ[t+ 1])

= Kx[t] + Kv

(
Sv[t] + (A+ BK)TΠ[t+ 1]

)
.

Letting Π[t] = (A+ BK)TΠ[t+ 1] + Sv[t] gives that

u[t] = Kx[t] + KvΠ[t], (18)

as long as the cost to go is given by (17).
Now we consider the cost to go in (17). Every term that was in the

cost to go for t = N in (16) will remain, that is the term x[t]T Sx[t] and
2vT[t]S(A+ BK)x[t]. However new terms will be added due to the addition
of Π[t+ 1] to the expression for u[t] and the new term

2Π[t+ 1](A+ BK)x[t+ 1].

in (17) compared to (15). We ignore the term 2Π[t+ 1](A+ BK)x[t+ 1] for
now, and focus on the effect of Π[t+1] in the expression for u. The resulting
effect on (17) for terms that include x[t] are given by (where the first term
is due to u[t]TRu[t], the second is due to (Bu[t])T SBu[t], and the third is
due to (Bu[t])T SAx[t])

2Π[t+ 1]T(A+ BK)KT
v RKx[t]

+2Π[t+ 1]T(A+ BK)KT
v BT SBKx[t]

+2Π[t+ 1]T(A+ BK)KT
v BT SAx[t] =

−2Π[t+ 1]T(A+ BK)KT
v BT SAx[t]

+2Π[t+ 1]T(A+ BK)KT
v BT SAx[t] = 0.

Where we have used that (R + BT SB)K = −BT SA. The effect of the new
term 2Π[t+ 1](A+ BK)x[t+ 1] in terms of x[t] is given by

2Π[t+ 1]T(A+ BK)(A+ BK)x[t].

So the total effect of the disturbances on the cost to go is given by

2v[t]T S(A+ BK)x[t] + 2Π[t+ 1]T(A+ BK)(A+ BK)x[t]
= 2Π[t]T(A+ BK)x[t],

and thus the cost to go is given on the assumed form in (17) for t − 1 as
well. Thus (17) and (18) holds for 0 ≤ t ≤ N.
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Paper IV

Price Based Linear Quadratic Control
Under Transportation Delay

Martin Heyden Richard Pates Anders Rantzer

Abstract

We study a simple transportation problem on a string graph. The objec-
tive is to regulate the node levels of some decaying quantity to optimize
dynamical performance. This can be achieved by controlling the flows,
which are subject to delay, between neighbouring nodes. The problem is
considered from two perspectives. In the first (the social perspective), all
nodes cooperate to find the flows that maximize the aggregated utility
of the entire transportation network. In the second (the user perspec-
tive), the nodes instead try to maximimize their own utility. Our main
contribution is to give an implementation of the feedback law that gives
the social optimum, that only depends on the local states and a set of
prices defined by a distributed update rule. These prices align the social
and user optimum in a budget neutral way, and give all nodes no worse
cost than if they were on their own.
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1. Introduction

In this work we study the optimal transportation of a decaying quantity.
The dynamics studied could for example describe a transportation network,
as illustrated in Section 2. The objective is to control the node levels by
regulating the transportation between the nodes to optimize performance.
The challenge is to do this in a manner that scales well with network size,
whilst accounting for dynamical effects such as transportation delays.

To capture the essence of the problem, we consider a string network with
N nodes in discrete time. The nodes are numbered as in Figure 1, where
the most downstream node has index one, the second most downstream has
index two, and so on. Furthermore, we index the links according to the node
which they enter. We let the transportation delay be one time unit on every
link, and define the dynamics to be

zi[t+ 1] = α (zi[t] + ui[t− 1]) − ui−1[t], (1)

for 1 ≤ i ≤ N. The variable zi[t] is the level of the quantity in node i (at
time step t), and the control input ui−1[t] is the amount leaving node i (if
written in state-space form, a choice of the system system state would be
{zi[t], ui[t − 1]}). At the boundaries we have u0[t] = 0, uN[t] = 0. The
constant 0 < α ≤ 1 is the decay rate.

We assume that node i values its level zi[t] according to the quadratic
function, Ui(zi[t]) = bizi[t] − 1/2qizi[t]2, where qi > 0, bi > 0, and
bi+1 = αbi. The last assumption arises naturally when considering tran-
sportation about an equilibrium, and will be motivated fully in the next
section. We study the problem from two perspectives. First we consider the
social optimum problem, where the objective is to maximize the sum of local
utility functions for the nodes:

maximize
z,u

J(z) =
N∑

i=1

T∑

t=1

(
bizi[t] −

1
2qizi[t]

2
)

subject to Dynamics in (1)
zi[0] given.

(2)

In the above, z[t] ∈ RN is defined for 1 ≤ t ≤ T and u[t] ∈ RN−1 is defined
for 0 ≤ t ≤ T−1. This problem is an instance of a Linear Quadratic control
problem with a linear term in the optimization criterion. The absence of
an input penalty allows for a highly structured solution that is efficient to
calculate. This was demonstrated for the infinite horizon case in [Heyden
et al., 2018] (with bi = 0) by finding the solution to an algebraic Riccati
equation.

Our main contribution is to provide a distributed solution to eq. (2), using
a pricing mechanism to implement the feedback law. The prices are used to
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z3 z2 z1

Node 3 Node 2 Node 1

u2 u1

Link 2 Link 1

Figure 1. Illustration of the studied problem when N = 3. There are three
nodes whose levels z are to be controlled. Each link has a corresponding
input u that is the flow entering the link and arriving one time unit later.
We have also indicated the indexing conventions for the nodes and links.

adjust the utility of the individual nodes, so that each has an optimal level
when considering its own utility. Our scheme is budget neutral, is simple to
implement even in very large networks, and leaves no node worse off than
if it were on its own. These results are previewed at the end of this section,
and presented in Section 3.

Our results add to the growing body of work on distributed control. Early
effort in this regard include team game problems, where a set of agents work
towards a common goal, but with different information, see for example
[Radner, 1962]. Important work along these lines includes [Rotkowitz and
Lall, 2006], where sufficient conditions for finding a distributed controller
using convex optimization were given. More recent work includes System
Level Synthesis, see for example [Anderson et al., 2019], that allows for
scalable synthesis and implementation of distributed controllers using a
novel controller architecture. In contrast, the structure in the controllers
in this paper is inherited from the plant. This is similar in nature to the
work on spatially invariant systems from [Bamieh et al., 2002], where the
optimal control law was shown to be localized in space. The structure of
the controllers derived in this work also have strong similarities to those
from [Shah and Parrilo, 2013], where the optimal poset-causal controller is
found.

The objectives of this paper are also well aligned with the theme of
solving optimization problems using prices based on Lagrange multipliers.
For pioneering work on the use of prices for coordination, see [Cohen, 1978],
which was later used to control water supply networks in [Carpentier and
Cohen, 1993]. The use of Lagrange multipliers for coordination is well
studied, for example as shadow prices in the work on Internet congestion
control from [Kelly et al., 1998], [Low et al., 2002], and in the distributed
MPC schemes from [Giselsson et al., 2013]. Lagrange multipliers have also
been suggested for controlling power grids [Jafarian et al., 2016], [Jokić et
al., 2009]. Normally these problems are either static, or of high complexity.
Requiring either solving for all the prices and states at the same time, or
solving a Riccati equation. In our specific problem, the prices are not the
Lagrange multipliers, but rather a linear combination of current node levels
and goods in transit. These prices are much simpler to compute than the
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Lagrange multipliers are.

Preview of Results
To give an incentive for the individual nodes to follow the social optimum,
we will introduce prices and study the problem from a node perspective.
Each node i will be presented with a price vector pi[t] that will affect the
nodes utility proportional to their levels, so that its total utility Vi(zi, pi) is
given by

Vi(zi, pi) = pi[0]zi[0] +
T∑

t=1

(
bizi[t] −

1
2qiz

2
i [t] − pi[t]zi[t]

)
. (3)

Typically increasing zi[t] will lead to a trade off between the increased
utility from the bizi[t] − 1/2qiz2

i [t] term, and the decreased utility from
the cost pi[t]zi[t]. The utility function in (3) will be further discussed in
Section 2. Each node will consider the following problem

maximize
zi

Vi(zi, pi)

subject to pi given. (4)

We find the solution to social optimum problem by studying the La-
grangian of the problem. The main contribution lies in deriving a set of
prices from the Lagrange multipliers that allows for a distributed imple-
mentation of the optimal feedback law and aligns social and user optimum.
However, in contrast to ’typical’ Lagrangian approaches, the prices are given
by a simple, temporally decoupled, expression

pi[t+ 1] =
{
bi −γi

∑i
j=1 z j[t] + u j[t− 1] 0 ≤ t ≤ T − i

0 t > T − i.
(5)

In the above, γ is a constant that can be computed ahead of time by the
following iteration:

γ1 = q1, γi =
α2γi−1qi
α2γi−1 + qi

, i ≥ 2. (6)

With p as in (5), the optimal inputs are given by

ui−1[t] = α(zi[t] + ui[t− 1]) − 1
qi
(
pi[t+ 1] − bi

)
. (7)

The combined structure of (5) and (7) allows for a simple implementation
of the optimal u using only local communication. The expression for the
optimal prices in (5) indicates that the price should increase the more a
node values its level from the term bi, and decrease when more goods are
available.
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2. Motivation for the Problem

We will consider a simple model of a generic transportation network for a
decaying quantity. This could for example be a district heating network, or
an inventory control system for decaying goods. In this section we will show
that when controlling such a system around an equilibrium, the dynamics
in (1) arise. This could, for example, be of interest if the operating condi-
tions changes and the system needs to be shifted from the old to the new
equilibrium point.

Each node i in the network has a constant production (or consumption)
wi. Furthermore, the quantity can be transported along the links of the
system. Finally, we make the simplifying assumption that the decay has a
homogeneous rate 1−α throughout the system. We can write the dynamics
for the level ζi in each node i as

ζi[t+ 1] = α
(
ζi[t] + vi[t− 1]

)
+ wi − vi−1[t].

In the above vi−1 is the quantity leaving node i and vi is the quantity
arriving to node i. The quantity leaving the node goes immediately into
transportation and will take one time unit to arrive. For the physical inter-
pretation the flows v[t] must be positive. This will generally be the case if
there is producer at the top of the network.

Let the flows v[t] = v̄ be constant. Then each node will have an equilib-
rium level ζ̄i where the inflow equals the outflow,

ζ̄i =
1

1−α (wi +αv̄i − v̄i−1).

We assume that each node values its level according to a quadratic
function Ui(ζi). Then the optimal equilibrium is the solution to

maximize
v̄

∑

i
Ui(ζ̄i)

subject to ζ̄i =
1

1−α (wi +αv̄i − v̄i−1).
(8)

Now we study the system around this equilibrium. We introduce a new
level vector z ∈ RN describing the levels relative to the optimal levels, and
a new input vector u ∈ RN−1 that describe the flows relative to the optimal
flows,

ui[t] = vi[t] − v̄i,
zi[t] = ζi[t] − ζ̄i.

Then the dynamics for z are given by (1). The utility relative to the optimum
can be written as

Ui(ζ̄i + zi[t]) −Ui(ζ̄i) =
T∑

t=1

(
bizi[t] −

1
2qiz

2
i [t]

)
,
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where qi < 0. Note that ui[t] can take negative values.
Remark 1
Since ζ̄i solves (8), we must have that

bi+1 = αbi. (9)

To see this, observe that if it were not the case, then the utility could be
improved by making a small perturbation ε to v̄i which would increase ζ̄i
by α/(1−α)ε and decrease ζ̄i+1 by 1/(1−α)ε. 2

The optimal control around the equilibrium can be found by solving
(2). The lack of penalty on the flows can be motivated by that the cost of
changing the transportation is small. For example, if the transportation is
done via trucks, then there is typically a very low, or no additional cost, if
a truck transports more goods. However, there is still a loss in moving the
quantity in that it is not being utilized while in transportation.

How can the user problem in (3) be motivated? It is natural that the users
in the transportation network pay, or are paid, for changes in equilibrium
levels. If the new equilibrium level of a node is lower, then that node
would expect to be paid to actively send away some of its quantity, since
this reduction will reduce its own utility. Similarly, if a node is to receive a
higher level, that node would be expected to pay for it. This is captured by the
term pi[0]zi[0]. Since the new equilibrium cannot be reached immediately,
the nodes should also pay for the time periods where they have a higher
level, and be compensated while it is too low. This is captured by the terms
pi[t]zi[t]. We note that close to the equilibrium, pi[t] > 0 , t ≥ 1. We shall
later see that that is the case for t = 0 as well.

3. Results

We start by giving the solution to (2), in Theorem 1 below. This result shows
that the i-th entry of the optimal control input can computed based only on
local measurements of the quantity z and the goods in transit u, and a local
price pi. Next we show in Proposition 1 how these prices can be used to align
the user problem in (4) to the social optimum. The prices have additional
appealing properties. Firstly, the node utilities are higher than if they had
zero flows and no payments, and secondly, the sum of all payments equal
zero. The proofs of the results presented here will be given in Section 5.
Theorem 1
Define γi as in (6), and p[t] by

pi[t+ 1] =
{
bi −γi

∑i
j=1 z j[t] + u j[t− 1], 0 ≤ t ≤ T − i

0 t > T − i.
(10)
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Then the optimal u for (2) is given by

u[t] = α [0 I]




z1[t] + u1[t− 1]
...

zN−1[t] + uN−1[t− 1]
zN[t]


−




0 1
q2

0
. . .

0 1
qN


 (p[t+ 1] − b). (11)

With p[t] = [p1[t], . . . , pN[t]]T and b = [b1, . . . , bN]T , 0 a column vector of
length N − 1 and I an identity matrix of dimension N − 1. 2

If we write out the expressions for each input we get (7). From the
theorem we see that there exists a simple method for calculating the optimal
feedback law, using only local states and local prices. Furthermore, pi[t+1]
can be calculated recursively through the graph,

pi[t+ 1] = γi
(
−zi[t] − ui[t− 1] + 1

γi−1
pi−1[t+ 1]

)
+ (1− 1

αγi−1
)bi,

requiring only local communication. This expression is also interesting in
that each node only needs to share a combination of its level and utility
function. This gives some privacy compared to sharing both the level and
the utility function.

Equation (7) has a very natural interpretation from the user optimal
perspective, as it is the solution to

minimize
ui−1[t−1]

bizi[t] −
1
2qiz

2
i [t] − pi[t]zi[t]

subject to zi[t] = α(zi[t− 1] + ui[t− 2]) − ui−1[t],

which corresponds to the node optimizing its utility for the next time point.
Remark 2
At first sight it may seem like (11) is non causal as the input at time t
depends on prices at time t+1. However, from (10) we can see that prices at
time t+ 1 depends on state at time t, and the expression is indeed causal.
As the prices are associated with the states when the input has taken affect,
it is natural that the prices are one time-index ahead of the inputs. 2

Remark 3
It might be surprising that some of the prices are zero and thus the corre-
sponding nodes will have optimal levels, zi = −b2/q2, as t gets closer to T.
This is due to the boundary effects of the system, where the level of a node
can be increased without decreasing the value of others. This is achieved by
by exploiting that the goods sent at time T−1 will not reach its destination
within the optimization horizon . 2
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Proposition 1
In addition to the definitions in Theorem 1, let m = min(T − i, N), and

pi[0] =
T−(i−1)∑

t=1

(
αt−(t0+τ)bi

)
−α

( m∑

j=i
γ j

j∑

k=1
zk[0] + uk[−1]

+
T∑

j=N+1
γNα2( j−N)

N∑

k=1
zk[0] + uk[−1]

)

Then:

(i) The optimal z for (2) and (4) are equal.

(ii) The node utility satisfies

V(zi, pi) ≥
T∑

t=1

(
biαtzi[0] − qi(αtzi[0])2

)
.

(iii) The sum of payments are equal to zero,

N∑

i=1

(
pi[0]zi[0] −

T∑

t=1
pi[t]zi[t]

)
= 0.

2

The proposition shows not only that is possible to align the user and
social optimum, but also that each node is never worse off than if they had
no in- or outflow. This is what would happen if the node was not a part
of the transportation network. This is an important property, as otherwise
the nodes would be reluctant to be part of the network. Furthermore the
payment scheme is budget neutral (the payments sum to zero). This is
significant as if the scheme had a budget deficit, it would be very hard to
find someone to supply additional money to drive the system, while receiving
nothing in return.

4. Analysis of the Lagrangian

In this section we perform the necessary analysis of the Lagrangian for
(2) needed to prove Theorem 1 and Proposition 1. An important part is to
construct an alternative user utility based on the Lagrange multipliers, and
showing that it is equal to the original one in (4).
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4 Analysis of the Lagrangian

4.1 Lagrangian
The Lagrangian of (2) is given by

L(z, u, λ) = J(z) +
T−1∑

t=0

[
λ1[t+ 1]

{
α
(
z1[t] + u1[t− 1]

)
− z1[t+ 1]

}

+
N−1∑

i=1
λi[t+ 1]

{(
α(zi[t] + ui[t− 1]) − ui−1[t]

)
− zi[t+ 1]

}

+ λN[t+ 1]
{(
αzN[t] − uN−1[t]

)
− zN[t+ 1]

}]
.

The Lagrange dual variable has dimensions λ[t] ∈ RN for 1 ≤ t ≤ T. The
dual variables λi[t] has a natural economic interpretation as the marginal
change in social utility when zi[t] changes.

4.2 Alternative User Optimal Problem
Based on the Lagrangian we define an alternative user utility function, and
show that it is equal to the original in (3). In this formulation the node
utility will include a cost based on the level change,

V̂i(zi, λi) =
T∑

t=1
bizi[t] −

1
2qiz

2
i [t] − λi[t] (zi[t] −αzi[t− 1])︸ ︷︷ ︸

change in level

. (12)

Note that all the terms in V̂i are in the Lagrangian L. By letting

pi[t] =





αλi[1] t = 0
λi[t] −αλi[t+ 1] 1 ≤ t ≤ T − 1
λi[T] t = T,

(13)

the node utility can be rewritten as

V̂i(zi, λi)

=
T−1∑

t=1
bizi[t] −

1
2qiz

2
i [t] − (λi[t] −αλi[t+ 1])zi[t] +αλi[1]zi[0] − λi[T]zi[T]

=
T∑

t=1

(
bizi[t] −

1
2qiz

2
i [t] − pi[t]zi[t]

)
+ pi[0]zi[0] = Vi(zi, pi). (14)

Thus the two different user optimal problems are equal, and we can analyze
either one of them. We will use the Lagrangian version for analysis, while
the p version will be used for implementation.
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4.3 Optimality Conditions
The optimization problem in (2) is concave as it is the maximization of a
concave cost function under affine constraints. Thus necessary and suffi-
cient optimality conditions are given by the KKT conditions (see [Boyd and
Vandenberghe, 2004])

∇λL = 0, ∇uL = 0, ∇zL = 0.

∇λL = 0 is equal to the dynamics constraint being satisfied.
For a standard LQ problem with a penalty on the input, ∇uL = 0 gives

u as a function of λ. See [Cannon et al., 2008] for a slightly more general
MPC case. Here we instead get the following

�L
�ui[t]

= −λi+1[t+ 1] +αλi[t+ 2] = 0, 0 ≤ t ≤ T − 1 (15a)

�L
�ui[T − 1] = −λi+1[T] = 0. (15b)

Note that it is due to the lack of penalty on u that ∇uL is independent of
u.

Next we study ∇zL. Normally this allows us to solve for λ given z, going
backwards in time. Calculating the gradients gives

�L
�zi[t]

= bi − qizi[t] +αλi[t+ 1] − λi[t] 1 ≤ t ≤ T − 1 (16a)

�L
�zi[T]

= bi − qizi[T] − λi[T]. (16b)

Combining the two optimality conditions, we get the following lemma.
Lemma 1
The optimal inventory level z satisfies

zi[t] =
αqi−1
qi

zi[t+ 1] (17)

for i ≥ 2 and t ≤ T − 1. 2

Proof Using (16a) and (15a) gives for t ≤ T − 2

zi[t] =
αλi[t+ 1] − λi[t] + bi

qi

=
αqi−1
qi

αλi−1[t+ 2] − λi−1[t+ 1] + bi−1
qi−1

+
bi −αbi−1

qi
=
αqi−1
qi

zi−1[t+ 1]

where we have used that αbi−1 = bi. The case for t = T − 1 follows simi-
larly. 2
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5. Proof of Theorem 1 and Proposition 1

We are now ready to prove Theorem 1 and Proposition 1.
Proof of Theorem 1: For every input ui−1, i ≤ N, we have from the

dynamics that

zi[t+ 1] = α(zi[t] + ui[t]) − ui−1[t] [ ui−1[t] = α(zi[t] + ui[t]) − zi[t+ 1].

Using (16a–b) we get for t ≤ T − 2, that the optimal ui−1 must satisfy

ui−1[t] = α(zi[t] + ui[t]) +
αλi[t+ 2] − λi[t+ 1] + bi

qi
and for t = T − 1,

ui−1[T − 1] = zi+1[T − 1] + ui[T − 1] + −λi[T] + bi
qi

.

Thus with the relation between p and λ as defined in (13) we have that
the optimal u is given by (11). The expressions for p in (10) follows from
Proposition 2 and Lemma 5 (see the appendix).

Proof of Proposition 1: As the nodes choices of levels has no effect on
the prices, the optimal level from the nodes perspective must satisfy

0 = � V̂i
�zi[t]

=
�L
�zi[t]

.

This must also hold for the social optimum, thus proving (i).
Furthermore we see that choosing the social optimum inventory levels

are better than choosing zi[t] = αtzi[0], as it is not a minimizer of Vi. Thus
proving (ii).

The sum of all the payments are

−
N∑

i=1

T∑

t=1
λi[t]

(
zi[t] −αzi[t− 1]

)
. (18)

Using that

zi[t] −αzi[t− 1] = −ui−1[t− 1] +αui[t− 2],

The sum in (18) can be rewritten as
N−1∑

i=1

(T−2∑

t=0

(
− λi+1[t+ 1] +αλi[t+ 2]

)
ui[t] − λi+1[T]ui[T − 1]

)
.

This is equal to zero, since λi+1[t+ 1] = αλi[t+ 2] and λi[T] = 0 for i ≥ 2.
Thus proving (iii).
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6. Conclusions

We have considered an optimal control problem for a simple transportation
network from the social and user perspective. By solving the social prob-
lem using a Lagrange multiplier approach, we gave an implementation of
the feedback law in terms of local prices and local states that allows for
a distributed implementation. Furthermore, these prices aligned the two
problem in a budget neutral way so that the nodes are never worse off than
if they had been on their own.

A. Appendix

In the appendix we will derive the optimal Lagrange multipliers λ[t0 + τ ]
in terms of z[t0−1] and u[t0−2]. We will show that each λ can be found as
a sum of the the corresponding node levels in Lemma 2. These node levels
can in turn be found by studying a time shifted aggregate level as shown
in Lemma 3. This shifted aggregate can then be written in terms of a non
shifted aggregate at t0 − 1 in Lemma 4.

Lemma 2
The optimal Lagrange multipliers are given by

λi[t0] =
T∑

t=t0

αt−t0
(
bi − qizi[t]

)
.

2

Proof We have from (16) that λi[T] = bi − qizi[T] and λi[t] = bi − qizi[t] +
αλi[t+ 1]. From that the lemma follows trivially. 2

Next we show how each node level can be written in terms of a time
shifted level vector.

Lemma 3
The optimal inventory levels satisfy

zi[t0 + k] =





γi+k
αkqi

i+k∑

j=1

z j[t0 + k+ (i− j)]
αk+i− j i+ k ≤ N

γN
αN−iqi

N∑

j=1

z j[t0 + k+ (i− j)]
αN− j i+ k > N.

(19)
2
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Proof We start by showing the lemma for k = 0. Using (17) gives

z2[t] =
αq1
q2

z1[t+ 1] [

(1+ α2q1
q2

)z2[t] =
α2q1
q2

(
z1[t+ 1]

α + z2[t]
)
[

z2[t] =
α2γ1

q2 +α2γ1

(
z1[t+ 1]

α + z2[t]
)
.

Now assume that (19) holds for i−1 and k = 0. Then using (17) again gives

zi[t] =
αqi−1
qi

z(i−1)[t+ 1]

=
αqi−1
qi

γi−2
qi−1 +γi−2




i−1∑

j=1

z j[t+ ((i− 1) − j)]
α(i−1)− j




Which gives that

(
1+ α2γi−1

qi

)
zi =

α2γi−1
qi




i∑

j=1

z j[t+ (i− j)]
αi− j




From which it follows that the lemma holds for k = 0. Now assume that
the lemma holds for k− 1. Then if i+ k ≤ N

zi[t0 + k] = qi+1
αqi

zi+1[t0 + k− 1]

=
qi+1
αqi

γ(i+1)+(k−1)

αk−1qi+1

i+1+k−1∑

j=1

z j[t0 + (k− 1) + ((i+ 1) − j)]
α(k−1)+(i+1)− j

=
γi+k
αkqi

i+k∑

j=1

z j[t0 + k+ (i− j)]
αk+i− j

For i+ k > N define k̂ and t̂0 so that

i+ k̂ = N
t̂0 + k̂ = t0 + k.

(20)

Then using that zi[t0 + k] = zi[t̂0 + k̂] gives the second part. 2

Finally, we will show that the time shifted level vector can be written in
terms of z[t0 − 1].
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Lemma 4
The optimal z for (2) satisfies for i+ k ≤ N:

i+k∑

j=1

z j[t0 + k+ (i− j)]
αk+i− j = α

i+k∑

j=1

(
z j[t0 − 1] + u j[t0 − 2]

)
and for i+ k > N:

N∑

j=1

z j[t0 + k+ (i− j)]
αN− j = αk+i−N+1

N∑

j=1

(
z j[t0 − 1] + u j[t0 − 2]

)
2

Proof We start with the first equality. Using that

z j[t+ n] = αn+1(z j[t− 1] + u j[t− 2])

−
n−1∑

τ=0
α(n−1)−τu j−1[t+ τ ] +

n−2∑

τ=0
αn−1−τu j[t+ τ ],

we have for i+ k ≤ N:

i∑

j=1

z j[t0 + k+ (i− j)]
αk+i− j = α

n∑

j=1

(
zi[t0 − 1] + ui[t0 − 2]

)

+α−1−τ
( i∑

j=1

k+(i− j)−2∑

τ=0
u j[t0 + τ ] −

i∑

j=1

k+(i− j)−1∑

τ=0
u j−1[t0 + τ ]

)

Since u0 = 0 and k+(i− j)− 2 < 0 for j > i− 2 the last row equals to zero:

i−2∑

j=1

k+(i− j)−2∑

τ=0
u j[t+ τ ] −

i−1∑

j=2

k+(i− j)−1∑

τ=0
u j−1[t+ τ ] = 0

For the second equality we use (20) again,
N∑

j=1

z j[t0 + k+ (i− j)]
αN− j =

N∑

j=1

z j[t̂0 + k̂+ (i− j)]
α k̂+i− j

= α
N∑

j=1

(
z j[t̂0 − 1] + u j[t̂0 − 2]

)

= αk−(N−i)+1
N∑

j=1

(
z j[t0 − 1] + u j[t0 − 2]

)
2

Where we have used that t̂0− t0 = k− k̂ = k−(N − i) and that the system
is closed.
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We also need the following lemma, which shows that there exist a bound-
ary effect in the optimal controller that makes some of the states locally
optimal.
Lemma 5
The optimal inventory levels satisfy

zi[t] =
bi
qi

∀t ≥ T − (i− 2), i ≥ 2.
2

Proof We start by showing the lemma for i = 2. As u1[T − 1] only affects
z2[T], the optimal value corresponds to maximizing the local utility, so that
z2[T] = b2/q2. Thus

u1[T − 1] = −b2
q2
+α(z2[T − 1] + u2[T − 2])

and z2[T] = b2/q2, independent of all other ui[t].
Now assume that the lemma holds for all i ≤ n. Then ui[t] only needs

to consider zi+1 for all t ≥ T − i. Thus the optimal un[t] satisfies

un[t] = −
bn+1
qn+1

+α(zn+1[t] + un+1[t− 1])

∀t ≥ T − n and
zn+1[t] =

bi+1
qi+1

∀t ≥ T − (n− 1).

Thus the Lemma holds for all n. 2

We are now ready to state the following proposition, which gives expres-
sions for the optimal λ.
Proposition 2
Let m = min(T − t0 − (i− 1), N) and

Ξi(t0,τ) = α1−τ

( m∑

j=i+τ
γ j

j∑

k=1
zk[t0 − 1] + uk[t0 − 2]+

T−t0+1∑

j=N+1
γNα2( j−N)

N∑

k=1
zk[t0 − 1] + uk[t0 − 2]

)

Then the optimal λ’s are given by

λi[t0 + τ ] =
T−(i−1)∑

t=t0+τ
αt−(t0+τ)bi − Ξi(t0,τ)

2
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Proof From Lemmas 2 and 5 we have that

λi[t0 + τ ] = α−τ
T−t0−(i−1)∑

k=τ
αk

(
bi − qizi[t0 + k]

)

Combining Lemmas 3 and 4 gives that

αkqizi[t0 + k] =
{
αγi+k

∑i+k
j=1 z j[t0 − 1] + u j[t0 − 2] i+ k ≤ N

αγNα2(k+i−N) ∑N
j=1 z j[t0 − 1] + u j[t0 − 2] i+ k > N

Which gives that

α−τ
T−t0−(i−1)∑

k=τ
αkqizi[t0 + k] = α1−τ

( m∑

j=i+τ
γ j

j∑

k=1
zk[t0 − 1] + uk[t0 − 2]

+

T−t0+1∑

j=N+1
γNα2( j−N)

N∑

k=1
zk[t0 − 1] + uk[t0 − 2]

)
2
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