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Abstract— Due to the COronaVIrus Disease 2019 (COVID-
19) pandemic, early screening of COVID-19 is essential to
prevent its transmission. Detecting COVID-19 with computer
audition techniques has in recent studies shown the potential
to achieve a fast, cheap, and ecologically friendly diagnosis.
Respiratory sounds and speech may contain rich and com-
plementary information about COVID-19 clinical conditions.
Therefore, we propose training three deep neural networks
on three types of sounds (breathing/counting/vowel) and as-
sembling these models to improve the performance. More
specifically, we employ Convolutional Neural Networks (CNNs)
to extract spatial representations from log Mel spectrograms
and a multi-head attention mechanism in the transformer to
mine temporal context information from the CNNs’ outputs.
The experimental results demonstrate that the transformer-
based CNNs can effectively detect COVID-19 on the DiCOVA
Track-2 database (AUC: 70.0 %) and outperform simple CNNs
and hybrid CNN-RNNs.

I. INTRODUCTION

The COronaVIrus Disease 2019 (COVID-19) has emerged
as a global pandemic since early 2020. To date, as reported by
the Johns Hopkins University’s Center for Systems Science
and Engineering, there have been more than 3,100,000 deaths
and 140,000,000 positive cases globally [1]. Learning how
to diagnose COVID-19 early and reliably is critical for
rapid isolation of patients, an appropriate prognosis, and
successful dissemination risk reduction. However, standard
diagnosis methods, such as reverse transcription polymerase
chain reaction tests and chest computed tomography, require
professionals and lab environments [2] and can produce
essential amounts of waste. Therefore, developing cheap,
easy, and ecologically friendly processing tools for the pre-
screening of COVID-19 is urgently needed.

With the rapid development of machine learning techniques
in computer audition, automatic detection of diseases (e. g.,
cardiological diseases and depression) from body acoustic
signals provides a novel perspective for a fast and non-
invasive diagnosis [3]. As for COVID-19, respiratory sounds
(e. g., cough and breathing) and speech have proven to be
promising in detecting COVID-19 [4], [5] and analysing the
mental/physical status (e. g., anxiety and fatigue) of COVID-
19 patients [6]. Many recent studies [5]–[8] have collected
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different types of sounds through either well-designed ex-
periments or crowdsourcing platforms. The acoustic features
were also analysed [5] and used for developing machine-
learning-based diagnosis models [4]–[6]. However, only a few
studies considered the potentially complementary information
in multiple types of sounds. For instance, both breathing and
cough sounds were analysed in [5], [9], and cough, breathing,
and speech were explored in [10]. Motivated by these studies,
to better exploit the latent features in different sounds, three
types of sounds (breathing/counting/vowel) from the crowd-
sourced DiCOVA Track-2 database [11] are analysed in this
work.

In the past years, deep learning has shown its strong
capability in extracting high-level representations and beaten
traditional machine-learning techniques in the artificial intel-
ligence community [12]. Particularly, Convolutional Neural
Networks (CNNs) have been successfully used to process
time-frequency representations (e. g., log Mel spectrograms)
extracted from audio signals [13]. However, conventional
CNNs learn spatial features well, but mostly fail to capture the
long-term temporal dependencies in sequential sounds [14].
The temporal dynamics in the sounds may contain valuable
information about the disease. Therefore, some research [15]
applied Recurrent Neural Networks (RNNs) for COVID-19
detection with respiratory data. Despite RNNs’ advantage of
learning sequential information, RNNs cannot be developed in
parallel due to their sequential processing. Moreover, it is hard
for RNNs to attend long dependencies because of the gradient
vanishing or decay, even though some bi-directional models
widen the dependency range [16]. To solve the aforementioned
problems, the transformer [17] takes the input as a whole and
retains global dependencies between the input and the output
by a multi-head attention mechanism, rather than a recurrent
structure along time steps. Through the multi-head attention,
the computation parallelisation is achieved. In many studies
for audio processing [13], [18], the transformer has shown
better performance than RNNs.

To the authors’ best knowledge, there is little research in
COVID-19 diagnosis training transformer-based models on
acoustic data. In this work, to mine the temporal dependencies
in the three classes of sounds (a respiratory sound and two
speech-related types), the multi-head attention mechanism
in the transformer framework is employed to process the
high-level representations from a CNN model inspired by a
related study [13]. Three transformer-based CNNs trained on
the three types of sounds are further assembled for exploiting
complementary multi-sound information.
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Fig. 1. The framework of the transformer-based CNNs for multi-sound
COVID-19 diagnosis. The content inside the dashed line indicates three
multi-head attention mechanisms for processing the three types of sounds.
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Fig. 2. The pipeline of the scaled dot-product self-attention.

II. METHODOLOGY

The framework of our proposed transformer-based CNNs
is depicted in Fig. 1. As outlined, three types of sounds
are applied in this work: breathing, number counting, and
vowel uttering /i:/. For each type of sound, the log Mel
spectrogram is fed into a separate transformer-based CNN
model. After batch normalisation, we apply 2D convolution
layers for high-level features and feed the features into the
multi-head attention mechanism, as shown in the dashed line
circle in Fig. 1. Following the multi-head attention, a fully
connected layer is utilised for time-frame-wise COVID-19
positive probabilities, which are then averaged to provide the
final probability for the audio sample. Finally, to assemble
the predictions of the three sounds, a late fusion method,
average or max, is imposed. In the following, the aforesaid
CNNs and multi-head attention mechanism will be described.

A. Convolutional Neural Networks

CNNs were originally proposed for image processing
tasks [14]. Typically, for classification or regression, CNNs

are composed of three classes of layers: convolutional layers
for feature extraction, pooling layers for downsampling, and
fully connected layers for the final outputs.

For audio processing, CNNs have been successful in extract-
ing effective and highly abstract representations from log Mel
spectrograms [19]. In this work, a batch normalisation layer
is firstly applied on the (Tmel, Fmel) log Mel spectrograms,
where Tmel is the number of time frames, and Fmel denotes
the number of Mel bins. Afterwards, we employ a series
of convolutional blocks, each of which contains several
convolutional layers and a local average pooling layer. Every
convolutional layer herein is composed of a convolutional
operation followed by a batch normalisation and a Rectified
Linear Unit (ReLU) activation function. In this way, the
(C, T, F ) feature maps are obtained, where C is the channel
number, T stands for the dimension along the time axis, and
F denotes the dimension along the frequency axis. Finally,
a global average pooling layer is utilised on the frequency
axis, generating representations with a shape of (C, T ).

B. Sequence modelling by Transformer

RNNs have been widely applied for sequence modelling
in natural language processing [16]. Especially, most RNNs
(e. g., Long Short-Term Memory (LSTM) RNNs and Gated
Recurrent Unit (GRU) RNNs [16]) consider the sequence
information with several hidden layers. In each hidden layer,
a hidden state is determined not only by the current input but
also by the previous hidden state, limiting the computation
efficiency for inputs with longer sequences [16]. To overcome
the constraint, the transformer framework was proposed
in [17]. The transformer is based on the self-attention
mechanism to calculate the weight of each time step among
the whole sequence, enabling computation parallelisation.

A transformer is composed of encoder and decoder stacks.
Each encoding component generates embeddings from the
input, and each decoding component converts the learnt
embeddings to the output. Specifically, in this work, the
multi-head attention mechanism from the encoder consisting
of h (i. e., number of heads) scaled dot-product self-attentions
is used. Firstly, the multi-head attention takes the transposed
CNNs’ output representations X with a shape of (T,C).
Next, the query Q, key K, and value V are calculated by dot
product of X and three transformer matrices WQ ∈ RC×dk ,
WK ∈ RC×dk , WV ∈ RC×dv , respectively, where dk =
dv = C

h . Afterwards, the Q, K, and V are split into h parts,
generating Qi, Ki, and Vi, where i ∈ [1, h]. A single scaled
dot-product self-attention mechanism is then defined as

Attention(Qi,Ki, Vi) = softmax(
QiK

T
i√

dk
)Vi. (1)

The dot product of Qi and KT
i is scaled by

√
dk to counteract

the small gradients issue of the softmax function [17]. The
softmax function is applied to generate the attention weights
for all time steps. Afterwards, the output tensors from every
single dot-product attention are concatenated and fed into a
linear layer with a ReLU activation function.
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TABLE I
PERFORMANCES [%] OF THE PROPOSED APPROACHES EVALUATED ON THE DICOVA TRACK-2 DATABASE FOR COVID-19 DETECTION. EACH

PERFORMANCE OF CROSS-VALIDATION IS THE AVERAGE RESULT OVER THE FIVE FOLDS, FOLLOWED BY A STANDARD DEVIATION (STD).

Cross-validation Evaluation

Sound type Model Sensitivity (std) Specificity (std) AUC (std) Sensitivity (std) Specificity (std) AUC (std)

Breathing

CNN 81.1 (0.4) 51.8 (1.3) 72.1 (0.5) 81.0 (0.0) 34.5 (11.4) 60.9 (2.8)
CNN-BiLSTM 81.0 (0.0) 51.2 (2.9) 70.0 (2.7) 81.0 (0.0) 46.1 (10.7) 63.1 (2.1)
CNN-BiGRU 81.0 (0.0) 50.0 (4.7) 69.4 (2.3) 81.0 (0.0) 33.7 (5.0) 58.1 (2.5)
CNN-Transformer 81.0 (0.0) 46.8 (4.9) 68.1 (2.3) 81.0 (0.0) 41.7 (3.1) 60.6 (4.2)

Number-counting

CNN 81.0 (0.0) 43.8 (3.4) 69.5 (1.2) 81.0 (0.0) 39.7 (2.8) 64.3 (2.7)
CNN-BiLSTM 81.0 (0.0) 41.1 (3.3) 68.4 (1.1) 81.0 (0.0) 44.9 (8.3) 65.2 (1.9)
CNN-BiGRU 81.0 (0.0) 41.6 (1.5) 69.3 (1.1) 81.0 (0.0) 38.7 (5.7) 65.0 (2.2)
CNN-Transformer 81.0 (0.0) 42.0 (5.3) 68.4 (1.6) 81.0 (0.0) 46.9 (6.0) 67.1 (3.3)

Vowel /i:/

CNN 81.0 (0.0) 26.4 (2.1) 58.6 (0.7) 81.0 (0.0) 39.6 (13.5) 67.6 (3.4)
CNN-BiLSTM 81.0 (0.0) 29.4 (3.3) 60.3 (1.0) 81.0 (0.0) 40.3 (14.5) 67.8 (4.8)
CNN-BiGRU 81.0 (0.0) 24.5 (1.9) 58.6 (1.4) 81.0 (0.0) 41.7 (13.2) 66.4 (5.2)
CNN-Transformer 81.3 (0.5) 30.7 (3.5) 60.8 (2.0) 81.0 (0.0) 36.1 (12.0) 66.5 (2.7)

Late fusion-max

CNN – (–) – (–) – (–) 81.0 (0.0) 42.8 (6.1) 66.4 (5.2)
CNN-BiLSTM – (–) – (–) – (–) 81.0 (0.0) 44.8 (6.0) 66.3 (0.9)
CNN-BiGRU – (–) – (–) – (–) 81.0 (0.0) 33.0 (9.2) 63.8 (2.5)
CNN-Transformer – (–) – (–) – (–) 81.0 (0.0) 36.5 (4.6) 68.1 (1.2)

Late fusion-avg

CNN – (–) – (–) – (–) 81.0 (0.0) 37.3 (13.5) 67.6 (2.4)
CNN-BiLSTM – (–) – (–) – (–) 81.0 (0.0) 42.2 (5.7) 69.4 (1.6)
CNN-BiGRU – (–) – (–) – (–) 81.0 (0.0) 38.0 (5.5) 67.0 (2.9)
CNN-Transformer – (–) – (–) – (–) 81.0 (0.0) 39.5 (6.8) 70.0 (2.0)

III. EXPERIMENTAL RESULTS

A. Database

The crowd-sourced Track-2 dataset of the DiCOVA chal-
lenge 2021 [8], [11] is used to verify the effectiveness
of our proposed approach. With the target of analysing
multiple sounds for COVID-19 diagnosis, three types of
sounds were recorded from each subject: (i) deep breathing,
(ii) number counting (normal pace), and (iii) vowel uttering
/i:/. All recordings were labelled as one of the two classes:
COVID-19 negative and COVID-19 positive. For each type
of sound, 1, 199 audio files (negative: 1, 118, positive: 81)
were recorded, and re-sampled into 44.1 kHz. The whole
dataset was split into a development set (negative: 930,
positive: 60) and an evaluation set (negative: 188, positive:
21). The development set was then partitioned according to
the officially provided 5-fold cross-validation. In each fold,
the training subset consists of 744 negative samples and 39
positive samples, while the validation subset contains 186/21
negative/positive ones. Similar to the DiCOVA challenge
paper [11], the AUC, Area under the Receiver Operating
Characteristic (ROC) Curve, works as the main evaluation
metric and the specificity is calculated at 80% sensitivity for
more focus on correctly detecting COVID-19 positive samples.
Specifically, the AUC is computed using the trapezoidal rule
with a granularity of 0.0001.

B. Experimental Setup

All audio files are firstly re-sampled from 44.1 kHz to
16 kHz for potentially faster progression [19]. For log Mel
spectrograms sharing a same general shape before feeding
into the CNNs, all audio recordings are unified with the same
duration of 20 seconds – around the 80th percentile of all
audio durations. Specifically, waves after the 20 seconds are
cut out of the original audio file, while sound samples shorter

than 20 seconds are self-repeated. The log Mel spectrograms
are then extracted with a 512-length sliding window, an
overlap of 256 time frames, and 64 Mel bins.

With the limited training data, the mixup method [20] is
applied to augment the log Mel spectrograms. From two
different data samples (x1, y1) and (x2, y2), a new data
sample (x, y) is generated by x = λx1 + (1 − λ)x2 and
y = λy1 + (1 − λ)y2, where λ ∼ Beta(1, 1). The binary
cross-entropy with logits loss is employed to optimise the
neural networks. To mitigate the class imbalance, the weight
parameter in the above loss function is set as the number of
COVID negative samples over the number of positive samples.
The optimiser is set to ‘Adam’ with an initial learning rate of
0.001, which is then reduced by a factor of 0.1 at each 10th

epoch for stabilisation. All training procedures are stopped at
the 30th epoch. We apply all data from the cross-validation
folds to train the model. Afterwards, the generated model is
evaluated on the evaluation set.

The CNNs consist of four convolutional blocks, in each of
which there are two convolutional layers with a kernel size
of (3, 3). The number of the output channels for the four
convolutional blocks are 64, 128, 256, and 512, respectively.
Every two convolutional layers inside a convolutional block
share an equal number of output channels. The first three
local average pooling layers have a kernel size of (2, 2), and
the final one has a kernel size of (1, 1). For the multi-head
attention, we set the head number h as 8.

For the experimental comparison, bidirectional LSTM-
RNNs and bidirectional GRU-RNNs are used to compete
with the multi-head attention. In each direction of the above
RNNs, the number of features in the hidden state is 256,
leading to 512-dimensional features at a time step.

2337

                                                                                                                                               



C. Results and Discussions
For stabilisation, we run each model in five-fold cross-

validation and evaluation five times, after which the average
results and the standard deviations are calculated and indicated
in Table I. Specifically, for each time running, cross-validation
results indicate the average performance on all validation
subsets, and evaluation results are calculated on the whole
evaluation set. Due to the specificity calculation method and
the granularity chosen for the AUC calculation in Section III-
A, all proposed approaches have the sensitivity around 81.0 %.
We can see that, for each type of sound, the CNN-BiLSTMs
perform better than the CNN-GRUs on the evaluation set,
perhaps since LSTM-RNNs could remember longer sequences
than GRU-RNNs [21]; the performance of the transformer-
based CNNs is comparable with that of the other three CNN
models (i. e., CNN, CNN-BiLSTM, and CNN-BiGRU) on
both the cross-validation and the evaluation set. Particularly,
the transformer-based CNNs slightly outperform the other
models on the number counting evaluation data and the
vowel validation data. Furthermore, after the late fusion
strategies, the transformer-based CNNs are improved over
the corresponding single-sound transformer models. This
indicates that detecting COVID-19 from multiple sounds
is worthwhile for a more accurate diagnosis, probably due
to the complementary information in the three sound types.
Finally, the best result (AUC: 70.0 %) on the evaluation set is
obtained by the average late fusion of the transformer-based
CNNs. Although the other three models by late fusion are
also improved over their single-sound versions, the fusion of
the transformer-based CNNs achieves a bigger improvement,
which shows the transformer’s potential in multi-sound fusion.

IV. CONCLUSIONS AND FUTURE WORK

In this study, the transformer-based Convolutional Neural
Networks (CNNs) were employed to detect COronaVIrus
Disease 2019 (COVID-19) from multiple sounds. The CNNs
extracted spatial representations from log Mel spectrograms,
whereas the transformer learnt temporal information in
parallel. Three transformer-based CNNs were used to process
three types of sounds, and they were further assembled with
late fusion methods to generate more precise predictions.
In the experiments, the transformer-based CNNs performed
better than CNNs and hybrid CNN-RNNs.

In future efforts, more types of respiratory sounds, e. g.,
coughing, will be applied to train models for better per-
formance. Moreover, up- and down-sampling methods [22]
and the focal loss [23] can be utilised to further address
the data imbalance issue. Because of the limited data size
in this work, large-scale respiratory sound databases (e. g.,
COUGHVID [7]) should also be explored to develop more
robust transformer-based models.
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