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Abstract 11

Abstract

X-ray backscatter imaging has revolutionised screening procedures at security checkpoints

across the world. It is used to acquire detailed x-ray images of the inside of vehicles and

cargo in real time. Security personnel use these images to detect concealed illicit materials

such as drugs, explosives and currency. However one downside to the technique is the limited

ability to identify materials. Materials can only be classified as either organic or inorganic. As

a result many unnecessary manual searches of vehicles and cargo are performed due to items

being falsely identified as contraband. This causes extensive delays and reduced throughput

at ports. Improved identification of illicit materials is needed to solve this issue.

This thesis describes the development of a technique to improve material identification

in x-ray backscatter imaging. The problem with current backscatter systems is that no

energy spectrum information can be measured by the x-ray detectors and energy spectrum

information is critical to better material identification. The method presented involved taking

several detector response measurements of a backscatter beam, each with a different amount

of detector filtration. An approximate energy spectrum was calculated from the response

measurements by a process known as ”spectrum reconstruction” or ”spectrum unfolding”.

The idea was tested in a proof-of-concept study using a 50 keV x-ray beam and five plastic

test samples, including two explosive simulants.

Monte Carlo simulations were used to derive relationships between properties of the re-

constructed spectrum, effective atomic number (Zeff ) and density (ρ). The Zeff and ρ

properties were calculated for the experimentally tested materials to within 0.5Zeff and

0.12 g cm−3 of the true value. In the explosives material range this was improved to 0.1Zeff

and 0.04 g cm−3. This was a substantial improvement on the organic/inorganic separation

currently achievable on commercial systems. The simulation results were also used to classify

materials as explosive or inert. The two explosive simulant materials were correctly identified

with a higher than 95% probability. Further analysis of simulated data suggested an up to

100% true positive detection rate and 7% false positive detection rate was possible using the

technique.



12 Abstract

A particular success of the method over other techniques proposed in the literature is that it

does not rely on energy-resolving detectors, and therefore offers a cheaper and more practical

solution for commercial systems. Work has started to test the technique using a 200 keV

x-ray beam. Future work will focus on validation of the technique for cargo imaging.
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Chapter 1

Introduction

X-ray imaging security systems have in recent years become part of everyday life. Airports,

postal services, ports and some event venues all utilise x-ray technology to quickly and

accurately detect threats and illegal activity. X-ray imaging involves using x-rays to create

images of the inside of objects that are otherwise opaque, such as luggage, packages, vehicles

and cargo. The x-ray images can be used to detect suspicious contents that would be otherwise

concealed and go unnoticed. X-ray systems are an extremely efficient way of enforcing security

protocols and are safer and more effective at detecting threats than traditional manual search

methods.

The focus of this thesis is on one x-ray imaging technique called x-ray backscatter imaging. In

x-ray backscatter imaging an x-ray beam is fired at the object of interest and the x-ray beam

that scatters back off the surface of the object is recorded to create a greyscale image of the

object interior. The intensity scattered beam is measured which corresponds to a particular

greyscale level in the image. The idea was originally proposed in 1981 by B. C. Towe and A.

M. Jacobs [1] and medical and non-destructive testing applications of the technique were

soon realised [2, 3]. Nowadays x-ray backscatter imaging has a wide variety of uses from

aerospace to petroleum engineering [4–8] (for example), as well as the focus of this work,

imaging of vehicles and cargo for detection of contraband [9–11].

Backscatter imaging is typically a low-dose imaging technique, making it ideal for scanning

vehicles such as trucks as it means drivers receive minimal radiation dose. Also backscatter

imaging is used where space is tight, or for making portable inspection systems, as the object

only needs to be accessible from one side. Backscatter imaging systems are best for imaging

organic materials, including illicit materials such as explosives, narcotics and currency. This is

because of the high scatter probability of low energy x-rays (<200 keV) from organic materials

compared to inorganic materials such as metals. Hence x-ray backscatter imaging systems

17



18 Introduction

are used at ports and security checkpoints across the world to detect organic contraband

material.

The images produced by backscatter systems are photographic in nature. When viewed by

trained operators, they can be used to detect threats based on their shape and brightness in

the image. There are two broad levels of material identification: organic materials, which

appear white or light in the image (many x-rays scattered) and inorganic materials which

appear dark (few x-rays scattered). This contrast between materials allows threats to be

detected based on their shape. However further classification of what the object is made of

is not possible.

Consider the backscatter image shown in Figure 1.1. This image shows a backscatter scan

of six different organic materials. The objects are very different ranging from an apple to a

bag of C4 explosive simulant. Nonetheless, all appear at the same brightness in the image.

Those that are similar in shape, for example the bag of sugar and the bag of C4 simulant

are indistinguishable. The result is that if any organic material of a suspicious shape is seen

in an image this is flagged as a potential security alert, resulting in a large number of false

positive detections.

High vehicle throughput at ports and security checkpoints is important to avoid long delays.

All x-ray backscatter scans must be performed quickly but without compromising on detection

Figure 1.1: A backscatter image acquired from a handheld backscatter scanner [12]. Six
different organic materials were scanned. From left to right these were an apple, banana,
sugar, flour, cocaine simulant and C4 explosive simulant. Although the objects were all
different the scatter intensity was the same so were indistinguishable from image brightness
alone. Image courtesy of D. S. Gee and D. Palmer at AS&E, Billerica, US.
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accuracy. The result is that any vehicle that is flagged up as containing potential contraband

material must be manually searched. Manual searches can be up to 2 hours per vehicle [13]

which can cause lengthy delays. Therefore it is of paramount importance to reduce the

number of false positive detections by improving material identification.

Backscatter systems use x-ray detectors known as energy-integrating detectors. They are

inorganic or plastic scintillator detectors made from materials such as gadolinium oxysulphide

(gadox), polyvinyl toluene (PVT) or cesium iodide [14, 15]. These detectors measure the

intensity of the scattered x-ray beam over a set time period (∼20 µs). Detectors of this type

are used due to their high efficiency, fast response times, low cost, environmental adaptability

and ability to be manufactured into large sizes (backscatter detector panels typically cover

4 m2 [15]).

Despite the many advantages of energy-integrating detectors they are also the main barrier

to improving material identification. Studies have shown that the energy spectrum of the

scattered beam is more specific to the material than the intensity [16], which suggests

that spectral information could be used to discriminate between organic materials. This

information is lost when energy integrating detectors are used. Previous studies have

demonstrated improved material identification using an x-ray spectrometer with a cadmium

telluride (CdTe) detector crystal [16, 17]. However, using CdTe in a real backscatter system

would not currently be possible as current CdTe manufacturing methods mean crystal sizes

are limited to mm2 [18, 19] and are very expensive. Thus the ideal solution would be to use

the existing energy-integrating detectors to retain efficiency and reduce cost, but also obtain

spectral information to improve material identification capabilities.

This thesis presents a method that can do just that. Discussed is a novel technique for

extracting x-ray spectrum information from energy-integrating detectors for application to

x-ray backscatter imaging. The technique involves acquiring a series of scatter intensity

measurements, each measurement with a different thickness of filter material in front of the

detector. Placing material in front of the detector reduces the number of low energy x-rays

incident on the detector which reduces the detected intensity. Changing the thickness of filter

material changes the energy of the x-rays that are removed from the beam by the filter. By

using a range of different filter thicknesses and comparing the measurements mathematically,

the energy spectrum of the scattered x-ray beam can be calculated by a process known

as ”spectrum unfolding”. This is the same process as techniques that use two filters or a

sandwich detector arrangement for material identification in transmission imaging [20–23],

however instead of two measurements, ten are acquired. A similar technique has also been

applied to x-ray computed tomography by I. Kanno et al. which uses a single detector but

with multiple detection segments along the beam direction [24–29]. The technique was
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developed independently and applied to x-ray backscatter imaging for the first time in this

work.

A proof-of-concept study to test the energy spectrum reconstruction technique in x-ray

backscatter imaging in a laboratory setting is presented in this thesis. This was the first

demonstration of the spectrum reconstruction technique in x-ray backscatter imaging. A

table-top backscatter geometry was set up using a 50 kVp x-ray source, CdTe detector

operated in energy-integration mode and aluminium detector filters. Measurements for five

different plastics samples were acquired and energy spectra were reconstructed from the data.

A calibration process was also developed to account for experimental effects such as scattering,

beam alignment and detector response to ensure valid spectra were obtained. Using the

reconstructed energy spectra and the results of a Monte Carlo simulation, the samples were

categorised as either explosive or inert and estimates of the sample atomic number and

density were made. The results showed superior material identification was possible using

this technique compared to what is currently achievable on commercial backscatter systems.

This thesis will firstly present the fundamental physics required for an understanding of the

x-ray backscatter imaging process in Chapter 2. In Chapter 3, the physics will be put into

practice to explain the operation of commercial backscatter systems. The concept of energy

spectrum reconstruction and associated mathematical techniques for solving inverse problems

are presented in Chapter 4. The experimental approach and results are discussed in Chapters

5 and 6 respectively. A detailed discussion of the experimental errors, areas for improvement

and future work follows in Chapters 7, 8 and 9. Proposals for future experiments are outlined

in Chapter 10. Finally this thesis is concluded in Chapter 11. Relevant raw data excluded

from the main text for conciseness is given in Appendices A, B and C.

This research was undertaken as part of a collaboration project between the Nuclear Physics

Department at the University of Manchester, UK and industry partner Rapiscan Systems

Cargo Division, Stoke-on-Trent, UK. The project was funded through an STFC iCase award

by STFC and Rapiscan Systems under grant proposal ST/N00275X/1. This project is the

first PhD project in a newly established research field at the university. The work presented in

this thesis draws on many techniques across a variety of different fields of mathematics, x-ray

imaging, Monte Carlo simulation and detector science. It is hoped that this work provides a

good basis for which backscatter imaging research can develop at the university.



Chapter 2

Theory of x-ray imaging

The following chapter describes the physical theory required to understand the x-ray imaging

process and the methods used in this thesis. The generation of x-rays, x-ray interactions

with matter and x-ray detection are discussed in detail. Concepts discussed in this chapter

are put into practice in the discussion of commercial x-ray backscatter systems in Chapter 3.

Relationships between the number of x-rays scattered at a particular energy and properties of

the scatter object such as atomic number and density are also derived which are used in the

analysis of the results in Chapter 7.

2.1 Generating x-rays

X-rays can be generated on demand using X-ray tubes. X-ray tubes are used in a wide range

of non-destructive testing application such as x-ray imaging, x-ray fluorescence analysis and

x-ray diffraction. An x-ray tube consists of an electron source (cathode) and an electron target

(anode) inside an evacuated glass or ceramic tube. The cathode is typically a filament that

is heated to approximately 2400 K by passing a current though it [30]. At this temperature

the thermal energy of the electrons on the surface of the cathode becomes larger than the

surface binding energy and electrons are released from the surface of the cathode. This

process is known as thermionic emission. A large negative voltage is applied to the cathode

with the anode at ground [31]. This generates an electric field between the cathode and

anode. Electrons ejected from the cathode are accelerated by the electric field towards the

anode. The electrons hit the anode and lose their kinetic energy through interactions within

the anode material. Some of these interactions produce x-rays.

21
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2.1.1 X-ray interactions

In 99% of interactions, the electron’s kinetic energy is absorbed by the anode lattice which

causes the anode to heat up [30]. Only 1% of interactions are with the atoms of the anode

material. There are three interactions which occur when an incoming electron interacts with

an anode atom: bremsstrahlung, characteristic x-ray emission and Auger emission. These

processes are summarised in Figure 2.1. X-rays are generated either through characteristic

x-ray emission or by bremsstrahlung. Auger emission is a non-radiative competing process.

Each will now be discussed.

Figure 2.1: A diagram showing the three possible interactions incoming electrons undergo
with the atoms of the anode material, (a) bremsstrahlung, (b) characteristic x-ray emission
and (c) Auger emission. See the main text for details.

2.1.1.1 Bremsstrahlung emission

The bremsstrahlung process is illustrated in Figure 2.1a. As an electron moves through the

anode material, the electric fields of the atomic electrons and nuclei of the anode material

cause the electron to slow down and eventually stop. The kinetic energy of the electron

is converted into radiation according to electromagnetic theory [32]. This is known as

bremsstrahlung radiation.

If the potential difference between the anode and cathode is U volts, the kinetic energy

of the electron when it reaches the anode is U eV. If the electron is stopped by a single

interaction, all its energy is lost and converted into a single photon with energy U eV. More

often though, the electron will lose its kinetic energy in multiple interactions so multiple

photons are produced. Therefore the bremsstrahlung spectrum produced is continuous as a

function of energy with the maximum energy of U eV.
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The conversion efficiency of electron kinetic energy to bremsstrahlung radiation η depends

on the atomic number of the anode material and the x-ray tube voltage [30],

η = KZU. (2.1)

K is the Kramers constant K = 9.2× 10−7 kV−1 [33] and Z is the atomic number of the

anode material. Therefore the higher the atomic number of the anode material the higher

the bremsstrahlung yield.

2.1.1.2 Characteristic x-ray emission

Sometimes the incoming electron can collide with an inner shell electron in an atom of the

anode material. Characteristic x-ray emission can result as shown in Figure 2.1b. In the

collision the incoming electron’s kinetic energy is transferred to the inner shell electron and

the inner shell electron is liberated from the atom leaving a shell vacancy. An electron from

a higher electron shell will de-excite to fill the vacancy. The binding energy of the inner

shell is higher than the outer shell and to conserve energy an x-ray photon is emitted in the

de-excitation process. The energy of the emitted photon is the difference in the binding

energies of the outer and inner atomic shells. The binding energy difference depends on

the electron shell configuration therefore it is discrete and unique to the anode material.

Often vacancies can be filled by electrons from multiple outer shells which results in many

characteristic lines in the x-ray spectrum. Figure 2.2 is an illustration of the possible electron

transitions that result in x-ray emission. The probability of characteristic x-ray emission is

proportional to Z4 where Z is the atomic number of the anode material.

Figure 2.2: The electron transitions resulting in characteristic x-ray emission. The labels
on the right give the names of the electron energy levels. The labelled arrows indicate
possible transitions.
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2.1.1.3 Auger emission

When a vacancy is created in an inner electron shell by an incoming electron, the atom can

also de-excite in a non-radiative process known as the Auger effect, as shown in Figure 2.1c.

When the atom de-excites to fill the inner shell vacancy, the excess energy can be transferred

to another electron in an outer shell causing it to be emitted from the atom. This process

competes with characteristic x-ray emission and hence limits the x-ray yield. The probability

of Auger emission is approximately independent of atomic number [31]. The fraction of

transitions that produce x-rays is given by

Fxray =
Z4

CA + Z4
, (2.2)

where CA is the Auger emission constant. For a vacancy in the K shell, CA ∼ 106 and

for a vacancy in the L shell CA ∼ 108 [31]. Hence the x-ray yield from characteristic x-ray

emission will be high when Z is large.

2.1.2 Example x-ray tube output spectrum

An example x-ray tube output spectrum is shown in Figure 2.3. The anode material was

gold and the operating voltage was 50 kV. A continuum is produced by the bremsstrahlung

process which has a maximum energy of 50 keV. Characteristic x-ray lines are also produced

on top of the bremsstrahlung continuum. This is due to characteristic x-ray emission from

the anode material. The characteristic x-rays appear at 8.5 (gold L1), 9.7 (gold Lα), 11.5

(gold Lβ) and 13.4 (gold Lγ) keV [34].

Figure 2.3: The energy spectrum emitted from an x-ray tube with a gold anode operating
at a potential of 50 kV. A continuous bremsstrahlung spectrum is emitted with an end
point at 50 keV. Characteristic x-rays appear at 8.5 (L1), 9.7 (Lα), 11.5 (Lβ) and 13.4
(Lγ) keV [34].
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2.1.3 X-ray tube target design

The anode material strongly influences the intensity and shape of the x-ray tube output

spectrum. As discussed in Section 2.1.1, the higher the atomic number the higher the

x-ray yield from bremsstrahlung and characteristic x-ray emission. The anode must also

have a high heat capacity in order to withstand the heat generated by the electron-lattice

interactions. Tungsten has both these attributes and is most commonly used as an anode

material, especially in x-ray imaging applications. For x-ray fluorescence analysis, other high

Z materials such as gold, silver or rhodium are used [35]. The x-ray tube used in this work

had a gold anode.

There are two types of anode geometry: reflection target geometry and transmission target

geometry. A schematic diagram of both geometries is shown in Figure 2.4. A transmission

target x-ray tube was used for the experimental work in this project. Reflection targets

are commonly used to generate higher energy x-ray beams (∼200 keV) and are used in

commercial backscatter systems.

Figure 2.4: The two different types of x-ray tube anode configurations. In the reflection
target configuration (a) the anode is thick and orientated at an angle π/2−β to the electron
beam. The x-ray beam produced has a varying spatial intensity due to the anode Heel effect,
as discussed in the main text. In the transmission target configuration (b) the target is a
thin deposit on the exit window surface. The electron beam strikes perpendicular to the
anode surface and hence produces a beam with an approximately uniform spatial intensity
with a reduction on the outer edges of the beam spot.

2.1.3.1 Reflection target

In reflection geometry the anode is positioned at an acute angle to the incident electron beam.

The anode is typically thick (∼mm) to ensure efficient removal of heat from the electron

impact site. The x-ray beam used is the beam produced perpendicular to the electron beam.

The x-ray beam produced from reflection geometries is not uniform due to a phenomenon
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known as the anode Heel effect. The electrons typically penetrate a few µm into the surface

before interaction [30]. This means the x-rays produced are attenuated by the few µm of

anode material surface before exiting the anode. The attenuation is greater on one side than

the other due to the tilt of the anode; one side of the x-ray beam passes through more of the

anode material before escape than the other side. A schematic beam profile demonstrating

this effect is shown in Figure 2.4a. Reflection target systems typically operate at a power of

above 100 W [36] and are used in x-ray imaging systems.

2.1.3.2 Transmission target

In transmission geometry x-ray tubes the anode material is deposited in a thin layer

(<∼0.1 µm) on the exit window [36]. As shown in Figure 2.4b, the x-ray beam inten-

sity can slightly decrease in intensity at the edges of the focal spot due to the beam traversing

a longer path length through the target, but otherwise the spatial distribution is uniform.

Transmission targets are typically operated at low power (below 100 W) as a thin anode

cannot withstand high heat [36]. The transmission target configuration is used in miniature

x-ray sources used for x-ray fluorescence analysis [37–39].

2.2 Photon-matter interactions

The interactions between x-rays and matter are essential for x-ray imaging and material

identification. In the energy range of interest for this work (< 200 keV) there are three types

of photon-matter interactions: photo-electric absorption, Compton scattering and coherent

scattering. Coherent scattering is composed of two subprocesses, Rayleigh and Thomson

scattering. Schematic diagrams of each process are shown in Figure 2.5 and each will be

explained in this section. Pair production can also occur at higher x-ray beam energies

(> 1.022 MeV) but will not be discussed as x-rays above this energy threshold are not

typically used for backscatter imaging in security applications.

2.2.1 Photo-electric absorption

Photo-electric absorption (PE) occurs when an x-ray photon interacts with an electron in the

K shell of an atom. All the photon’s energy is transferred to the K shell electron and the

electron is liberated from the atom. This leaves a vacancy in the K shell. This is analogous

to the electron-electron interaction discussed in Section 2.1.1.2 and the atom will de-excite in

the same way by the emission of characteristic x-rays or Auger electron emission. This process

is summarised in Figure 2.5a. Photo-electric absorption results in the complete absorption of
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Figure 2.5: Schematic digrams of the X-ray interactions with matter when the x-ray
energy E is less than 200 keV. (a) shows the photo-electric effect, (b) Compton scattering,
(c) Thomson scattering and (d) Rayleigh scattering. Throughout E is the initial energy of
the x-ray, E′ is the energy of the scattered x-ray, Eb is the electron binding energy and θ is
the scattering angle with respect to the direction of the incident x-ray. See the main text
for a description of each process.

the x-ray photon’s energy. To conserve momentum it can only occur when a photon interacts

with a bound electron. The amount of energy transferred to the electron is E-Eb where E is

the initial energy of the x-ray and Eb is the electron binding energy.

The cross-section for the photo-electric effect is

σPE ' k
Zn

Em
(2.3)

where Z is the atomic number of the material, E is the x-ray photon energy and k, m and n

are constants [40]. Experimental studies determined n to be between 4 and 5 and m to be

between 3 and 3.5 [40, 41]. Therefore the photo-electric effect is the dominant interaction

for high Z materials and for photon energies below 100 keV.

Discontinuities in the photoelectric cross section occur at discrete photon energies due to the

effect of electron shell structure. When the photon energy is increased above the binding
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energy of an electron shell there is an increase in the photoelectric cross section as the photon

can now interact with more of the atomic electrons.

2.2.2 Compton scattering

In the energy region 100 keV≤ E ≤4 MeV and for Z ≤ 20 the dominant photon-matter

interaction is Compton scattering [42, 43]. The x-ray photon interacts with an outer shell

electron and scatters at an angle θ with respect to the initial photon direction. Part of the

photon’s energy is transferred to the electron and the scattered photon has a lower energy

E′. The interaction is described as inelastic or incoherent because the photon loses energy. A

schematic diagram of the Compton scattering process is shown in Figure 2.5b. The scattered

photon energy is given by

E′ =
E

1 + E
mec2

(1− cos θ)
, (2.4)

where E and E’ are the incident and scattered photon energies respectfully. θ is the angle

between the incident and scattered photon directions. me is the electron rest mass and c is

the speed of light. The derivation of Equation 2.4 assumes the electron is unbound and at

rest [42]. This is a good approximation when E is much less than the binding energy of the

electron, for example in outer shell electrons in high Z atoms.

The angular dependence of the Compton scattering cross section is described by the differential

cross section [44] (
dσ

dΩ

)
KN

=
r2e
2

(
E′

E

)2(E
E

′
+
E

E′
− sin2 θ

)
. (2.5)

The variable re is the classical electron radius (re = 2.8× 10−15 m). Equation 2.5 is known

as the Klein-Nishina equation [45]. Again it is assumed that the electron is free and at rest.

Figure 2.6 shows the Compton scattering cross section for three different x-ray energies. The

Compton scattering cross section is given by the blue line. The Thomson scattering cross

section is shown by the green line, which will be explained in Section 2.2.3. Photons are

more likely to be Compton scattered in the forward direction as energy increases due to the

greater influence of relativistic effects. Nonetheless a significant fraction are back-scattered

even at 200 keV.

The free, stationary electron assumption holds for high Z atoms at high E. The assumption

is less valid for low Z at low E as the binding energy of outer shell electrons becomes

significant. A function S(~q, Z), known as the incoherent scattering function is added to the
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Figure 2.6: Differential cross section for Thomson scattering (green) and Compton
scattering (blue) for three different energies: (a) 10, (b) 50 and (c) 200 keV. The differential
cross sections were calculated using Equation 2.5 and Equation 2.8. The differential cross
section for Thomson scattering is independent of energy. The differential cross section for
Compton scattering becomes more forward angle focused as energy increases.

Klein-Nishina equation for a free electron to account for this,(
dσ

dΩ

)
CS

=

(
dσ

dΩ

)
KN

S(~q, Z). (2.6)

~q is the recoil momentum of the electron that the x-ray photon scatters from. The function

S(~q, Z) is a measure of the electron binding in the atom and is a probability that the atom

will be ionised by the interaction [43, 46]. It can be calculated using theoretical models such

as [47–51].

Integrating Equation 2.6 over the solid angle range gives the interaction cross section for

Compton scattering per electron, σCS/e. The probability of Compton scattering in a material

is proportional to the number of electrons in the material or the electron density ρe. Hence

the cross-section for Compton scattering is [41]

σCS = σCS/e ρe. (2.7)

2.2.3 Coherent scattering

There are two processes where a photon scatters off an electron without losing energy.

These processes are Thomson and Rayleigh scattering and are known collectively as coherent

scattering. Thomson scattering occurs when a photon is scattered by a weakly bound or

outer shell electron. A diagram of the process is shown in Figure 2.5c. Thomson scattering

occurs when the energy of the photon is greater than the electron binding energy but much

less than the electron rest mass energy.
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The differential cross section for Thomson scattering is [44](
dσ

dΩ

)
TS

=
r2e
2

(
1 + cos2 θ

)
, (2.8)

where re is the classical electron radius and θ is the angle of the scattered photon with

respect to the incident photon, assuming the incident radiation is unpolarised. The cross

section is independent of photon energy [44].

In the Rayleigh scattering process the x-ray photon scatters off an inner shell electron. A

diagram of the process is shown in Figure 2.5d. As the scattering occurs far within the

electron cloud of the atom, the charge distribution of the other electrons in the atom will

affect the Rayleigh scattering process. The differential scattering cross section for Rayleigh

scattering is the same as for Thomson scattering but modified by a form factor F (~q, Z),(
dσ

dΩ

)
RS

=

(
dσ

dΩ

)
TS

[F (~q, Z)]2. (2.9)

F (~q, Z) is known as the coherent scattering form factor and is the probability a momentum

~q is transferred to the electron but does not cause ionisation [42, 43]. Like the incoherent

scattering cross section, F (~q, Z) can also be calculated from theoretical models [51]. Rayleigh

scattering is an important interaction at low x-ray energies [46] and high Z as the cross

section is proportional to Z2. Rayleigh scattering occurs predominantly at small forward

angles due to the angular dependence of F (~q, Z) [44].

2.3 Photon-matter interactions in x-ray imaging

Figure 2.7 shows the cross sections for coherent scattering, Compton scattering and photo-

electric absorption as a function of atomic number for three different beam energies (a) 10,

(b) 50 and (c) 200 keV. Photoelectric absorption is the dominant interaction for all materials

at 10 and 50 keV, with the exception of materials with Zeff <8 at 50 keV. There are

discontinuities in the photo-electric cross section due to electron shell effects. Photo-electric

absorption is also dominant at 200 keV where Z >40 but Compton scattering dominants for

Z <20 at 200 keV. At all energies, the higher the atomic number of the material the higher

the total cross section. These differences in cross section are exploited in x-ray imaging to

determine what material an object is made from.

X-ray images are typically acquired by either measuring the x-ray beam that has passed

through an object (transmission imaging), or by measuring the x-ray beam that has scattered

off an object (backscatter imaging). This section will now explain the theoretical basis of

both techniques.
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Figure 2.7: Cross section as a function of atomic number for the photo-electric effect
(red), Compton scattering (blue) and coherent scattering (both Thompson (T) and Rayleigh
(R) scattering) (green). Three different x-ray energies are shown (a) 10 keV, (b) 50 keV
and (c) 200 keV. The total cross section is shown in purple. All data was taken from the
NIST database [52].

2.3.1 Transmitted intensity, IT

Consider an object of thickness L. An x-ray beam with intensity I0 is incident on the object

as shown in Fig. 2.8. If the x-ray beam is monochromatic with energy E the intensity of the

x-ray beam after traversing the full length of the object is

IT (L,E) = I0(E)e−σ(E)ρL, (2.10)

where σ is the total interaction cross section and ρ is the material density. Equation 2.10

is known as the Lambert-Beer law [30, 53]. The total interaction cross section is the sum

of all the interaction cross sections for all processes that remove x-rays from the primary

beam, σ(E) = σPE(E) + σCS(E) + σTS(E) + σRS(E). The Lambert-Beer law is often

written in terms of the quantity µ(E) = σ(E)ρ, known as the attenuation coefficient. The

greater the atomic number, the smaller the transmitted intensity. Additionally, thicker, higher

density samples will also highly attenuate the beam.

Figure 2.8: Schematic of an x-ray beam with intensity I0 incident on an object. The
x-ray beam that traverses the full length of the object L has intensity IT . The part of the
beam that is scattered at a distance x into the material through an angle θ has an intensity
IS(θ).
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The intensity of the transmitted beam is also strongly dependent on the beam energy. A

comparison of the scales in Fig. 2.7 shows the magnitude of the total cross section decreases

rapidly with increasing energy from of the order 10−1- 103 cm2 g−1 at 10 keV to of the

order 10−6- 1 cm2 g−1 at 200 keV. Hence the transmitted intensity is higher the higher the

x-ray energy. In the case of a polychromatic x-ray beam with a maximum energy Emax, the

transmitted intensity is

IT (L) =

∫ Emax

0
I0(E)e−µ(E)LdE. (2.11)

2.3.2 Backscattered intensity, IS

Now consider the scatter intensity, IS , off the same object of thickness L as shown in

Figure 2.8. For simplicity, we consider the x-ray backscatter case where θ=180° and assume

x-rays scatter once via the Compton scattering process. The beam undergoes three stages of

interactions within the sample before detection. The first is attenuation up to a scatter point

x. Secondly, the beam must scatter at point x. Finally the scattered beam is attenuated by

the sample as it travels back in the direction of the primary beam. The intensity of the beam

scattered at point x is therefore given by

IS(x,E) = I0(E)e−µ(E)xρe

(
dσ

dΩ

)
KN

e−µ(E
′)x. (2.12)

Here ρe is the electron density, (dσ/dΩ)KN is the Klein-Nishina cross-section as given by

Equation 2.5 and E′ is the energy of the scattered beam. The beam can scatter at any point

in the sample along the beam direction, therefore the total backscatter intensity is calculated

by integrating Equation 2.12 between x = 0 and x = L,

IS(E) = ρe

(
dσ

dΩ

)
KN

∫ L

0
I0(E)e−(µ(E)+µ(E′))x dx. (2.13)

Performing the integration and replacing (dσ/dΩ)KN with Equation 2.5 with θ=180° gives [8]

IS(E) = I0(E)
r2e
2

(
E′

E

)2(E
E

′
+
E

E′

)
ρe

µ(E) + µ(E′)

(
1− e−(µ(E)+µ(E′))L

)
. (2.14)

The electron density is ρe = ρNAZT /M where NA is Avogadro’s constant (NA= 6.02×1023

atoms per molecule), M is the molar mass and ZT is the total number of electrons in each

molecule. For elements ZT = Z and for compounds ZT =
∑

i Zi where Zi is the atomic

number of the ith atom in the molecule. The backscatter intensity is a function of ρ and

Z through the dependence on the electron density and attenuation coefficients µ(E) and
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µ(E′). Coherent scattering was not considered in the derivation of IS as the cross section

for Thomson scattering is small compared to Compton scattering and the cross section for

Rayleigh scattering is negligible at large scatter angles.

2.3.3 Effective atomic number definition

Atomic number is a parameter associated with pure elements, however effective atomic

numbers can also be calculated for compounds. The effective atomic number parameter used

in this work was calculated as

Zeff = (
∑
i

NiβiZ
m
i )

1
m , (2.15)

which is known as the XMuDat definition [54,55]. The effective atomic number was calculated

by considering each individual element in the molecule, denoted by the subscript i. Zi is the

atomic number of element i and Ni is the number of atoms of element i in one molecule of

the material. βi is defined as the ratio of the atomic number of element i to the total proton

number of the molecule, βi = Zi/
∑

i Zi. m is a coefficient and for the materials of interest

(organic materials with Zeff < 15) m=3.5. There are many different ways to calculate the

effective atomic number, for example [56–58]. The XMuDat definition was used because

it is constant with energy and was used in similar work on material identification in x-ray

transmission imaging [59].

2.3.4 Effective atomic number and density relations

As shown in Equation 2.14, the intensity of the scattered beam is dependent on the atomic

number of the material and the electron density. However, these two properties are also

related. The relationship between the density and electron density is approximately linear

due to the near constant ratio ZT /M over all materials, as shown in Figure 2.10. The

relationship between atomic number and density is complex as the density is affected by

chemical properties of the material, as shown in Figure 2.9.

2.3.5 Energy dependence of IS

The scatter intensity as a function of Z and ρ at 10, 50 and 140 keV was calculated for

solid materials with Z=3-82 using attenuation coefficient data given in the NIST XCOM

database [52] and Equation 2.14. The sample thickness L was 10 mm. The results are shown
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Figure 2.9: Atomic number as a function of density for materials with Z=3-82.

Figure 2.10: Electron density as a function of physical density for materials with Z=3-82.
The electron density was normalised by NA where NA is Avogadro’s number. The relationship
between electron density and physical density showed good linearity with χ2

red=1.12.
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in Figure 2.11. The scatter intensity is shown for organic materials (3≤ Z ≤16) as a function

of density (see Figure 2.11a) and atomic number (see Figure 2.11b). The scatter intensity is

shown for both organic and inorganic materials (3≤ Z ≤82) as a function of density (see

Figure 2.11c) and atomic number (see Figure 2.11d).

Backscatter intensity is a complex function of Z and ρ generally, as seen in Equation 2.14.

However, approximate empirical relationships were derived from the theoretical backscatter

intensity at certain x-ray beam energies. For example consider the relationship between

scatter intensity and density shown in Figure 2.11a and Figure 2.11c. For Z <20 and

E ∼140 keV Compton scattering dominates over photo-electric absorption. In this case the

backscatter intensity becomes proportional to the probability of Compton scatter, which is

linearly dependent on density as shown in Figure 2.11a (blue points).

For Z <20 and E ∼50 keV, as shown in Figure 2.11a (red points), this linear relationship

becomes less defined, especially for materials with 10 <Z< 20. As E decreases photo-electric

absorption and Compton scattering become more comparable so the intensity starts to also

depend on the atomic number. For E ∼10 keV photo-electric absorption is the dominant

interaction for almost all materials, therefore the scatter intensity depends almost entirely on

Z and there is no clear trend with ρ.

Next consider Zeff as a function of IS for low E (E ≤ 10 keV), as shown in Figure 2.11b

and Figure 2.11d (green points). Photo-electric absorption is the dominant interaction for all

materials where Z ≥ 4. This is because the chance of a photon scattering within the material

and the scattered photon escaping the material without being absorbed decreases rapidly

with Z. Hence there is a rapid decline in the calculated scattered intensity as a function of

Z. The exception is Z = 3 (Lithium) where the cross sections for photo-electric absorption

and Compton scattering are similar. The electron density is so low due to a low physical

density (ρ=0.534 g cm−3) that the beam has a higher chance of passing straight through

the material without scattering compared to Z = 4 (Beryllium, ρ=1.848 g cm−3).

As the energy of the beam increases the atomic number for which the photo-electric cross

section and Compton scattering cross section become comparable increases. The Z corre-

sponding to the maximum scatter intensity and the start of the exponential decrease increases

as E increases. The Z corresponding to the start of the exponential decay occurs at Z=4, 9

and 23 for 10, 50 and 140 keV respectively. For Z lower than this value the relationship with

scatter intensity also depends on density effects so there is no clear relationship with atomic

number.
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(a)

(b)

(c)

(d)

Figure 2.11: Backscatter intensity as a function of material density (A and C) and atomic
number (B and D) for scattering off a 10 mm thick sample. The intensity is shown for three
different x-ray beam energies, 10 (green), 50 (red) and 140 (blue) keV. Data are shown for
two atomic number regions, Z=3-16 (A and B) and Z=3-82 (C and D). All intensities were
calculated using Equation 2.14 using attenuation coefficient data from NIST XCOM [52]
and Z, ρ and ρe information shown in Figure 2.9 and Figure 2.10.

2.3.6 Empirical fits for IS, ρ and Z

In the two energy regions considered, where there were unique relationships between IS and

ρ and Z (10 and 50 keV for organic materials 3< Zeff ≤16) empirical fits were applied

to the theoretical data. IS was plotted as a function of ρ for E=50 keV and L=10 mm,

as shown in Figure 2.12. The equation y = mln(x) + c was fit to the data for 3≤ Z ≤10,

shown by the black line in Figure 2.12. This functional form was chosen empirically. The data

appeared to follow a log-linear trend by eye and the function was the one with the fewest

number of variables to describe the data. For Z >10, there was no clear trend with ρ so

these points were omitted from the fit. The calculated fit parameters were m=0.437±0.013

and c=0.591±0.006. The χ2
red statistic was 1.00. Using the Compton scattering energy
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Figure 2.12: Scatter intensity as a function of density calculated at 50 keV for all
materials with 3 ≤ Zeff ≤16. Materials with Zeff ≤10 are shown in red and those with
10< Zeff ≤16 shown in blue. The scatter intensity was normalised to the maximum scatter
intensity point. An empirical fit y = mln(x) + c was fit to the data with Zeff ≤10. See
the main text for information about the fit parameters.

equation given in Equation 2.4, for an incident beam energy of E=50 keV, the scattered

beam has energy E′=42 keV. Therefore the scatter intensity of x-rays detected at 42 keV

was shown to be proportional to the material density for 3≤ Z ≤10 in the theoretical case.

Similarly for Z, IS was plotted as a function of Z for 3≤ Z ≤16, as shown in Figure 2.13. The

equation y = Ae−b(x−4.00) + c was fit to the data, as shown by the black line in Figure 2.13.

Similarly to the density equation above, the functional form was chosen empirically for the

same reasons. The point Z=3 (Lithium) was excluded from the fit. The calculated fit

parameters were A=1.01±0.01, b=0.397±0.009 and c=0.017±0.006. The χ2
red statistic

was 0.1063. From Equation 2.4, for E=10 keV E′=9.6 keV. Therefore the intensity of the

scattered x-rays detected at approximately 10 keV was shown to be proportional to Zeff for

4≤ Z ≤16 in the theoretical case.

These relationships with IS , ρ and Z are key theoretical results which provided the basis of

the material identification analysis in this thesis. These two examples demonstrate that if

energy information is measured from a backscatter signal, it is possible to obtain information

about the material properties of the scatter object.
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Figure 2.13: Scatter intensity as a function of density calculated at 10 keV for all
materials with 3< Zeff ≤ 16. The scatter intensity is normalised to the maximum scatter
intensity point. An empirical fit y=Ae−b(x−4.00)+c was fit to the data. The point Zeff=3
was excluded from the fit. See the main text for information about the fit parameters.

2.3.7 Sample thickness dependence on IS

Sample thickness is an important factor in the detected scatter intensity. Figure 2.14 shows

the relationship between scatter intensity and Z at 10 keV (Figure 2.14a) and ρ at 50 keV

(Figure 2.14b) for four different sample thicknesses, L=1.0, 5.0, 10.0 and 50.0 mm.

As shown in Figure 2.14a, at 10 keV the scatter intensity is similar regardless of the sample

thickness for materials with Z >8. This is because the atomic number is sufficiently large

that even very small amounts of material cause considerable absorption of the x-ray beam.

The scatter observed is only occurring from the surface of the material. The dominant

interaction at 10 keV is photo-electric absorption for all materials with the exception of Z=3.

As the atomic number decreases, the deviation from the exponential decay occurs at higher

Z the smaller the sample thickness. For 1.0 mm the deviation is at Z=8, for 5.0 mm around

Z=5, and for 10.0 and 50.0 mm at Z=3. The gradient of the exponential is also larger the

larger the sample thickness. Therefore in theory the relationship between scatter intensity

and atomic number follows an exponential trend regardless of the sample thickness, but

the parameters of the exponential trend depend on the sample thickness. Hence for some

materials knowing the thickness of the material is extremely important for determining the

atomic number.
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(a) (b)

Figure 2.14: Backscatter intensity as a function of atomic number with (A) E=10 keV
and as a function of density for (B) E=50 keV. For both intensities were calculated for
sample thicknesses of 1.0 mm (blue), 5.0 mm (red), 10.0 mm (green) and 50.0 mm (purple).
All intensities were calculated using Equation 2.14 using attenuation coefficient data from
NIST XCOM [52] and Z, ρ and ρe information shown in Figure 2.9 and Figure 2.10.

In addition, consider the relationship between ρ and IS at 50 keV for different thicknesses,

as shown in Figure 2.14b. The scatter intensity changes with L considerably here too. For

L ≤10 mm the scatter intensity increases with increasing sample thickness, and follows a

similar trend for all thicknesses. The dominant interaction for most of the organic materials

at 50 keV is Compton scattering and hence the thicker the material the greater the amount

of Compton scattering as there is more material to scatter off. This is the case only up

to a point, as for L=50.0 keV the scatter intensity saturates at a density of approximately

1.0 g cm−3, and fluctuates more with increasing density from ρ=1.5 g cm−3. As the sample

is so thick, the scatter intensity is limited by the penetration depth, which is dependent on

Zeff . Again, knowing the thickness of material is of high importance for determining the

density, as in cases of large sample thickness, can limit the measurement altogether.

As these theoretical results show, the sample thickness has a significant effect on the scatter

intensity. In practice, a backscatter system with perfect material identification capabilities

would also need to account for sample thickness. Sample thickness estimation was not studied

in the main part of this thesis, however adaptations to the technique to estimate the sample

thickness are reviewed at length in the discussion (see Section 9.6).

2.4 X-ray detectors

There are two main types of x-ray detectors: scintillator and semi-conductor detectors.

Scintillation detectors are used in commercial backscatter imaging systems. In this application
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they are operated in a way where the time-integrated beam intensity is measured, known as

energy-integration mode. A semi-conductor detector with a cadmium telluride crystal (CdTe)

was also used in the development work discussed in this thesis. CdTe detectors typically

operate in photon-counting mode where the energy of each individual photon is measured.

The theory of operation of both detectors will be discussed in detail.

Figure 2.15: Schematic diagram of (a) a semi-conductor and (b) a scintillator x-ray
detector. The valence and conduction bands are shown with the different band gaps. When
an x-ray photon interacts with a semi-conductor detector material it creates electron hole
pairs which are collected directly. When an x-ray photon interacts with a scintillation
detector, scintillation light is produced in a multi-step process. See the main text for further
details.

2.4.1 Semi-conductor detectors

A semi-conductor material is a material in which the energy difference between the valence and

conduction band (called the bandgap) is approximately 1 eV [40]. At non-zero temperature,

there are a number of electrons in the conduction band due to thermal excitation, and an equal

number of holes in the valence band. The material can be used to detect x-rays by attaching

an anode and cathode to either side of the semi-conductor material and applying a potential

difference. The applied potential difference creates an electric field in the semi-conductor

which causes the electrons to be attracted towards the positive anode and holes to the

negative cathode. A charge-free area is created in the centre of the semi-conductor material

called the depletion region.

When an x-ray photon is incident on the detector, the photon interacts with the material

in the depletion region by photo-electric absorption or Compton scattering (as discussed in

Section 2.2). Both interactions result in the ejection of an electron from an atom in the



Theory 41

material with a high kinetic energy. This ejected electron is known as the primary electron.

The primary electron travels through the depletion region and loses its energy by ionising

the atoms of the semi-conductor material, creating many electron-hole pairs. The electrons

generated in this step are known as secondary electrons. The secondary electrons and holes

are swept to the anode and cathode respectively by the applied electric field. If the electrodes

are connected to a circuit, a current pulse is generated with an amplitude proportional to

the number of electron-hole pairs generated. The number of electron-hole pairs created is

proportional to the primary electron energy which is in turn proportional to the energy of

the incident photon. Hence the amplitude of the generated current is proportional to the

incident x-ray photon energy.

2.4.1.1 Cadmium telluride and CZT

Cadmium telluride (CdTe) is a semi-conductor material that is used to make semi-conductor

radiation detectors. A crystal of CdTe contains Cadmium (Z=48) and Tellurium (Z=52)

in equal stoichiometric ratio. The bandgap for CdTe is 1.44 eV [60]. One of the biggest

advantages of CdTe is that radiation detectors can operate at room temperature and

maintain high energy resolution of typically ∼0.5 keV for x-rays <40 keV in energy [61].

As a result, CdTe detectors are used in many different scientific disciplines, for example in

astronomy, nuclear security and medical imaging [19, 62–64]. CdTe detectors have also been

used in prototype explosives detection systems for x-ray transmission and x-ray backscatter

imaging [17, 22]. Nonetheless CdTe is not currently used in field systems due to cost and

efficiency constraints.

Current CdTe manufacturing methods mean that crystals can only be produced in relatively

small sizes. For example, 5×5 mm and 1 mm thickness is the standard dimensions of a

commercially available CdTe detector [60]. Although the photo-electric absorption efficiency

is >90% for x-rays with energies below 65 keV [60], individual crystals of CdTe are still

inefficient compared to inorganic scintillators that can be manufactured into larger sizes.

This is particularly problematic for backscatter imaging where the incident beam to scattered

beam ratio is typically less than 10−5 [65]. Additionally, CdTe is a very expensive detector

material compared to most commonly used inorganic scintillators.

Energy spectra acquired from CdTe detectors are affected by peak distortion due to a process

called hole tailing. Single energy peaks can appear skewed from a perfect Gaussian with a

peak tail or shoulder appearing on the low energy (left hand) side of the centroid. This is

caused by impurities in the CdTe crystal. Impurity sites can capture holes as they migrate

through the crystal. This can result in incomplete signal collection, and hence some energies
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are recorded lower than they should be as part of the signal has been lost. The hole tailing

effect increases with increasing x-ray energy [60].

Polarisation is also a problem in CdTe [66]. Polarisation occurs when negative charges are

trapped by cadmium vacancies over a period of sustained bias voltage [19, 60]. This effect

reduces the overall electric field strength across the crystal which reduces the size of the

depletion region [40]. Thus the total overall charge that can be collected is reduced. The

effect is most noticeable at low bias voltage (∼200 V) where peak shifts of up to >2% per

hour have been recorded (on a commercially available 1 mm thick CdTe crystal). At higher

bias voltages (∼750 V), which were used in this work, the effect is negligible [60].

One way to overcome the polarisation effect in CdTe is to replace some of the Cd sites with

zinc (Zn) to create CdZnTe (known as CZT). The chemical equation is Cd1−xZnxTe where x

ranges from 0.1 to 0.2 [19]. The bandgap in CZT with x=0.1 is 1.57 eV [19] therefore it can

also be operated at room temperature. CZT is also used in a wide range of x-ray and gamma

ray applications [18]. However, CZT suffers from a larger hole tailing effect than CdTe due

to decreased hole mobility. The hole lifetime is typically 2×10−6 s for CdTe, an order of

magnitude smaller than for CZT [67]. Costs of CZT are also high due to manufacturing

methods.

At present, due to the cost and low efficiency of CdTe and CZT compared to inorganic

scintillator materials that can be manufactured into large sizes, use of this material in x-ray

backscatter systems would not be viable. CdTe was in this proof-of-concept study however

because full energy resolution was required for diagnostic purposes.

2.4.2 Scintillation detectors

Scintillation detectors for x-ray detection are made from insulator materials (bandgap ∼8 eV)

which are doped with an activator. The activator introduces energy levels in between the

valence and conduction band. The activator ground state lies just above the valence band

and activator excited states lie just below the conduction band. An illustration of this band

structure is given in Fig. 2.15b.

When an x-ray interacts with the scintillator material a primary electron is emitted through a

photo-electric absorption or Compton scattering interaction. Similar to the semi-conductor

case, the primary electron loses energy by creating electron-hole pairs in the medium. Electrons

are excited to the conduction band and populate the activator excited states. De-excitation

then occurs from the activator excited states to the activator ground state, and a photon

is released in the process [68]. The photon wavelength is in the visible light range. The

intensity of visible light emitted by the crystal upon interaction with an x-ray is proportional
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to the number of electron-hole pairs created by the primary electron, and hence proportional

to the energy of the incident photon.

The scintillation light must then be converted into a current pulse in order to be processed

by an electronic circuit, unlike in the semi-conductor case where the collected electrons and

holes form the electronic signal directly. Photo-multiplier tubes (PMTs) are used for this

purpose. Other devices such as silicon photo-diodes (SiPMs) can also be used, but these

devices are not commonplace in commercial x-ray backscatter imaging due to cost.

A PMT is a device that converts and amplifies the scintillation light pulse. It consists of a

metal cathode and several metal dynodes with a concave shape. A diagram is of the inside of a

PMT is shown in Figure 2.16. A scintillation photon exits the scintillator crystal and impinges

on the photo-cathode. The scintillation photon interacts with the photo-cathode surface

via the photo-electric effect and a photo-electron is released. The photo-electron is then

accelerated through a potential difference to the first dynode. The photo-electron hits the

surface of the first dynode and a number of secondary electrons are released (approximately

5 per photo-electron [69]). The secondary electrons are then accelerated to the next dynode,

upon which more electrons are released from the surface upon electron impact. PMTs

typically have 10 dynodes and this process repeats until the electrons reach the last dynode,

known as the anode. The electrons collected at the anode induce a current in the analysis

circuit.

Figure 2.16: A scintillation photon is converted into an electronic signal using a photo-
multiplier tube (PMT). A potential difference is applied across the cathode and anode.
A series of resistors (R) are used so that each dynode is at a higher potential than the
previous [69]. PMTs typically contain about 10 dynodes. The number has been reduced in
this diagram for clarity. HV stands for high voltage.
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Due to the multi-step process of signal collection and a larger bandgap, scintillation detectors

have lower energy resolution compared to semi-conductor detectors. However, scintillation

detectors are typically less expensive and can be manufactured more easily into larger

sizes. As is the case with CdTe/CZT (but not most semi-conductor detectors), inorganic

scintillator detectors can be operated at room temperature and temperatures suited to field

environments without cooling. As a result, scintillation detectors are often more efficient

than semi-conductor detectors and have more practical applications.

Currently, only inorganic or plastic scintillation detectors are used on commercial x-ray

backscatter field systems. Detector materials include Cesium iodide (CsI), Calcium tungstate

(CaWO4), BaFCl, gadolinium oxysulphide (Ga2O2S or also known as Gadox) and plastic

scintillator polyvinyl toluene (PVT) [10, 14, 15, 70, 71]. Details of commercial systems will

now be explained in Chapter 3.
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Backscatter imaging systems

This chapter discusses the operation of commercial backscatter systems building on the

physical theory from Chapter 2. An overview of the imaging technique and detector system

is provided. Technical challenges in industrial backscatter imaging are also discussed. A test

backscatter image is presented to highlight the basic organic/inorganic material separation

achievable on current systems, and demonstrate the need for improved material identification.

3.1 Image acquisition

All types of backscatter system consists of an x-ray source and a detector panel on the

same side of the object as the source. The x-ray beam is fired at the object to be scanned

and the x-rays that are scattered in the backward direction are detected by the detector

panel. There are two methods of image acquisition: space-multiplexing and time-multiplexing.

Time-multiplexing is by far the most common method so will be described in full in what

follows. A description of space-multiplexing can be found in reference [10].

In the time-multiplexing method, the x-ray beam is highly collimated. A typical beam spot

has a 8 mm diameter 1 m from the source. The x-rays irradiate an ∼8 mm area of the

object. The x-rays interact with the material within the irradiated area via the photon-matter

interactions discussed in Section 2.2. Some x-rays are scattered back in the direction of the

incoming x-ray beam by Compton scattering. The scattered x-ray intensity is measured by

the detector through a series of signal processing steps. The intensity is used to assign a

greyscale value to the pixel in the backscatter image. This is shown in Figure 3.1a.

The x-ray source collimator can rotate, and in doing so generates a sweeping pencil beam of

x-rays. To perform a line scan which creates one line in the backscatter image, the x-ray

beam is swept down the height of the object. Typical backscatter images are 1000 pixels tall,

45
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Figure 3.1: Schematic diagram showing time multiplexing method for backscatter imaging.
Fig. a) shows the collimated x-ray beam incident on a small area of the object (pixel). Some
of the beam is scattered back towards the detector and this is detected. To acquire a line
scan of the image, a rotating collimator is used which sweeps the beam down the height of
the object, Fig. b).

so 1000 different samples are acquired down the object length. For each sample selected, the

detectors collect and processes the scattered beam before the beam moves on to the next

pixel. To create a 2-dimensional image, the object is moved relative to the x-ray beam and

multiple line scans are acquired along its length. For a vehicle scan, this could involve the

vehicle driving slowly past the backscatter imager. For a scan using a handheld scanner, this

could involve the operator slowly moving the device across the object of interest.

The collimator on a backscatter system typically rotates at 3000 rpm. Each line of the image

is acquired in ∼0.02 s and each pixel in ∼20 µs. The radiation dose for a backscatter scan

is low enough for scans to be performed on vehicles without the driver leaving the vehicle.

For example, a scan using the AS&E ZBV backscatter scanner (which will be discussed in

more detail in Section 3.3) the dose to the driver is <0.04 µSv per scan at a driving speed of

5 km h−1 [72], and 0.07 µSv per scan at 1.5 km h−1 [10] (assuming a scan distance of 1.5 m

in both cases). In both cases this adheres to the American National Standards Institute limit

of <0.1 µSv per backscatter scan (ANSI standard N43.17) [72].

3.2 Detector material and signal processing

As discussed in Section 3.1, the acquisition time per pixel in the backscatter system is ∼20 µs.

The signal must be collected and processed by the electronics in 20 µs before the beam

moves on to the next pixel to avoid the signals overlapping. It is therefore paramount that

detectors with fast response times are used. Scintillation detectors are used such as CaWO4,
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BaFCl, Gd2O2S (gadox) and PVT (as discussed in Section 2.4.2). The response times for

these materials are 6 µs [73], 7 µs [74], 3 µs [75] and 1.6 ns [76] respectively.

In order to measure the energy spectrum of an x-ray beam using a Gadox detector for example,

one photon should arrive no more rapidly than every 3 µs. If the excitation of the detector

crystal is caused by one single photon then the amplitude of the scintillation pulse is directly

proportional to that photon’s energy. If multiple photons arrive before the crystal has a

chance to decay, the amplitude of the scintillation pulse will not be proportional to one

photon’s energy but many different photon energies. The energy information for each photon

is lost because there is no way of telling how the energy of each individual photon contributed

to the pulse.

This is exactly what happens in the backscatter imaging process. The number of photons

incident on the detector is of the order 600 photons µs−1 (calculated from signal-to-noise

ratios reported in [77]), much higher than the 1 photon per 3 µs threshold for complete

energy resolution. The result is the detectors can measure the intensity of the scattered beam

but not any spectral information.

As a result the detector is operated in energy integration mode regardless of the detector

material used. This is done to ensure high x-ray collection efficiency of the scattered beam

which allows the time per scan to be kept to a minimum. A diagram of the energy-integration

process in the data acquisition system is shown in Figure 3.2. The current pulse from the

photo-multiplier tube (PMT) is converted in a voltage signal by a trans-impedance amplifier

(TIA). The voltage pulse is then sent to an analog-to-digital converter (ADC). The ADC is

sampled by a FPGA (field-programmable gate array which is a standard programmable circuit

board) at a frequency of 5 MHz. The FPGA integrates over all the ADC samples in a 20 µs

time window (100 samples) [78]. The total integrated value is the output detector response.

The detector response value is then sent to image processing software and a greyscale value is

Figure 3.2: Data acquisition system flowchart for acquiring an energy-integrated detector
response measurement [78]. From the photo-multiplier tube the signal passes to the trans-
impedance amplifier (TIA) then to the analog-to-digital converter (ADC). The ADC is
sampled at a rate of 5 MHz by the FPGA. The output detector response value is an
integration over 100 samples of the ADC over a 20 µs time window.
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assigned to the response to create one pixel in the image. On systems with multiple detectors,

the response from all the individual detectors is summed and the sum is used by the image

processing software.

3.3 Commercial systems

There are many x-ray backscatter imaging systems commercially available for security scanning

of vehicles and cargo. One such system is the Rapiscan and AS&E Mobile-ZBV system [79].

The system has a 225 kVp x-ray source and a BaFCl scintillator detector panel which are

mounted on the side of a van. The system is portable as it can be driven easily on public

roads, and has a maximum vehicle scanning speed of 10 km h−1 [79]. The system is routinely

used to scan trucks, lightly loaded cargo and passenger cars [9, 72].

Backscatter portal systems are also employed to scan passenger vehicles [80] and trucks and

cargo [81]. Such systems utilise multiple detectors at different angles relative to the source

in order to obtain up to six different views of the subject. These systems are extremely high

throughput. Passenger systems of this type can scan up to 400 cars per hour [80], and

cargo systems up to 250 trucks per hour [81]. Systems making use of both backscatter and

transmission imaging (dual imaging systems) are also commonplace, such as the Eagle P60

ZBx portal system [82] and the Eagle M60 ZBx mobile system [83].

An example of a handheld device is the Mini-Z backscatter imaging system [12]. This system

uses a 70 kV x-ray source and BaFCl detector panel. During operation the device is moved

across the object of interest by the user and images are obtained in real time. The Mini-Z

device can be used for scanning vehicle tyres, abandoned luggage and other areas of vehicles

that are difficult to access.

3.4 Example backscatter image

An example backscatter system is shown in Figure 3.3. This system was a mobile backscatter

system that was under development at Rapiscan Systems Cargo Division, Stoke-on-Trent,

UK in April 2019. A picture of the full system is shown in Figure 3.3a. The backscatter

imaging system was mounted on the chassis of a Mercedes truck.

The detector panel had 14 Gadox detectors each 300×300 mm2 in area. Each detector had

a PMT and signal processing unit connected behind it, as shown in Figure 3.3c. The x-ray

beam collimator was behind the two empty central detector spaces on the second row of

the detector panel. A picture of the collimator is shown in Figure 3.3b. The imaging unit
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(a) Photograph of a backscatter image system in development showing the detector panel, position of x-ray
source collimator and x-ray beam and path. The detector panel contains 14 detectors. The x-ray tube fires
x-rays through the vertical gap in the detector panel. The rotating collimator (Fig. B) is used to generate a
sweeping pencil beam. The x-ray tube cooling system and the detector acquisition system (Fig. C) are housed
behind the detector panel in the container.

(b) Photograph of the rotating collimator used on the backscat-
ter system. The device is used to create a sweeping pencil
beam of x-rays.

(c) Photograph of the back of one of the
backscatter detectors shown in the panel in
(A). The white box shows the signal process-
ing electronics and the black tube houses the
PMT.

Figure 3.3: Labelled images of a backscatter system in development at Rapiscan Systems,
Stoke-on-Trent. (A) is the full backscatter system, (B) is the x-ray source collimator and
(C) is the back of one of the backscatter detectors. All author’s own images.
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also contained a cabin behind the detector panel which housed image processing and system

monitoring computers. The cabin was accessible for personnel and was adequately shielded

to ensure negligible radiation dose to the occupants while the system was scanning. Inside

the cabin the acquired images were viewed.

Figure 3.4 shows a backscatter image of a forklift truck acquired using the development

system. The forklift truck was carrying a test piece as part of an image performance analysis.

The bottom section of the test piece was 50 mm thick HDPE. The top plate was 6 mm steel.

A test piece containing HDPE rods of varying thickness was mounted on the front of the

steel, and a HDPE diamond shaped test piece on the back of the steel. The forklift truck

was driven forwards through the x-ray beam and then reversed back through the beam. A

single image was acquired so the truck appeared twice. The truck was reversed at a slower

speed than it was driven forwards which is why the right hand image of the truck was wider

than the left hand image. The total acquisition time was approximately 30 s.

Figure 3.4: Backscatter image of a forklift truck carrying a test piece comprised of steel
(top) and HDPE (bottom).

The image demonstrates the level of material identification that is currently achievable with

field backscatter systems. The image clearly shows the distinction between organic and

inorganic materials. The organic materials such as the HDPE plastic on the test piece and

the driver’s body appear bright in the image indicating a high-intensity of backscattered

beam. The inorganic materials such as the steel part of the test piece and the body of the

forklift truck appear much darker as the backscatter signal from these materials is much

lower in intensity. This level of separation is clearly adequate to pick out shapes in the image.

However, the person’s body and the HDPE plastic test piece appear the same brightness

even though they are made from very different organic materials. Therefore materials can

only be broadly classified as organic or inorganic and in order to improve material separation

beyond this the technology must be improved. The next chapter will discuss how this can be

achieved using spectrum unfolding methods.



Chapter 4

The energy spectrum reconstruction

method

To improve material identification in x-ray backscatter imaging, spectral information about

the x-rays that are being scattered is required. Spectral information cannot be acquired

directly from the detectors used on field systems as these detectors are energy integrating.

The central idea of this work is to acquire spectral information from detector response

measurements using a series of detector filters and a spectrum reconstruction algorithm. This

chapter will present the theory behind how this is achieved.

Firstly the theory of inverse problems is discussed. The Tikhonov regularisation method

is presented as a way of solving such problems. The theory is then applied to the energy

spectrum reconstruction problem. The features of Tikhonov solutions when applied to this

problem are then investigated through a discussion of solution intrinsic error, measurement

error and stability. Practical considerations such as the choice of filters are discussed in depth.

It should be noted that throughout this chapter the mathematical definition of ”consistent”

is used which means there is at least one solution to the system of equations. The term

”inconsistent” means there is no solution to the system of equations.

4.1 Theory of inverse problems

Consider the linear system

A~x = ~b. (4.1)

The system describes how a set of measurements can be related to a physical model and a set

of parameters. The physical model is given by the matrix A, the parameters by the vector ~x
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and the measurements by the vector ~b. Often it is necessary to find the parameters of a model

given a set of measurements, hence find ~x given an assumed model A and measurements ~b.

This is known as the inverse problem.

In the case where the system is consistent, the solution is ~x = A−1~b. However in practice

measurement errors and model simplifications mean that the system is more likely an

inconsistent system that can be described as

A~x ' ~b. (4.2)

Complex systems in many scientific fields are modelled using this type of linear system.

Solving the inverse problem is therefore fundamental to many scientific methods, including

geological surveying [84], image deblurring [85] and x-ray tomographic imaging [30].

4.1.1 Finding the least squares solution

Consider the inconsistent system given in Equation 4.2, A~x ' ~b. A is taken to be a square

matrix of size n, and ~x and ~b vectors with length n. This is the case where there are as many

unknown model parameters as data measurements.

The system A~x ' ~b has no solution ~x so that A~x = ~b. Instead the least squares solution to

the problem can be found. This is the solution that minimises the difference between the

recorded data, ~b and the calculated solution, A~x, known as the residual vector ~r,

~r = A~x−~b. (4.3)

This is equivalent to minimising the length of the vector ~r, given by the 2-norm of ~r,

||A~x−~b||2 = ||r||2 =

√∑
i

r2i . (4.4)

Here ||~r||2, is the 2-norm of ~r and ri represents the projection of ~r along î. All î are orthogonal

basis vectors. The matrix A can be written as A = [ ~a1, ~a2, ..., ~an], where ~ai are column

vectors. The column space of A is defined as the space spanned by these column vectors. A

representation of the column space of A is shown in Figure 4.1. The column space is shown

as 2-dimensional for ease of visualisation however this does not have to be the case generally.

All the vectors ~c for which the system A~x = ~c is consistent lie within the column space of A,

Col(A), meaning they lie in the space spanned by the column vectors ~ai. In order to find the

vector c that is closest to b, b is projected onto Col(A). This projection is denoted b̂. The



The energy spectrum reconstruction method 53

Figure 4.1: A diagram showing the projection of ~b onto the column space of A, Col(A).

The projection is b̂. b̂ is the least squares solution to A~x = ~b. The vector~b−b̂ is perpendicular
to b̂ and the plane Col(A) [86]. Col(A) is shown as a 2-dimensional plane for ease of
visualisation, however in general can be any dimension.

least squares solution is given by x̂ where Ax̂ = b̂ because b̂ is the vector in Col(A) most

similar to ~b so ~r is minimised. This process is shown in Figure 4.1.

~b− b̂ is perpendicular to b̂ and hence is orthogonal to the column vectors of A. Therefore for

every ai, ~ai · (~b− b̂) = 0. Hence,

AT (~b− b̂) =


~a1

~a2

...

~an

 · (~b− b̂) = 0. (4.5)

Rearranging Equation 4.5 and substituting Ax̂ for b̂ gives,

ATAx̂ = AT b (4.6)

Equation 4.6 defines a consistent system which can be solved for x̂,

x̂ = (ATA)−1AT~b, (4.7)

the least squares solution which minimises ||~r||2. Although a solution exists, the solution may

not be unique. There are multiple least squares solutions when the column vectors ai are

co-planar rather than orthogonal, and in almost all physical applications this will be the case.
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Therefore there are may ways to write the solution b̂ as a linear combination of [ ~a1, ~a2, ..., ~an].

If ~ai are orthogonal there is only one way to write b̂ and hence only one least squares solution.

4.2 Tikhonov regularisation

In most real-world applications of inverse problems, there are many least squares solutions to

the problem A~x ' ~b, especially if the dimensions of A are large. Tikhonov regularisation [87]

(also known as ridge regression) is one well established method that can be used to choose the

most suitable least squares solution. This will now be explained by following references [88–90].

As in Section 4.1.1, A is a square matrix of size n and ~x and ~b are vectors of length n.

The Tikhonov solution can be written as

min ||A~x−~b||22 + β||~x||22 (4.8)

where β is a factor known as the regularisation parameter. This controls how much the

solution ~x is regularised by the ||~x||22 term.

Equation 4.8 can be written as

min ||

[
A

β~I

]
~x−

[
~b

0

]
||22 (4.9)

where I is the identity matrix. Rewriting [A βI]T as the matrix P, we obtain,

min ||P~x−~b||22 (4.10)

which is the same as solving the problem P~x = ~b for the least squares solution. As discussed

in Section 4.1.1, the least squares solution is

(PTP)−1~x = PT~b. (4.11)

Substituting back in for P and multiplying out yields,

[AT βI]

[
A

βI

]
x = [AT βI]

[
~b

0

]
, (4.12)

(ATA + β2I)~x = AT~b. (4.13)
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Rearranging for ~x gives the Tikhonov solution,

~xβ = (ATA + β2I)−1AT~b. (4.14)

4.2.1 The L-curve method

The Tikhonov solution depends entirely on the value of the regularisation parameter β. The

L-curve method can be used to decide on the best value of β for the particular application.

Figure 4.2 shows the relationship between ||A~x−~b||22 and ||~x||22, known as the L-curve. The

”L” shape is characteristic of all inverse problems. For the lowest ||A~x−~b||22 there is a very

rapid increase in ||~x||22 as ||A~x−~b||22 decreases. For larger ||A~x−~b||22, in the region to the

right of the corner of the ’L’, solutions to ~x are much smoother and low values of ||~x||22 result.

To find β all the solutions where ||A~x−~b||22 ≥ δ are considered. Here δ is the total error in

the data (if ~b is the measured data where ~b = {b1, b2, ..., bn}, then δ =
∑n

i=1 σbi where σbi

Figure 4.2: The relationship between the 2-norm of the residual ||Ax−b||22 and the 2-norm
of the solution ||x||22 for an example inverse problem. The curve shape is characteristic
of all inverse problems. The vertical line labelled β marks the value of β calculated using
Morozov’s discrepancy principle using an error δ, as discussed in Section 4.2.1. The point is
just to the right of the corner of the L meaning the solution will have a small residual and
also be stable.
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is the error associated with the measurement bi). When ||A~x−~b||22 becomes smaller than δ,

the solution is no longer an accurate representation of the data. Because the residual is now

smaller than the errors in the data, the noise in the data is now being fitted rather than the

data itself. However, if ||A~x−~b||22 is too large, the Tikhonov solution will be overly regularised

meaning any features in the solution will be smoothed over. The Tikhonov solution is the

solution out of the set of solutions with ||A~x−~b||22 ≥ δ with the smallest ||~x||22.

The optimum solution lies just to the right of the corner of the L on the L curve where both

||A~x −~b|| and ||~x|| are small. This should correspond to the point where ||A~x −~b|| = δ,

where δ is the noise in the data. The value for β must be chosen so the ||A~x −~b|| = δ

solution is selected, which is typically done using numerical methods. One such method is an

implementation of Morozov’s discrepancy principle [91, 92], although other methods do exist

such as the triangle method [93].

4.2.2 Morozov’s discrepancy principle

Following [91], in the Morozov discrepancy principle method, an initial value for β = β0

and a step size d are defined. The initial value is arbitrary, but greater than zero. An initial

solution, x0 is found using Equation 4.14, and the residual ||A~x0 −~b|| is evaluated. If this

residual is greater than δ then β is increased by a factor of d, β1 = β0d. A solution ~x1 found

using Equation 4.14. The residual ||A~x1 −~b|| is evaluated, and if it is again less than δ, β

is increased again by the step size d, β2 = β0d
2. This process is repeated k times until βk

yields a residual less than δ. Therefore we have ||A~xβk−1
−~b|| > δ and ||A~xβk −~b|| < δ.

The next stage is to hone in on the value of β to get as close to the ||A~xβ −~b|| = δ solution

as possible. An average value βl is selected where βmin = βk−1 and βmax = βk,

βl =
(βmin + βmax)

2
, (4.15)

and xβl is evaluated. If ||A~xβl −~b|| < δ, then βmin = βl. If ||A~xβl −~b|| > δ then βmax = βl.

βl is then recalculated using Equation 4.15 with the new values of βmin or βmax. The process

is repeated until ||A~xβl −~b|| = δ and β = βl.

4.2.3 Evaluating errors in the Tikhonov solution

In order to determine the error in the Tikhonov solution based on the error in the data,

the covariance matrix of x must be evaluated, Cov(x). Cov(x) is a diagonal matrix

Cov(x) = diag(σ2x1
, σ2x2

, ..., σ2xn), where σxi is the error in the measurement of xi.
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As discussed in Section 4.2, the Tikhonov solution is given by

~xβ = (ATA+ β2I)−1AT~b, (4.16)

therefore, Cov( ~xβ) is

Cov(~xβ) = Cov((ATA+ β2I)−1AT~b). (4.17)

Using the relationship Cov(A~x) = ACov(~x)AT [88], Equation 4.17 can be written as

Cov(~xβ) = (ATA+ β2I)−1ATCov(~b)A(ATA+ β2I)−1. (4.18)

Cov(~b) is a diagonal matrix Cov(~b) = diag(σ2b1 , σ
2
b2
, ..., σ2bn), where σbi is the error in the

measurement of bi. The errors in each xβi are given by the elements of Cov(~xβ). Note that

the errors given in Cov(~xβ) are only due to the errors in the measurement of ~b and do not

take into account the choice of β which will add additional bias to the solution.

4.3 Spectrum reconstruction as an inverse problem

The following section will show how the energy spectrum reconstruction problem can be

formulated and solved as an inverse problem. The method in this section was independently

formulated by the author but since discovered a similar formulation by I Kanno et al. The

technique is called “energy spectrum unfolding” and has been applied to x-ray CT for medical

applications [24–29], and recently shown promising developments in material identification in

x-ray CT [94, 95].

The detector response from an energy integrating detector D, can be written as [26]

D =

∫ Emax

0
EN(E) dE, (4.19)

where E is the photon energy, N(E) is the number of photons with energy E, and Emax is

the maximum energy in the energy spectrum. The equation describes a perfect case that

does not account for detector efficiency effects. Equation 4.19 can be discretised so that

D ≈
m∑
i=0

EiNi (4.20)

where Ni is the number of counts in bin i and Ei is the bin energy (usually the bin centre)

over the energy range 0 to Emax. The total number of bins in the spectrum is m.
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Consider a hypothetical energy spectrum where m=2. The spectrum consists of two bins

with the midpoint energy of each bin as E0 and E1. The number of counts in each bin is N0

and N1. In order to reconstruct (or “unfold”) the energy spectrum, two different detector

response measurements are required, each with a different thickness of filter. If the spectrum

is passed through two different filters, one with thickness x0 and the other with thickness x1,

we obtain the following relations

Dx0 = E0N0e
−µ(E0)x0 + E1N1e

−µ(E1)x0 (4.21)

Dx1 = E0N0e
−µ(E0)x1 + E1N1e

−µ(E1)x1

through Equation 4.20 and the Lambert-Beer law given in equation Equation 2.10. Equa-

tion 4.21 is a set of two simultaneous equations which can be solved for N0 and N1 provided

Dx0 and Dx1 are known. Dx0 and Dx1 are the filtered response measurements so can be

measured experimentally. Equation 4.21 can be written in matrix form as(
Dx0

Dx1

)
=

(
E0e

−µ(E0)x0 E1e
−µ(E1)x0

E0e
−µ(E0)x1 E1e

−µ(E1)x1

)(
N0

N1

)
. (4.22)

This demonstrates that in order to calculate an energy spectrum with two bins, a detector

response measurement D should be acquired for two different filters and the above system of

linear equations solved for N0 and N1. N0 and N1 give the number of photons with energy

E0 and E1 respectively, hence an estimation of the energy spectrum.

This can be generalised for a spectrum with m bins calculated using n different filtered

detector response measurements. The system of linear equations
Dx0

Dx1

...

Dxn

 =


E0e

−µ(E0)x0 E1e
−µ(E1)x0 ... Eme

−µ(Em)x0

E0e
−µ(E0)x1 E1e

−µ(E1)x1 ... Eme
−µ(Em)x1

... ... ... ...

E0e
−µ(E0)xn E1e

−µ(E1)xn ... Eme
−µ(Em)xn




N0

N1

...

Nm

 . (4.23)

is then solved to reconstruct an energy spectrum with m bins. For clarity Equation 4.23 can

be written as

~D = W ~N, (4.24)

or, when taking into account measurement uncertainties in ~D,

~D 'W ~N, (4.25)

where Wij =
∑n

i

∑m
j Eje

−µ(Ej)xi . W is known as the system matrix. As the energy

spectrum is continuous, W can be thought of as a sample of the filtered detector response
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at particular energies and material thicknesses. This method for generating W is known as

the quadrature method [89]. Equation 4.25 is the same form as the general inverse problem

presented in Section 4.1. The number of counts in each energy bin (the spectrum) can be

found by solving the inverse problem.

4.4 Choice of filters

An integral part of the reconstruction problem is the choice of filters {x0, x1, ...xn}. The

choice of filters depends on the spectrum reconstruction problem, particularly on the x-ray

spectrum energy range and the number of energy bins required. The filter material is also a

consideration to ensure the experiment can be carried out practically. This section provides

some practical details about the choice of filter thickness. Further experimental details are

explained in Section 5.6.

The chosen spectrum energy range was 0-50 keV. This was because a 50 kVp x-ray tube was

used in the experiment, thus the maximum energy scattered (coherently) was 50 keV. In this

work, only the case where m=n was considered. Ten filters were used (m=n=10), determined

to be the minimum number of bins to see detail in the energy spectrum. Aluminium was

chosen as the filter material to provide appropriate filtration within the energy range of

interest without the filters being too thin or thick within the geometry constraints.

The thicknesses of aluminium were chosen so that for each energy bin the percentage of

gamma rays transmitted at the bin-centre energy was 10%. This transmission percentage

was chosen to ensure a measurable difference between filters and a reasonable detection rate

for each filter. The same transmission percentage was used for each filter to ensure linear

bin spacing. As this was a proof-of-concept study, a constant transmission percentage was

used as the simplest case. Other combinations of transmission percentages and non-linear

bin spacing were not considered but will be the subject of discussion and future work (see

Section 9.2.2).

This filter thickness xf was calculated by considering the attenuation equation given by the

Lambert-Beer law (Equation 2.10),

xf =
1

µ(EC)
ln(10) (4.26)

where µ(Ec) is the attenuation coefficient for aluminium at the bin centre energy, Ec, as

quoted in the NIST XCOM database [52]. The thinnest filter (filter A) was 0.0066 mm thick

(10% of 2.5 keV x-rays transmitted through 0.0066 mm of aluminium), and the thickest

filter (filter J) was 21.1 mm thick (10% of 47.5 keV x-rays transmitted through 21.1 mm of

aluminium). All other the filter thicknesses are given in Table 4.1.
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# EC , keV Filter thickness, mm

A 2.5 0.0066 ± 0.0015
B 7.5 0.14 ± 0.01
C 12.5 0.63 ± 0.02
D 17.5 1.68 ± 0.09
E 22.5 3.47 ± 0.16
F 27.5 6.0 ± 0.22
G 32.5 9.26 ± 0.28
H 37.5 13.0 ± 0.34
I 42.5 17.0 ± 0.38
J 47.5 21.1 ± 0.43

Table 4.1: Thicknesses of aluminium filter used for the ten bin spectrum reconstruction.
Errors quoted are due to experimental uncertainties and are discussed in Section 5.6.

4.5 Correcting for experimental effects (RCF)

The spectrum reconstruction formulation discussed in Section 4.3 assumes the detector

response is only due to the proportion of the backscattered beam that has traversed the

entire thickness of the filter. However, experimentally additional factors such as scattering

will increase the detector response above this. In addition, experimental factors change the

detector response compared to what is expected from the simple model. Such effects include

the x-ray tube alignment, errors in the filter thickness and detector efficiency effects (for

example escape events, charge trapping and polarisation in CdTe [61, 67, 96]).

In order to account for these effects, a response correction factor, referred to as the RCF or

by the variable α in what follows, was introduced into the system of linear equations to give,

~α~I = W ~N. (4.27)

~I is a vector with elements Ij and W is a matrix of calculated attenuation factors describing

how each of the bin centre energies is attenuated by each filter, and ~N is the vector

representation of the m bin energy spectrum, all as in Section 4.3. ~α is a vector with elements

αj where αj is the RCF for filter j. If ~I and ~N are both known then αj can be calculated as

αj =
(
∑m

k=1WjkNk)

Ij
. (4.28)

The error in the RCF was calculated through error propagation to be

σαj = αj

√∑
(WjkσNk

)2

(
∑
WjkNk)2

+

(
σIj
Ij

)2

, (4.29)
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where σαj is the error on αj and σNk
is the error on Nk. Here

∑m
k=1 has been shortened to∑

.

Following [25] a calibration process was developed to determine αj for each filter. The

scatter geometry was simulated for a calibration material using a simple scatter geometry (see

Section 6.5 for details). The resulting simulated spectrum (binned to m energy bins) was used

for ~N . Response measurements for the same calibration material were acquired experimentally

for each of the filters in Table 4.1 giving ~I. ~α was then calculated using Equation 4.28. In

essence the calibration method involved comparing the perfect case (simulation) to what

was actually measured experimentally, filter by filter. The factor by which the simulation

and experiment were different was the correction factor αj . Details of the experimental

measurements performed for the calibration are provided in Section 5.7.

4.6 Tikhonov regularisation for spectrum reconstruction

Tikhonov regularisation was used in this project to solve the inverse problem and hence

calculate the energy spectrum. Tikhonov regularisation was used as solutions were expected

to be smooth from the knowledge of the backscatter spectra (this will be discussed in more

detail in Section 5.5.1). Additionally, Tikhonov regularisation has been used with success in

other applications of spectrum unfolding using x-ray tube spectra [97, 98]. The method was

also familiar to the author from previous work.

4.6.1 δ parameter

The error parameter δ, used to calculate the β regularisation parameter, was calculated by

considering the total error in the data. This included contributions from the detector response

measurements and the error in the alpha correction factor. Hence

δ =

√√√√∑ (αjIj)2

[(
σαj

αj

)2

+

(
σIj
Ij

)2
]
. (4.30)

4.6.2 Non-negativity constraint

All elements of ~N must be positive because negative values for the number of counts in a

spectrum is unphysical. In Tikhonov regularisation it is not possible to directly incorporate

this information into the process of finding the solution. Therefore for the Tikhonov solution

the non-negativity constraint was implemented after the solution was found by setting all the

negative components of ~N to zero.
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4.7 Behaviour of Tikhonov solutions

To understand the behaviour of Tikhonov solutions in the backscatter problem, a simplified

backscatter geometry was simulated. Details of this simulation will be given in Section 6.5.

Energy integrated measurements for ten filters given in Table 4.1 were simulated for a 10 mm

Nylon scatter object using the simple simulation geometry (as before, see Section 6.5). No

filters or detector effects were simulated and filters were added mathematically post-simulation

in a process that is described in Section 6.5.4. The simulation allowed understanding of the

Tikhonov solutions in the perfect case energy spectrum reconstruction problem and provided

insight into how reconstructions from experimental data would behave. From this intrinsic

errors, effect of the error parameter and stability were investigated. As the simulation was

simplified, no RCF was required (e.g. ~α = ~1 and ~σα = ~0).

Spectra were compared by calculating the difference parameter, d. The difference parameter

is a modified Euclidean distance measure and is defined as

d =

√∑10
j=1(N1j −N2j )

2√∑10
j=1(N1j )

2
. (4.31)

Here N1j and N2j are the number of counts in bin j of spectrum 1 and spectrum 2 respectively.

The parameter d is expressed as a percentage difference. In imaging applications typically

the root-mean-squared deviation (RMS) is used to compare solutions, however the RMS is

dependent on the number of counts in the spectrum so would not allow a fair comparison

across materials in this particular application. As the d metric contains a normalisation term

in the denominator it avoids dependence on the total counts.

4.7.1 Intrinsic errors

Figure 4.3 shows the detector response as a function of filter thickness for the 10 mm

Nylon simulation. The detector response decreased with increasing filter thickness at a

decreasing rate. For example, between filters A-E the detector response changed from

(2.171±0.007)×106 for filter A and (4.921±0.040)×105 for filter E with an average change

of (-4.847±0.043×105) mm−1. For filters F-J the change was less rapid with a response

of (2.507±0.029)×105 for filter F and and (1.127±0.065)×104 for filter J with an average

change of (-1.586±0.093)×104 mm−1. This is just one example however. The exact shape of

the detector response curve with filter thickness depends on the particular energy distribution

of the x-rays being measured.
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Figure 4.3: Simulated detector response as a function of filter thickness for a 10 mm
thick Nylon sample with filters mathematically added. There is a rapid decrease in the
detector response with increasing filter thickness for filters A-E. For filters F-J the decrease
with increasing filter thickness is more gradual.

Figure 4.4: Reconstruction of the detector response data shown in Figure 4.3 with δ as
the total Poisson error. The difference between the reconstruction and true spectrum is
calculated as shown in black.
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The detector response data in Figure 4.3 was then reconstructed using Tikhonov regularisation.

The δ parameter was 0.1%, equivalent to the size of the Poisson error in the data. The

result is shown in Figure 4.4 (red) compared to the true solution (blue). There are differences

between the reconstruction and true spectrum with the percentage difference d at 8.7%.

This is to be expected even in the perfect case given that the model used (the matrix W) is

an approximation and, to a greater extent, the fact that Tikhonov solutions are regularised.

This means that deviations between bins will be smoothed out.

In the true spectrum there is a peak in the third bin (10-15 keV) but this has not been

reproduced in the reconstruction to the same extent. Instead the peak is spread over bins

3 and 4. In the third bin the reconstruction is 2040±233 counts (9%) lower than the true

spectrum, and in the fourth bin the reconstruction is 1744±154 counts (10%) higher than

the true spectrum.

Smoothing also causes problems at the lower and upper bounds of the spectrum. In the true

spectrum there is a change of 6335 counts between bin 8 and bin 9, then a change of 1337

counts between bin 9 and bin 10. In the reconstruction this change is more gradual with a

change of 4142±57 between bin 8 and 9 and 2941±46 between bin 9 and 10. As a result, the

reconstruction of bin 9 is 1594±33 counts (118%) higher than the true spectrum. Similarly

bin 1 is 280±16 counts (209%) higher and bin 2 837±332 counts (8%) higher to smooth out

the change between bin 1 and bin 3. The area where the reconstruction is closest to the true

solution is the 20-40 keV region (bins 5-8), with a maximum difference of 895±113 counts

(bin 5). This region is reconstructed more closely as this part of the true spectrum is smooth.

In summary even in the perfect case considered here, the reconstruction still produces devia-

tions from the true spectrum with the dominant contribution to this being the regularisation

of the reconstruction method.

4.7.2 Error parameter

The error parameter δ has a large influence on the reconstruction process as it controls the

regularisation. The simulated data set was reconstructed with different values for the error

parameter δ to understand what this means for the Tikhonov solution calculated. Different δ

values were calculated with δ as 5, 1, 0.1 and 0.001%. The reconstructions and corresponding

L-curves for each δ are shown in Figure 4.5.

The smoothest solutions were found when δ was largest (Figure 4.5a). This corresponded

to the solutions on to the right of the apex of the L on the L-curve (Figure 4.5b). Overly

smooth solutions were characterised by more counts in the higher energy part of the spectrum
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Figure 4.5: Reconstructions for different error parameters and associated L curves. (A)
is the reconstruction when δ=5.0% and (B) the corresponding L curve. (C) shows the
reconstruction and (D) the L-curve when δ=1.0%. (E)) shows the reconstruction and (F)
the L-curve when δ=0.1% which is approximately equal to the Poisson error, or the true error
in the data. (G) and (H) show the reconstruction and L-curve respectively when δ=0.001%.
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than expected, particularly the 40-50 keV bins. A d value of (37.4±0.1)% represented a low

similarity with the true spectrum.

As the error percentage was decreased, solutions became less smooth. As δ decreased from 5-

0.1%, the Tikhonov solutions became more similar to the true spectrum with d=(16.9±0.2)%

for δ=1% and d=(8.7±0.1)% for δ=0.1%. As δ decreased from 0.1-0.001% however, the

solutions became less similar. For the smallest error, 0.001%, the chosen value of β was to

the left of the apex of the L curve in the region where ||x|| was changing very rapidly. As a

result the reconstructed spectrum was less smooth than the true spectrum and less similar.

This is because the as error was too small, the noise in the data was being fitted. Also

note the error bounds for the 0.001% reconstruction. These are now much more significant

demonstrating the reconstruction’s sensitivity to noise in the initial solution. The d value

was d=(15.2±31.5)% for δ=0.001%.

The actual value for the error in the data as calculated by Poisson statistics is approximately

0.1% which agrees with the correct position on the L curve for achieving a reconstruction

that is not overly smooth but not fitting noise in the data. However, in some cases if the

Poisson error is too large, the difference between an overly smooth solution and a solution

where noise is being fitted may not be so distinct.

4.7.3 Stability

The stability of the reconstruction to perturbations was also investigated. Each detector

response measurement was increased in turn by a certain percentage and the reconstruction

performed. The percentage difference in the Tikhonov solution compared to the unperturbed

solution was calculated. Figure 4.6 shows the percentage difference as a function of the filter

with the perturbation. Perturbations of sizes 0.1, 0.5, 1.0 and 2.0% were investigated.

As shown in Figure 4.6, the thinnest filters were most sensitive to perturbations when

compared to the thicker filters. This is in line with expectation as the greatest changes

between detector response measurements occur for the thinnest filters in this example due to

the spectral distribution (as shown in Figure 4.3). Perturbations to filters H-J caused little or

no change to reconstruction even up to perturbations of 5% (maximum d was 0.7% for filter

H at 5% perturbation). This is because the change in detector response measurements was

less for thicker filters (as shown in Figure 4.3).

Multiple bins can be affected by a perturbation, not just the one corresponding to the filter

the perturbation occurred in. This is due to the regularisation in the Tikhonov solutions; if

one bin is changed then neighbouring bins will also change to smooth out the effect of the

perturbation. For example, as shown in Figure 4.7a, when a 1% perturbation was applied
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to filter B, bins 2 and 3 changed by -61% and 16% respectively. However, as shown in

Figure 4.7b, when a 1% perturbation was applied to filter E, bins 3 and 5 changed by 2%

and -4% respectively.

To further quantify this effect, a perturbation of a certain percentage was applied to each

of the filter measurements in turn and a reconstruction performed. Of the ten different

reconstructions for that perturbation, the maximum and minimum values for each bin in the

reconstruction were found. This is shown in Figure 4.8. This way it is possible to see how a

perturbation of a certain size at any of the filters effects each bin. In agreement with the

above discussion, Figure 4.8 showed the bins that were effected most by perturbations were

the first four bins. For a perturbation of 0.1%, the count difference was 37 (9% of the total

bin height) for bin 1, 715 (6%) for bin 2, 653 (3%) for bin 3 and 265 (1%) for bin 4. For a

Figure 4.6: d as a function of perturbed filter measurement. Measurements for the thinner
filters are more sensitive to perturbations than thicker filters.

(a) (b)

Figure 4.7: Tikhonov solutions with a 1% perturbation in (A) filter B and (B) filter E.
The solution with no perturbation is shown in blue and the perturbed spectrum in red. The
difference parameter for each was (A) d=14.4% and (B) d=2.1%. The differences in the
spectra are discussed in the main text.
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Figure 4.8: Spectrum reconstruction showing the maximum and minimum counts recon-
structed in each bin for a certain percentage perturbation on each filter. Perturbations of
0.1, 0.5, 1 and 2% are shown by the dashed lines. The unperturbed reconstruction is shown
by the black line.

2% perturbation this was up to a difference of 841 (204%) 19646 (173%) for bin 1, for bin 2,

20092 (98%) for bin 3 and 17178 (86%) for bin 4.

As this investigation demonstrates, the greater the change in the detector response between

filters, the greater the effect perturbations to the detector response are likely to have. As a

result spectral changes are complex to quantify exactly and would most likely be unique to

the particular reconstruction problem. The investigation here was useful when evaluating the

reconstruction results, in particular in understanding how systematic errors may effect the

spectra that are attainable using this technique.

4.8 Other reconstruction methods

Solving inverse problems is a diverse area of mathematics and as a result there exist many

different algorithms that can be used. Popular methods include iterative algorithms such as

Landweber, ART (algebraic reconstruction technique) and CGLS (conjugate gradient least

squares), matrix decomposition methods such as SVD (singular value decomposition) and

TSVD (truncated-SVD), and back-projection methods such as FDK (Feldkamp-Davis-Kress)

(with a particular application to x-ray CT imaging) to name but a few [89,99–102]. Ultimately

the choice of reconstruction method depends on many factors including the complexity of

the problem, speed required for solution convergence and formulation of the problem. The

matrices in this work are small (10×10) compared with those used in x-ray CT reconstruction

where the number of elements can reach into the millions, so convergence speed was not an
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issue. Potential advantages of the other reconstruction methods will be a subject of later

discussion (see Section 9.3).

4.9 Chapter summary

This chapter has shown how the energy spectrum reconstruction problem can be formulated

as an inverse problem and demonstrated that energy spectrum reconstruction is possible

through acquiring a series of filtered detector response measurements. A calibration method

for accounting for experimental errors in the spectrum reconstruction problem was presented.

The Tikhonov reconstruction algorithm was chosen for solving the spectrum reconstruction

problem. Through use of a perfect case backscatter spectrum intrinsic errors in the Tikhonov

solutions have been investigated. This showed that even in a perfect case the Tikhonov solution

could not reproduce exactly the true spectrum mainly due to the effects of regularisation.

The effect of the measurement error parameter and solution stability have also been discussed

in depth, highlighting the importance of measurement error in the calculation of a valid

spectrum.
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Chapter 5

Experimental approach

This chapter presents the equipment and methods used to acquire the experimental scattering

data for reconstruction. The set-up consisted of a CdTe detector, x-ray tube and sample

arranged in a backscatter configuration. Aluminium filters were used to filter the scattered x-

ray beam measured by the CdTe detector. Firstly, characterisation and calibration procedures

for the CdTe detector and 50 keV x-ray tube are discussed in depth. The experiment design

and procedure are then presented. Finally the calibration process for calculating the RCF is

discussed.

5.1 Equipment

The x-ray detector used was the Amptek X-123 CdTe compact x-ray spectrometry system

[60, 103]. A photograph of the device is shown in Figure 5.1. The device had a 1 mm thick

cadmium telluride (CdTe) semi-conductor detector crystal with an active area of 25 mm2.

This detector crystal was located at the end of the detector arm. The main body of the

detector contained the pre-amplifier, pulse processing electronics, multi-channel analyser

(MCA) and thermo-electric cooler for room temperature operation [60]. The manufacturer

quoted energy resolution was 0.6 keV full width at half maximum (FWHM) at 60 keV [103].

The device was operated via USB and spectra were acquired using Amptek acquisition

software [104]. The portability of the device together with the high energy resolution at room

temperature made the detector ideal for this application.

Although the primary aim of the experiment was to acquire response measurements from an

energy integrating detector which has no energy resolution, the energy spectrum information

was essential in the proof-of-concept study for diagnostic purposes. Therefore throughout the

experiment, full energy spectra were acquired and an equivalent energy integrated response

was calculated from each spectrum (see Section 5.5.2 for details). Spectral information

71
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allowed investigation of systematic errors in more detail and also was used to understand

what spectrum was expected in order to compare the reconstructed spectrum to an actual

measurement. Additionally, the energy spectrum was used to validate Monte Carlo simulations

of the set-up.

Figure 5.1: Photographs of the Amptek Mini-X x-ray tube (a) and X-123 CdTe detector
(b).

The x-ray tube used was the Amptek Mini-X miniature x-ray tube with a gold anode [38]. A

photograph of the device is shown in Figure 5.1. The x-ray tube voltage range was between

10 kV and 50 kV. The maximum current was 200 µA or so that the power of the x-ray tube

was no greater than 4 mW. The x-ray tube was small and portable due to the reflection

target configuration of the anode making it ideal for the tabletop setup (section 2.1.3.1).

The device was operated via USB using Amptek control software [105]. For operation a brass

collimator with diameter 2 mm was inserted into the end of the x-ray tube producing a cone

beam with 5° divergence.

5.2 X-ray tube characterisation

5.2.1 X-ray tube output spectrum

Before use the output spectrum of the x-ray tube was measured at five different voltages

between 10-50 kV to check the device was operating as expected. This was done by taking

a measurement with the CdTe detector directly in front of the x-ray tube for each voltage

setting. The output spectrum at 50 kV was particularly important as it was used in the

Geant4 simulations discussed in Section 6.4 and Section 6.5.

A set-up involving a system of motors was used to align the source and detector precisely.

A schematic diagram of this is shown in Figure 5.2. As shown in Figure 5.2, two Velmex

bi-slide motor devices (bi-slide) were used [106] each with a motorised movable platform

that could be moved with an accuracy of 0.1 mm in one linear dimension. One bi-slide was
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attached to the movable platform of the other so that the free platform could be moved in

two dimensions.

A collimator with an inner diameter of 400 µm was attached to the CdTe detector. A

photograph of the collimator is shown in Figure 5.3. The collimator was used to reduce the

count rate on the detector to avoid detector saturation and reduce pulse pile-up effects. The

CdTe detector with collimator was secured to the free bi-slide platform with the detector arm

pointing vertically upwards. The x-ray source was held directly above the detector with the

x-ray beam pointing vertically downwards using a clamp. The distance between the x-ray

tube and detector was 10.5 cm. Due to radiation safety, the experimenter could not be near

Figure 5.2: Schematic diagram of the experimental setup to measure the output spectrum
of the Mini-X x-ray source.



74 Experimental approach

Figure 5.3: Photographs of the X-123 CdTe detector with collimator (a) and the com-
ponents of the collimator (b), a brass spacer and two tungsten alloy disks with diameters
1000 µm and 400 µm.

the x-ray tube while in operation therefore a camera was attached to the top of the clamp so

the position of the detector could be monitored throughout the experiment.

The CdTe detector was moved around underneath the source to sample the x-ray spectrum

at each point in the beam and find the aligned position. The aligned position was taken to

be the position of maximum count rate. The maximum count rate was recorded at several

points over a 1 mm region, consistent with a beam spot size of 2 mm and a 1 mm diameter

collimator. The centre of this region (taken to be the beam centre point) was at the point

(x, y)=(300,600)×10−2 mm where x and y are coordinates in the horizontal plane relative

to an arbitrary reference point. The x-ray beam was detectable up to 5.5 mm away from

the beam centre point consistent with the spot size at 10.5 cm given a 5° beam divergence.

The x-ray spectrum was measured at two places offset from the aligned position, (800,400)

and (800,800)×10−2 mm. The total counts detected was 11% and 19% of the total counts

detected in the aligned position respectively.

The output spectrum was measured for five different voltages between 10 and 50 kV at the

maximum power setting for 30 sec. Figure 5.4 shows the measured CdTe output spectrum

at each voltage and current setting. For voltages above 20 kV, the spectra contained gold

characteristic x-rays in the expected ratios. The characteristic x-rays all sat on a continuous

bremsstrahlung background which terminated at the energy corresponding to the maximum

voltage. In the spectrum at 10 kV only the bremsstrahlung background was observed because

the maximum electron energy was below that of the K edge in gold so characteristic x-rays

were not emitted from the gold target. These observations were consistent with theoretical

predictions and example spectra given in the Mini-X data sheet [38] and therefore it was

concluded that the x-ray tube was functioning as expected.
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Figure 5.4: Output spectrum of the Mini-X x-ray tube as measured by the CdTe detector
in the aligned position. The output is shown for five different tube voltages, 10, 20, 30, 40
and 50 keV.

The bremsstrahlung to characteristic x-ray ratio was estimated for the three measured spectra

to understand the spatial profile of the beam. The area of the characteristic x-ray peaks was

estimated using gf3 peak fitting software [107]. Theoretically the percentage bremsstrahlung

background increases with increasing distance from the beam focal point. X-rays emitted

off centre have to travel a greater distance through the anode and therefore undergo more

Figure 5.5: Output spectrum of the Mini-X x-ray tube at different detector positions. The
aligned position is (300,600) where the coordinates xy are relative to an arbitrary reference
point in the horizontal plane. The beam profile shows the positions of the detector within
the cone beam. The region within the black circle is the area where the x-ray beam can be
measured at 10.5 cm away. The grey shaded area in the centre is the point of maximum
beam intensity. The total counts and percentage of each spectrum that is bremsstrahlung
background and characteristic x-rays is given in the table.
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attenuation within the target (see Section 2.1.3 Figure 2.4b). The characteristic x-rays in the

spectrum are of a lower energy compared to the bremsstrahlung background and low energy

x-rays are more highly attenuated than higher energy x-rays. Therefore the characteristic

x-ray intensity in the off-centre beam were reduced more in comparison to the bremsstrahlung

background intensity. In the aligned position the characteristic x-rays made up 25% of

the spectrum but this was reduced in the offset cases which were 22 and 18% respectively,

as given in the table in Figure 5.5.. This observation was consistent with the theoretical

prediction.

5.3 CdTe detector characterisation

5.3.1 CdTe detector energy calibration

Measurements to determine the relationship between detector channel number and gamma-

ray energy (the energy calibration) of the CdTe detector were performed using the known

gamma-ray emissions of 241Am (up to 59 keV) [108] and 133Ba (up to 81 keV) [109]. The

known characteristic x-ray emissions of copper and tin (with energies approximately 8 and

25 keV respectively) [34] were also used in the calibration. The relationship between energy

and channel number was assumed to be linear and of the form E=g × ch+f where E is the

x-ray energy, ch is the channel number, g is the gain and f is the zero offset.

For the source calibration measurements the source directly in front of the detector and a

spectrum measurement was acquired. For the copper and tin measurements, a copper or tin

scattering plate was placed in the sample holder and the x-ray tube was fired onto the plate.

Spectrum measurements were acquired at a 140° scattering angle. By far the most dominant

feature of the x-ray scatter spectrum was the characteristic x-rays of tin and copper.

Calibrations were performed at the start of each experiment day. The experiments were

performed over two experiment days. The calibration for the first day was g=(5.2×10−2±
3.1×10−5) keV per channel and f=(-0.17±0.02) keV where g and f are the gain and offset

respectively. For the second day the calibration was g=(5.2×10−2±3.4×10−5) keV per

channel and f=(-0.16±0.02) keV. The error on the energy was thus 0.2% for energies less

than 10keV and 0.1% for energies between 10 and 50 keV (for both experiment days).

5.3.2 CdTe energy resolution

Another important detector characteristic was the CdTe detector energy resolution. The energy

spectrum of two radioactive sources, 241Am and 133Ba were acquired allowing resolution
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measurements to be obtained from 13 to 81 keV. For each the source was positioned 1 cm

from the detector and each measurement was acquired for 700 s. The spectra obtained are

shown in Figure 5.6. The peaks used to calculate the resolution are labelled. The energy

units for all labels in Figure 5.6 is keV.

(a) (b)

Figure 5.6: (A) 133Ba and (B) 241Am spectra as measured using the X-123 CdTe detector.
The energies used to estimate the detector resolution are annotated on each figure. The
units for all are keV.

Peaks in the 133Ba and 241Am spectra were fit to a Gaussian function using the software

gf3 [107] to obtain the peak full-width at half maximum (FWHM). A Gaussian function

rather than a Voigt profile was used for the x-ray peaks at 13.8, 17.6 and 35.1 keV because

the linewidths of these x-ray transitions are 16 eV or less [110] so negligible compared to

the detector resolution. The x-ray peak at 30.9 keV was not used in the analysis because it

Figure 5.7: CdTe detector resolution (measured as FWHM) as a function of energy. In
blue are the data sheet values given in the X123-CdTe detector manual [103]. In red are the
measured values using a 241Am and 133Ba source.
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consists of two Kα x-ray transitions of comparable intensity that could not be individually

resolved (at 30.6 and 31.0 keV with an intensity ratio of 0.54 [109]). The FWHM as a function

of energy is shown in Figure 5.7. The FWHM values as given in the detector manual [103]

are shown in blue and the measured values are shown in red. From Figure 5.7, the measured

FWHM increases as a function of energy. The measured FWHM varies slightly from the

data sheet values, with the data sheet values being 0.05-0.1 keV lower than the measured

values, with the exception of the 22.1 keV data point from the manual. This variation is to

be expected as the data sheet values are quoted under laboratory test conditions so worse

resolution can be expected in practice. Additionally, slight variation of FWHM is expected

between detectors due to manufacturing processes [61, 67]. Nonetheless the CdTe detector

used shows good energy resolution close to and of the same order of magnitude as expected.

5.3.3 CdTe detector stability

Experiments were performed to characterise the stability of the X-123 CdTe detector output

spectrum over time. A 40 kBq 133Ba source was positioned 3 cm in front of the detector. A

measurement of the energy spectrum was made every 15 minutes over a period of 3 hours.

Each spectrum was acquired for 2 minutes. The measurements were performed in an indoor

laboratory, not in the outdoor test facility that will be discussed in Section 5.5.

The peak centroid for the 31 and 81 keV gamma rays was calculated using gf3 [107] for each

spectrum. Figure 5.8 shows the change in channel number as a function of measurement start

time for 31 keV and 81 keV. For both energies the channel number was found to increase

for the first 90 minutes of the detector being switched on and approximately stabilise after

this although there is some fluctuation, more so for the 81 keV compared to the 31 keV.

(a) (b)

Figure 5.8: Channel number of the peak centroid as a function of measurement start
time for (A) 31 keV and 81 keV peaks of the 133Ba source.
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(a) (b)

Figure 5.9: Temperature as a function of time for (A) the detector circuit board and (B)
the thermoelectric cooler.

The temperature of the detector circuit board (board temperature) and the temperature of the

thermo-electric cooler (TEC) were recorded over the 3-hour measurement period. Figure 5.9

shows the change in both temperatures as a function of time. The board temperature and

temperature of the TEC were also found to increase for the first 90 minutes and stabilise.

Therefore the channel number increase shown in Figure 5.8 could correlate with increasing

air temperature in the laboratory due to time of day, similar to the diurnal variation of the

centroid position seen by the manufacturer in [60].

The total counts as a function of time was measured and is shown in Figure 5.10. As

shown in Figure 5.10, the total counts did not undergo a measurable change over the 3 hour

time period. The average value was 7202±34 counts (0.1% error) suggesting a negligible

variation of the detector response over time. Consequently the effect was ignored in the

Figure 5.10: Total detected counts as function of time for the 133Ba source measurements.
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detector response measurements obtained from the scattered materials. In addition, taking

the maximum and minimum channel numbers for both 31 and 81 keV showed an energy

difference of 0.05 keV (0.2%)and 0.2 keV (0.2%). This is the same order of magnitude as

the energy calibration error discussed in Section 5.3.1 and was thus also neglected.

5.4 Backscatter set-up

The experimental measurements were performed using a set-up consisting of an x-ray source,

sample and detector in a arranged backscatter geometry. The 50 kVp Amptek Mini-X x-ray

tube was used to irradiate the sample and the Amptek X-123 CdTe detector was used to

measure the x-rays scattered from the sample. Aluminium plates (filters) were positioned in

front of the detector to filter the scattered x-ray beam. A schematic diagram of the set-up is

shown in Figure 5.11 and labelled photographs are shown in Figure 5.12.

Figure 5.11: Schematic diagram of the experimental set-up used to acquire filtered
detector response measurements in a scatter geometry.

In all experiments the source-to-object distance and detector-to-object distance were fixed

at 17 cm and 10 cm respectively. Errors on both measurements were ±0.5 mm. These

dimensions were chosen by considering the x-ray beam penetrability and beam divergence

effects based on theoretical reasoning, as well as space limitations.The intensity of the x-ray

beam decreased with increasing distance from the source, and the focal spot size increased

with increasing distance from the source. Both effects required small source-to-object and

detector-to-object distances to maximise the beam flux on the sample. However at too

short a distance, the effect of multiple scattering events off the x-ray source casing would
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Figure 5.12: Photographs of the experimental set-up arranged according to the diagram
in Figure 5.11. (A) is a side-on view and (B) is a top down view.

be noticeable. The source-to-object and detector-to-object distances were chosen within

these constraints. The filters had a 20×26 mm area and variable thickness depending on the

specific measurement. The error on the filter height and width dimensions was ±0.05 mm

and the error on the filter thickness varied for each filter as will be discussed in Section 5.6.

The scattering angle was 140° and the acute angle between the incident and scattered beam

was 40°, as shown by φ in Fig. 5.11. A scattering angle of 140° was used as it was the closest

scattering angle to 180° possible within the space constraints. All samples were 45×45 mm in

area with thickness 10 mm. Errors on dimensions of the plastic samples due to manufacturing

tolerances were ±5%.

It was important to maintain a precise alignment of the x-ray source, sample, filter and

detector to ensure repeatability across multiple measurements and to minimise systematic

errors. The detector, sample and filters were held in position on a base plate using sample

holders designed for the purpose. The x-ray source was mounted on a tripod so the height

and firing direction could be fixed. The x-ray beam was aligned with the centre of the sample

by eye using markers on the base plate as shown by the alignment guide label in Figure 5.12.

The plastic holders were designed for the application using computer aided design (CAD)

software. Plastic holders were required to hold the detector, filter and sample. The CAD

design for each is shown in Figure 5.13. The dimensions for each piece are given in Figure 5.13

have a ±0.1 mm error due to the printing process. Holes were drilled in precise positions in

the base plate. Each holder was designed to fit into these holes to limit movement of the

component. The holders were each printed in polylactide (PLA) plastic with a 10% density

achieved by printing the component with an internal honeycomb structure. This was done to

minimise x-ray scattering off the holders themselves while maintaining a strong structure.
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(a)

(b)
(c)

Figure 5.13: CAD designs for the experimental setup components (A) detector stand,
(B) foil holder and (C) the sample holder. All dimensions shown are in mm.

All experiments were performed with the set-up assembled in a large warehouse. The set-up

was operated remotely from a control cabin adjacent to the warehouse for radiation safety.

The air temperature of the warehouse was not controlled. This is similar to the conditions

commercial backscatter systems are operated in which are often operated outdoors and in

harsh field environments.
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5.5 Measurements

Seven different plastics were measured overall, two as calibration materials and five as test

samples. The test materials were HDPE, POM, PVDF, PTFE and PVC. The measurements

were performed over two experimental days. On the first day (4th February 2020), HDPE,

POM and PVC were tested. Nylon was used as the calibration material for the first day.

On the second day (5th February 2020), PVDF and PTFE were tested with Acrylic used

as the calibration material. Each plastic sample had a thickness of 10 mm (±5% due to

manufacturing tolerances).

The plastics were chosen based on their Zeff and ρ properties within the selection of materials

that could be sourced by the university supplier. The organic material range is typically

3< Zeff <16 and (0.5< ρ <2.2) g cm−3. The material densities ranged from 0.97 to

2.2 g cm−3 and effective atomic numbers Zeff from 5.53 to 14.26 to fully sample the organic

material range. The vast majority of explosive materials lie between 6.5≤ Zeff ≤8.0 and

(1.4≤ ρ ≤2.0) g cm−3 [17]. The plastics POM and PVDF were chosen because they have

Zeff and ρ properties indistinguishable from explosive materials despite being inert plastics so

could be used to determine how well explosive materials could be identified. The properties of

the sample materials are given in Table 5.1. The Zeff was calculated following Section 2.3.3.

Ideally, it would have been best to keep the calibration materials the same for both days

for consistency. The reason the calibration materials were different is because when the

experiment was originally performed, it was not known that the RCF calibration process

would be necessary as this was only discovered upon post-experiment analysis of the data.

It was not possible to acquire further experimental data due to laboratory closures over

the pandemic. Instead, Nylon and Acrylic were used as calibration materials as they had

the most similar properties out of all the materials tested on the two days in terms of

Material Zeff Density, g cm−3

HDPE 5.53 0.97

Nylon 6.21 1.08

Acrylic 6.56 1.18

POM 7.03 1.41

PVC 14.26 1.45

PVDF 7.97 1.78

PTFE 8.48 2.20

Table 5.1: Effective atomic number (Zeff ) and density properties for each sample
[54, 55, 59]. The Zeff was calculated using the method outlined in Section 2.3.3.
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Zeff and ρ (Zeff (Nylon)=6.21 and Zeff (Acrylic)=6.56 and ρ(Nylon)=1.08 g cm−3 and

ρ(Acrylic)=1.18 g cm−3). The effect of the different calibration material was found to have

a negligible effect on the result, as will be discussed in Section 8.4.4.

The CdTe detector was used to measure the backscatter spectrum for each thickness of

aluminium filter. Measurements were taken for an accumulation time of 60s per filter plus an

additional 60s measurement with no filter to compare to the reconstruction later on in the

analysis. Ten filters were used therefore the total measurement time for each material was

660s. An energy threshold of 2.5 keV was applied to the experimental spectra to reduce the

effect of electronic noise on the spectrum.

The thicknesses of filter used are given in Table 5.2 in Section 5.6. Filter B was supposed to be

(0.14±0.01) mm, as will be discussed in further detail in Section 5.6. On the 1st experimental

day (HDPE, POM and PVC measurements) the filter B thickness was (0.14±0.01) mm as

expected. However on the 2nd experimental day (PVDF and PTFE measurements) the filter

B thickness was (0.05±0.005) mm due to a mistake in the experiment. The effect of this was

investigated further in simulation studies in Section 8.4.3 and was found to have negligible

effect on the overall result.

5.5.1 Example spectrum

Figure 5.14 shows three backscatter spectra acquired for a 10 mm POM sample. The

spectrum acquired with no detector filtration is shown in green, and two other filtered

Figure 5.14: Experimental spectra for scattering off 10 mm POM with different filtrations.
No filter is shown in green, 0.63 mm aluminium in purple and 6.0 mm aluminium in blue.
Scattered Gold Lα, Lβ and Lγ peaks are seen in the unfiltered spectrum. K-edge effects are
seen in the unfiltered and 0.63 mm spectra.
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spectra at 0.63 mm and 6.0 mm are shown in purple and blue respectively. Below 15 keV in

the unfiltered spectrum, peaks at 9.4, 11.0 and 12.8 keV are seen which are the scattered

Gold Lα, Lβ and Lγ characteristic x-rays from the x-ray tube target. Above 15 keV the

unfiltered spectrum is smoother as this is the region where the bremsstrahlung part of the

x-ray tube spectrum is being scattered. There are discontinuities at 26.7 and 31.8 keV due

to absorption edges in the CdTe detector material. The unfiltered spectrum reaches almost

zero at approximately 42.6 keV, the energy of 140° scatter at the maximum 50 keV.

In the 0.63 mm spectrum in Figure 5.14 (purple trace), below 15 keV the characteristic x-rays

seen in the unfiltered spectrum are not present. The number of counts in each bin above

15 keV is reduced compared to the unfiltered spectrum up to about 32 keV. These effects

are due to the attenuation of the spectrum as it has passed through the 0.63 mm aluminium

filter. The 0.63 mm filter attenuated all x-rays with energies below 12.5 keV by 90% or more.

The number of counts seen below 15 keV is greater than expected given the attenuation

effect. Most of the counts in this region are not coming from the part of the spectrum that

has passed completely through the filter, but from x-rays that have hit the side of the filter

and scattered into the detector. This will be discussed in more detail in Section 5.7. The

6.0 mm filter trace seen in Figure 5.14 has the same features as the 0.63 mm but with more

attenuation due to the larger thickness of filter.

5.5.2 Calculating the detector response

An equivalent energy integrated response Ij was calculated as follows

Ij =
n∑
i=1

EiNij . (5.1)

Here Ei is the energy of bin i. Nij is the number of counts in bin i for a filter j. n is the

number of energy bins in the spectrum. The error on each energy integrated measurement,

σIj , is

σIj =

√√√√ n∑
i=1

(Ei
√
Nij)2 (5.2)

by assuming the number of counts in each bin follows Poisson statistics and adding the error

for each bin in quadrature. The error in the energy due to the energy calibration was assumed

to be negligible compared to the Poisson error (see Section 5.3.1). For filter A (thinnest

filter) the error σI was between 0.3-0.5% for the plastics tested. For filter J (thickest filter)

the error σI was between 2.9-3.6%. The error σI for the other filters were between these

limits. All of the raw detector response data can be found in Table B.1 in Appendix B.
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Spectrum measurements with no sample in the sample holder (background measurements)

were also acquired for each thickness of filter (including no filter). These background

measurements were used in the simulation validation process discussed in Section 6.4.

5.6 Filters

The detector filters were made from aluminium. Aluminium was chosen because suitable

attenuation of x-rays below 50 keV could be achieved with manageable material thicknesses

(a thickness range of 0.005 - 25 mm). Aluminium with thickness in this range were used

following the discussion in Section 4.4. Other considerations were the filters should not be so

thin that the filters were hard to manufacture or handle, but not too thick so as to be too

big for the scatter geometry or cause excessive x-ray scattering.

# Filter thickness, mm

A 0.0066 ± 0.0015
B 0.14 ± 0.01
C 0.63 ± 0.02
D 1.68 ± 0.09
E 3.47 ± 0.16
F 6.0 ± 0.22
G 9.26 ± 0.28
H 13.0 ± 0.34
I 17.0 ± 0.38
J 21.1 ± 0.43

Table 5.2: Thicknesses of aluminium filter used for the spectrum reconstruction.

5.6.1 Filter manufacture

To create all the different thicknesses of filter given in Table 5.2, five different base thicknesses

were used: 1.5, 10 and 20 µm, and 0.1 and 0.9 mm. A photograph of the five base thicknesses

is shown in Figure 5.15. Each foil was cut from a larger aluminium sheet to an area of

20×26 mm. The 1.5, 10 and 20 µm foils were all too fragile to be handled directly so were

glued onto a PLA plastic support. The plastic support covered a 3 mm border around the

edges and a 9 mm thickness from the bottom of the filter, leaving a 14 mm2 central area

free (Figure 5.15a-c). The error in each filter thickness, for all but the 1.5 µm filter, was

taken to be the manufacturing tolerance which was 10%. The errors in the filters used given

in Table 5.2 were calculated by combining the errors for the filters used in quadrature. For

measurements involving the 1.5 µm filters, the error was taken to be 1 full filter (1.5 µm)
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Figure 5.15: The five base aluminium filter thicknesses used to create all required filter
thicknesses. Filters were cut to an area of 20×26 mm. The thinnest filters (a)-(c) were
glued to a plastic support.

owing to the presence of pinholes. The only instance where the 1.5 µm filters was used was

in filter #1 resulting in percentage errors of 23%.

5.7 System calibration

The reconstruction model assumed the detector response is only due to the proportion of the

beam that has backscattered at 140°. However, experimentally there are other contributions

to the detected x-ray signal. This is due to x-ray tube leakage or additional scatter from the

filters and other components in the experiment. An illustration of the way x-ray tube leakage

or additional scatter can enter the x-ray detector is shown in Figure 5.16a.

Simulation studies estimated scatter to be an insignificant fraction of the total detected

counts for filter A, 3% of the total detected counts for filter C, up to 70% of the total

detected counts filter J. The effect of scatter shows up as low energy counts below the

energy threshold of the filter. Consider Figure 5.16b which shows an example of a detector

response with filter C (0.63 mm) which has an energy threshold of around 10 keV. The

expected spectrum assumed by the model is shown in blue. There are no x-rays detected

below 10 keV as these have been completely removed by the detector filter. Contrast this to

what is measured by the detector (red curve) where x-rays are observed below 10 keV. These
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(a) (b)

Figure 5.16: (A) shows a diagram of the set-up showing possible paths of x-rays contribut-
ing to the detector response due to x-ray tube leakage or additional scatter. (B) shows the
backscatter spectrum for the model in blue (that does not take into account x-ray scatter of
the filter) and the experimentally measured spectrum in red.

are not coming from x-rays passing directly through the filter but rather from x-rays that

have scattered off other components of the experiment and into the detector.

The response correction factor (RCF) was calculated to describe how all the aforementioned

effects influence the detector measurement. The method for calculating the RCF was

developed by the author for this application and a detailed discussion can be found in

Section 4.5. Two calibration materials were used for the experimental measurements: Nylon

(for HDPE, POM and PVC samples) and Acrylic (for PTFE and PVDF samples). The

calculated RCF as a function of filter thickness are shown in Figure 5.17. The numerical

values for the RCF as a function of filter thickness are given in Table 5.3. The response

correction factor decreased with increasing filter thickness. This is to be expected as the

thicker the filter the smaller the fraction of real signal in the detector response.

There is a difference the RCF between the two experiment days. The Acrylic (day 2)

measurement is higher than Nylon (day 1) for all filters. The rate of decrease is approximately

the same for both however. The most likely reason for this is due to a difference in x-ray tube

alignment on the two experimental days. This will be discussed in more detail in Section 8.4.1.

Additionally, environmental effects such as a ambient temperature may also play a role (see

Section 8.6). The difference in energy spectra between the two scattered samples was thought

to have a small effect on the RCF. Similarly, this will be discussed further in Section 8.4.4.
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Figure 5.17: Response correction factor α as a function of filter thickness for Acrylic and
Nylon samples. The numerical values are given in Table 5.3. Errors are too small to be seen
but given in Table 5.3.

# Filter thickness, mm Correction factor, α (RCF)

Day 1 - Nylon Day 2 - Acrylic

A 0.0066 ± 0.0015 1.263 ± 0.004 1.370 ± 0.005
B (day 1) 0.14 ± 0.01 1.248 ± 0.004 -
B (day 2) 0.05 ± 0.005 - 1.389 ± 0.005

C 0.63 ± 0.02 1.198 ± 0.005 1.353 ± 0.006
D 1.68 ± 0.09 1.105 ± 0.005 1.256 ± 0.006
E 3.47 ± 0.16 1.018 ± 0.006 1.147 ± 0.007
F 6.0 ± 0.22 0.928 ± 0.008 1.058 ± 0.009
G 9.26 ± 0.28 0.758 ± 0.009 0.850 ± 0.01
H 13.0 ± 0.34 0.644 ± 0.011 0.730 ± 0.014
I 17.0 ± 0.38 0.458 ± 0.011 0.542 ± 0.014
J 21.1 ± 0.43 0.298 ± 0.009 0.342 ± 0.011

Table 5.3: RCF as a function of filter thickness for both experiment days.
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5.8 Chapter summary

This chapter has presented the techniques used to acquire experimental data for reconstruction

using the energy spectrum reconstruction method. Calibration measurements for the x-ray

source and CdTe detector were presented. Both devices were found to be functioning as

expected. The set-up design was discussed along with the data acquisition process. Five

materials were tested over two experimental days. The materials were HDPE, POM, PVDF,

PTFE and PVDF. Eleven different measurements were acquired of the scatter spectra a

scattering angle of 140° for 60 s each (ten filters and one unfiltered measurement). Calibration

measurements were also acquired for each day using calibration materials Nylon and Acrylic.



Chapter 6

Simulation design

Two Monte Carlo simulations of the experimental geometry were written using the Geant4

simulation toolkit (version 10.3.1) [111]. One simulation that was run was a simulation of

all the experimental components, known as the ”full geometry simulation”. The purpose of

this was to simulate the experiment for materials that could not be tested in the laboratory

due to their hazardous nature, or lack of availability of samples. The other simulation was a

simplified geometry simulation, known as the ”simple simulation”. Only the detector, sample

and x-ray source were simulated. This geometry was used to generate the expected spectrum

model that was used in the calibration process for calculating the alpha correction factor, or

RCF. This chapter explains how simulations were designed and validated.

6.1 Monte Carlo simulation theory

Monte Carlo is a technique for evaluating integrals using random numbers. A simple problem

often used to introduce the Monte Carlo method is the calculation of π. To calculate π, N

points are generated within a unit square by randomly generating the x and y positions. The

ratio of the number of points within the quarter circle with r=1 and the number of random

samples generated can be used to calculate π as π = 4×Nc/N where Nc is the number of

points in the quarter circle and r is the radius of the circle. This process is demonstrated in

Figure 6.1a which uses N=5000 as an example. The error in the value of π is proportional to

Nc, σπ = π/
√
Nc. The red points represent Nc and the total number of points in the unit

square (both red and blue points) is N . The accuracy to which π is calculated is dependent

on the number of points generated. Figure 6.1b shows how the calculated value of π changes

as a function of the number of points. As N increases the value of π converges to the true

value and becomes more accurate with the error reducing.

91
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(a)
(b)

Figure 6.1: Illustration of a simple Monte Carlo simulation to calculate π. (A) shows an
example for N=5000 random samples. To calculate π the ratio of the number of points
within the quarter circle of radius 1 (red points) is compared to the total number of points
within the unit square. (B) shows how the estimate of π changes as a function of the
number of points generated.

Monte Carlo methods are commonly used to simulate processes involving radiation transport

[112, 113]. Radiation transport modelling involves integrating probability density functions

associated with photon-matter interaction cross-sections [112]. Although the integrals are

more complex compared to the simple example described, the technique is the same.

6.2 Geant4 simulation software

The Monte Carlo simulation software package Geant4 (version 10.3.1) [111] was used

throughout this work. Geant4 is extensively used in high-energy physics and has been used

with success in previous studies to simulate x-ray backscatter imaging geometries [113–115].

Geant4 allows the user to define the simulation geometry, either from a CAD file or by using

pre-defined shapes. Materials for each part of the geometry must be specified. The geometry

can contain any part of the experiment the user wishes to simulate, including any radiation

detectors. Each simulation must have a source of radiation, for example a beam of x-rays.

Using the x-ray beam as an example, in each run of the simulation, an x-ray photon is

generated. The photon is then passed through the simulation geometry by simulating a set

length of step through the geometry. At each step, the photon can undergo an interaction

and the likelihood of interaction is determined by cross-sections using Monte Carlo methods.

Detectors can be simulated by making part of the geometry “active”, which means any

photons incident on that part of the geometry are tracked and properties such as energy

recorded.
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Geant4 utilises a number of cross-section databases in order to model a range of radiation

transport processes at different energies. These databases are known as physics lists. In

this work the Livermore physics list was used [116] due to its suitability for modelling

electromagnetic interactions in the energy region of interest (1-50 keV). The standard

Livermore physics list step cuts and energy thresholds were used. The physics processes

described by the Livermore physics list have been independently validated against experimental

results, for example [117–119].

6.3 Simulation of materials in Geant4

Some materials are pre-programmed into the Geant4 simulation software and thus available

from a materials database [120]. Other materials of interest not in the database were manually

added to the simulation. Information about the molecular composition (type of element and

how many atoms per molecule) and the material density was given. The materials manually

added into the simulation in this work were TNT, hydrogen peroxide, PETN, RDX, cocaine,

HDPE, cellulose, salt and sodium fluoride, as will be discussed later in Section 6.4.5.1. As

the x-ray photon interactions with matter depend on material density and atomic number

properties, this level of information was deemed appropriate to accurately simulate the

backscatter spectra of these materials. Building materials in this way from their composite

elements and properties in Geant4 has also been independently validated [117].

6.4 Full geometry simulation

A simulation of the experiment discussed in Section 5.4 was written in Geant4. This will be

called the full geometry (or FG) simulation in what follows. The simulation was written for

two purposes:

1. To acquire data for materials that could not be tested experimentally

2. To investigate systematic error effects (discussed in Chapter 8)

In each case, simulations were run for 1.25×1010 events to acquire scatter spectra with

similar statistics to that measured in a 60 s acquisition in the experiment. This meant in each

simulation 1.25×1010 individual x-rays were simulated. The total simulation time for each

material (11 simulations in total) was approximately 12 h running on a computer cluster 1

1300-core computer cluster with a minimum of 500 MB of RAM per core and a clock speed of 2.2 GHz.
Jobs controlled using HT Condor version 8.6.6 [121].



94 Simulation design

6.4.1 Geometry details

The FG simulation geometry was designed following the experimental geometry as discussed

in Section 5.4 closely to model the scatter background as accurately as possible. The main

components of the simulation were the scattering plate, filter and detector. Alongside these

were the filter and sample holders, x-ray tube and detector cases, and plastic base plate

and steel tabletop as shown in Figure 6.2. A detailed detector geometry was also used to

accurately model the detector response as shown in Figure 6.3. The detector geometry model

incorporated the detector beryllium window, platinum contact and copper heat sink as well

as the CdTe crystal [122] following [123] to manufacturer specifications. Size and material

composition details of each simulation component are given in Table 6.1. Following the

experiment, the source-to-sample and sample-to-detector distances were 17.0 and 10.0 cm

respectively.

Only components within the immediate vicinity (<30 cm away from the source) were included

in the simulation. Objects in the test facility >30 cm away were not included, such as the

walls, control PC and other equipment in the warehouse. This was done to minimise the

simulation run time. The scatter off these object was thought to be minimal as if the x-ray

beam were to reach to the objects in the distance it would most likely be absorbed. If it

was scattered, due to the large distance away from the detector and small angular size of

the detector, it was unlikely the rate would be significant. Additionally, experimental tests

involving a lead beam stop ∼30 cm away from the x-ray source saw no change in the detected

spectrum with or without the beam stop supporting this decision.

Figure 6.2: The full simulation geometry from the Geant4 Qt visualisation All components
of the simulation geometry are labelled. See Table 6.1 for size and material information.
The detector crystal consists of a more complex geometry as shown in Figure 6.3.
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Figure 6.3: Schematic of the detector geometry used in the full geometry simulation. This
part of the geometry makes up the detector crystal labelled in Figure 6.2. The dimensions
of the components shown are given in Table 6.1.

Component Size Material

Main geometry

Sample 48×48×10 mm Variable

Filter 20×25 mm, thickness variable Aluminium

Detector case
To manufacturer CAD file
[103]

Aluminium

X-ray tube case To manufacturer CAD file [38] Aluminium

Sample holder To fit sample PLA plastic 10% density

Filter holder To fit filters PLA plastic 10% density

Detector stand To fit detector PLA plastic 10% density

Base plate 50×2×40 cm POM

Table top 60×2×60 cm Stainless steel

Detector geometry

Detector crystal 5×5×1 mm Cadmium telluride

Heat sink 5×5×7 mm [123] Copper

Detector window 100 µm×3.45 mm2 [122, 123] Beryllium

Crystal contact 5×5 mm×200 nm [123] Platinum

Table 6.1: Dimensions and material properties of all components included in the full
geometry simulation. The components of the main geometry are shown in Figure 6.2 and
the components of the detector geometry are shown in Figure 6.3.



96 Simulation design

6.4.2 X-ray source simulation

The x-ray source was simulated to be as close to the actual x-ray tube used in the experiment.

The x-ray source was modelled as a circle with radius 1 mm. At the start of each event, the

position of x-ray emission was chosen by randomly selecting a point within this circle. X-rays

were emitted within a 5° cone. The x-ray emission direction at each event was chosen by

randomly selecting a direction within this emission cone. The x-ray energy was chosen by

randomly selecting an energy according to an energy distribution. The energy distribution

used was the x-ray output spectrum in Section 5.2.1 which was measured by the CdTe

detector in the aligned position (position (300,600) in Figure 5.5).

6.4.3 Detector simulation

The detector in the simulation was programmed to record the energy of the detected x-ray

and such results were output as a histogram. An energy threshold of 2.5 keV for x-rays was

also applied to the simulation histogram as this threshold was applied to the CdTe detector

in the experimental measurements.

The detector resolution was added post-simulation. As discussed in Section 5.3.2, the

measured CdTe energy resolution was not a clear function of x-ray energy over the measured

energy range. When simulated and experimental spectra were compared (see Section 6.4.4

for more detailed analysis), it was clear that all of the measured FWHMs at any energy were

too large because a resolution of 0.25 keV FWHM was found to best describe the widths

of the characteristic x-rays in spectrum. This was because the x-ray spectrum input into

the simulation already had in part some effect of the CdTe detector. The input spectrum

used was the x-ray output spectrum as measured by the CdTe detector (see Figure 5.4 for

a reminder of the input spectrum). The only way of correcting this would be to use an

input spectrum with the measurement effects removed, and a detailed discussion of this can

be found in Section 9.4. Note that the resolution was added at the last stage as part of

spectrum processing and was not a component of the simulation. Therefore validation of the

simulation geometry was still possible with an empirically determined resolution of 0.25 keV.

6.4.4 Energy spectrum validation

Before a Monte Carlo simulation can be trusted the results must be validated by comparison

to experimental data. The simulation was validated by comparing simulated spectra to

experimental spectra. Four materials and all eleven different filtration measurements for each

(10 filters plus no filter) were compared. The materials were HDPE, Nylon, POM and PVC.

The experimental spectrum used for the comparison was one with the background subtracted.
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Number of counts in the unfiltered spectrum (x=0)

Material Experiment, Ne(x = 0) Simulation, Ns(x = 0) Difference fn
(60s acquisition) (1.25×1010 events) (Sim-Expt)
×105 counts ×105 counts ×105 counts

HDPE 2.082 ±0.005 2.439±0.005 0.357±0.007 0.85
POM 1.991±0.005 2.169±0.005 0.178±0.007 0.92
Nylon 2.117 ± 0.005 2.296±0.005 0.179±0.007 0.92
PVC 0.604 ± 0.003 0.600±0.003 -0.004±0.004 1.01

Table 6.2: Number of counts in the spectrum for the experiment and simulation.

The background measurement was a measurement with no sample at the appropriate filter

thickness. The similarity of the spectra were assessed by visual comparison of the two spectra.

An exact bin-by-bin numerical comparison was not possible because the experiment and

simulation had different bin widths (0.050 keV for the simulation and 0.052 keV for the

experiment). Overall, 44 different spectra were compared. Only a few select examples are

discussed in this section as the differences between all the materials and spectra were similar.

For completeness all spectra that were used in the validation process are given in Appendix A.

To take into account the small differences between the number of counts in the experiment

and simulation, all simulated spectra were normalised to the total number of counts in the

spectrum by the normalisation factor fn = Ne(x = 0)/Ns(x = 0) Here Ne(x = 0) is the

number of counts in the experiment spectrum for no filter and Ns(x = 0) is the number of

counts in the simulated spectrum for no filter. The Ne(x = 0) and Ns(x = 0) values are

given for all materials used in the validation in Table 6.2.

6.4.4.1 Spectrum comparisons

Consider the sample material 10 mm thick POM. Example spectra for no filter, and filters B,

D and J are shown in Figure 6.4. The simulated spectra followed the same general trend as

the experiment for all tested materials and thicknesses. Spectra were visually most similar

in the 10-25 keV region. In the 2.5-10 keV and 25-40 keV regions the experiment had

more counts than the simulation. For thicker filters, for example filter I in Figure 6.4d, the

experiment was more noisy due to the smaller number of counts compared to the simulation.

As given in Table 6.2, there was a difference of (0.179±0.007)×105 counts between the

simulation and experiment for the unfiltered measurement. Similar trends were seen across

the other three materials.

In addition to the spectrum differences between 2.5-10 keV and 25-40 keV, the experimental

spectrum for PVC had an additional peak at 25 keV. A comparison of the simulated and
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(a)

(b)

(c)

(d)

Figure 6.4: Comparison of simulated and experimental spectra for a 10 mm thick POM
sample for (A) no filter, (B) filter B (0.14 mm), (C) filter D (1.68 mm) and (D) filter I
(17.0 mm).

experimental spectra for PVC is shown in Figure 6.5a. The source of this is a tin impurity

in the PVC sample as 25 keV corresponds to the Kα x-ray fluorescence line in tin [124].

Although exact elemental composition was not available from the supplier, tin is the most

likely source as tin is often added as a stabiliser to PVC plastic to improve rigidity [125].

The HDPE spectrum comparison is shown in Figure 6.5b. The simulation and experiment

show good agreement with the exception of the aforementioned areas at 2.5-10 keV and

25-40 keV. Nonetheless, the difference between the simulation and experiment in terms of

total counts is 17% from the Ne(x = 0) and Ns(x = 0) values in Table 6.2. For the other

three materials it is 9% or less. The most likely explanation for this is that the density for

the experimentally tested material is not exactly the same as the HDPE sample simulated.

There are a range of densities for HDPE (0.93-0.97 g cm−3) [126]. All the other materials

were acquired directly from the manufacturer and hence the type of material, atomic number

and density could be reliably confirmed. The HDPE sample came from a different source

so the density and atomic number could not be confirmed. HDPE was the best estimate

based on an inspection of the sample. As a range of HDPE properties exist, it could be that

the HDPE was different to that simulated, hence a different spectrum was produced. To
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(a) PVC (b) HDPE

Figure 6.5: Comparison of simulated and experimental spectra for a 10 mm thick (A)
HDPE and (B) PVC. Both spectra shown are unfiltered.

eliminate this issue, the HDPE sample should be weighed to confirm its density. This could

not be carried out in this work due to restricted laboratory access over the pandemic.

6.4.4.2 Analysis of spectral differences

Further analysis of the spectral differences between 2.5-10 keV and 25-35 keV was performed

using POM as an example. Figure 6.6 shows the simulated and experiment spectra for

POM with no filter. Both spectra have been normalised to the channel with the largest

number of counts to highlight differences in the distributions. In the energy region 0-10 keV

(region(a) in Figure 6.6) and 25-35 keV (region (b) in Figure 6.6) there are more counts in

the experimentally measured spectrum. In both spectra there are edge features at 26.7 keV

and 31.8 keV corresponding to the K edge energies for Cd and Te, but these are much more

prominent in the experiment spectrum.

Both these features were due to the x-ray spectrum input into the simulation. The simulation

input spectrum was the output spectrum of the x-ray tube as measured by the CdTe detector

(discussed in Section 5.2.1). This input spectrum contained features due to the detector

response, namely edges at 26.7 and 31.8 keV, and more events at low energies. Both features

were caused by escape events within the CdTe crystal [96]. The x-ray tube was therefore

outputting more x-rays above 26.7 keV than what was measured by the CdTe detector [96].

When this input spectrum (with less high energy events than expected) was put into the

simulation, there were then less escape events in the simulation as there were fewer x-rays

above 26.7 keV being simulated. This resulted in a less pronounced K edge and fewer low

energy counts. The low energy region was also increased in the experiment due to detector

noise as this was not simulated in the experiment.
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Figure 6.6: Simulated and experiment spectra for 10 mm POM (unfiltered). Both spectra
are normalised to the channel with the largest number of counts to highlight the differences
in the distributions of the two spectra. The two areas where the spectra differ most are
indicated by the shaded regions. These are (a) 0-10 keV, shown in yellow and (b) 25-35 keV
shown in green.

Overall, despite spectral differences in some regions, good agreement between the simulation

and experiment was demonstrated. To improve in regions of differences, the simulation

could instead use an x-ray tube input spectrum with the measurement effects removed.

Applying spectrum processing software to remove the absorption edges [96], or using an x-ray

tube spectrum model could achieve this, however both methods would introduce additional

errors. This will be subject of further discussion in Section 9.4. Nonetheless the simulation

reproduced the experimental spectrum shapes to high accuracy and it was concluded the

simulation was suitable for the required uses.

6.4.5 Simulation method

The simulations were run following a process very similar to the experimental method. For

each material, eleven different simulations were performed: one for each of the ten different

filter thicknesses given in Table 5.2 and one with no filter.

The reconstruction of the energy spectra was the same as for the experimental spectra as

outlined in Section 5.5. First an energy integrated detector response was calculated by adding

the product of the number of counts and energy for each energy bin, I=
∑iEiNi where i is

the number of bins in the spectrum (see Equation 5.1). The error in the detector response
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was calculated as δ=
∑i σi where σi is the error in the detector response measurement I.The

equation ~α~I = W ~N was then solved using Tikhonov regularisation to calculate the energy

spectrum ~N . The RCF (or α) was calculated in the same way as the experiment as discussed

in Section 4.5 to quantify how different the full simulation was to the model.

6.4.5.1 Case 1: Testing the reconstruction method on additional materials

In case 1, 33 different organic materials were simulated. The materials had atomic numbers

between Z=3 and Z <16. The densities for the materials tested were between 0.534 g cm−3

(Lithium) and 2.699 g cm−3 (Aluminium). Among the simulated materials were all the

experimentally tested materials (HDPE, POM, PVC, PVDF and PTFE) as well as explosives

and narcotics (Hydrogen peroxide, RDX, TNT, PETN and cocaine). All samples were 10 mm

thick and run for 1.25×1010 simulation events. Nylon was used as the calibration dataset for

calculating the RCF.

The atomic number and density properties for all simulated materials are given in Table 6.3.

Most materials used were available from the Geant4 materials database [120]. A few materials

(HDPE, cocaine, cellulose, TNT, RDX, PETN, hydrogen peroxide, sodium fluoride and salt)

were not in the Geant4 materials database so were manually added by providing information

about the atomic number, density and molecular composition. The chemical equation used

for each material not in the Geant4 database is also given in Table 6.3.

Figure 6.7 shows the atomic numbers and densities for all simulated materials given in Table 6.3.

The vast majority of explosives lie between 6.5≤ Zeff ≤8.0 and (1.4≤ ρ ≤2.0) g cm−3 [17].

This region is marked in red in Figure 6.7. All explosive materials simulated lay within this

region as well as two inert materials Sucrose and Cellulose, and two explosive simulants,

POM and PVDF.
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Material name Zeff ρ, g cm−3 In-built in Geant4? Chemical equation
(if not inbuilt)

Lithium 3 0.534 Yes -
Beryllium 4 1.848 Yes -

Boron 5 2.37 Yes -
HDPE 5.53 0.97 No (C2H4)n

Polypropylene 5.67 0.9 Yes -
Polystyrene 5.74 1.06 Yes

Nylon 6.21 1.14 Yes -
Acetone 6.39 0.7899 Yes -
Cocaine 6.39 1.22 No C17H21NO4

Acrylic 6.56 1.18 Yes -
PVA 6.7 1.19 Yes -

Ethanol 6.79 0.7893 Yes -
Cellulose 6.97 1.5 No (C6H10O5)n
Sucrose 7.00 1.5805 Yes -
POM 7.03 1.41 Yes -
TNT 7.1 1.654 No C7H5N3O6

RDX 7.25 1.82 No C3H6N6O6

PETN 7.42 1.77 No C5H8N4O12

Water 7.51 1 Yes -
Hydrogen Peroxide 7.74 1.45 No H2O2

PVDF 7.97 1.78 Yes -
PTFE 8.48 2.2 Yes -

Sodium fluoride 10.22 2.56 No NaF
Sodium 11 0.971 Yes -
Silica 11.75 2.32 Yes -

Magnesium 12 1.74 Yes -
Pyrex 12.17 2.23 Yes -

PTFCE 12.71 2.1 Yes -
Aluminium 13 2.699 Yes -

PVC 14.26 1.45 Yes -
Concrete 14.55 2.3 Yes -
Gypsum 14.6 2.32 Yes -

Salt 15.31 2.16 No NaCl

Table 6.3: Density and atomic number properties for all materials simulated using the full
geometry simulation case 1. Most materials were simulated using the in-built entry in the
Geant4 materials database [120]. Some materials were manually added to the database by
providing the density, Zeff and molecular composition. This is indicated in the table.
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Figure 6.7: Atomic number and density properties for all materials simulated for full
geometry case 1 as described in Section 6.4.5.1. Labels for materials Acetone, PVA and
Gypsum have been omitted for clarity. The explosive material region is marked in red as
explained in the main text. All Zeff and ρ values are given in Table 6.3.

6.4.5.2 Case 2: Investigation of systematic errors

The full simulation geometry was also used in order to understand how systematic errors

affected the accuracy of the energy spectrum reconstruction method. The sample material

was 10 mm POM and all simulations were run for 1.25×1010 events. Minor modifications to

the full geometry were made in order to simulate a specific systematic error. Further details

of these simulations and modifications are provided in Chapter 10.

6.5 Simple simulation

A simulation of the 50 keV scattering experiment with a simplified geometry was also

performed. This will be called the simple geometry (SG) simulation in what follows. The SG

was used in cases where the full detail of the full simulation geometry was not necessary. The

advantage of using the simplified simulation was the simulation run time was much shorter

than the full geometry. Each simulation took approximately 1 h to run 1.25×1010 events

(compared to 12 h for the same number of events in the full geometry). The two uses of the

simple simulation were:

1. To calculate the theoretical spectrum for use when calculating the RCF (Section 5.7).
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2. To understand the behaviour of the Tikhonov solutions in a simple case (Section 4.7).

Details for each case are provided in this section.

6.5.1 Simple simulation geometry

The simple simulation geometry consisted of a point x-ray source, sample and detector as

shown in Figure 6.8. The dimensions of the set-up were the same as in the experiment and

full simulation; the source-to-sample distance was 17 cm and sample-to-detector distance

of 10 cm. The angle between the incident and scattered beams was 40 ° (scattering angle

140 °). The sample size was 48×48×10 mm and the detector volume was 5×5×1 mm.

The size and divergence of the x-ray beam was not modelled. Instead the x-ray beam was

simulated as a point source emitting x-rays in a fixed direction in a straight line along the

line connecting the point source and the centre of the sample. The energy of the x-rays was

chosen by randomly selecting an energy from the aligned distribution spectrum at the start

of each run, as done in the full simulation (see Section 6.4.2).

The CdTe detector material was not modelled in the simplified simulation so it could be used

as the theoretical measurement. To do this the detector material was set as a vacuum and

the energy of the x-rays incident on the surface of the detector volume were measured. The

x-ray energies were then put into a histogram as in the full simulation to produce an energy

spectrum.

Figure 6.8: Geant4 simulation geometry for a simplified simulation of the experimental
setup.
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6.5.2 Simple simulation validation

The simulation was validated by comparison with spectra from the full simulation. The

simulation was not validated by comparison with experimental data as it was a theoretical

simulation with the sole purpose of not including any experimental effects. Both the simple

and full simulations were run for 1.25×1010 events each using POM as the sample material.

The result is shown in Figure 6.9.

As shown in Figure 6.9 there are fewer x-rays with energy below 10 keV and more x-rays with

energy above 25 keV in the simple simulation. This is because x-rays are now only scattering

off the sample and not off other parts of the geometry as expected.

Figure 6.9: Simulated energy spectra for the full simulation (red curve) and the simple
simulation (green curve) with POM as the sample material. Simulations were run for
1.25×1010 events each. Both spectra have been normalised to the total number of counts
in the spectrum to show the differences in the energy distribution.

6.5.3 Case 1: Use in RCF method

The SG was used to generate the theoretical scatter spectrum used to determine the calibration

factor ~α. The method for calculating the RCF is discussed in Section 4.5. Two different

calculations of α were required, one for each of the experimental days. The calibration

material used on day 1 was Nylon, and for day 2 it was Acrylic. The simple simulation was

run for both Acrylic and Nylon sample materials. For each material the simulation was run

for 1.25×1010 events. The resulting spectrum for each material was re-binned to 10 energy

bins. This binned spectrum was the parameter ~N discussed in Section 4.5. The RCF could

thus be calculated using Equation 4.28 in Section 4.5.
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6.5.4 Case 2: Use in understanding Tikhonov solutions

The SG was also used to understand the behaviour of Tikhonov solutions in Section 4.7. One

simulation was performed using a 10 mm Nylon sample material. The simulation was run for

5×109 events. Filters were added mathematically instead of simulating the filter in Geant4

in order to eliminate effects of scatter from the filters, as will be discussed in this section.

By mathematically adding the filters, the detector responses was exactly as expected by the

reconstruction model, allowing the intrinsic errors of the model to be investigated without

the complications of additional scatter.

The filtered detector response measurements were simulated by taking each bin of the

spectrum and mathematically applying the attenuation factor as follows,

Nj(xk) = Nje
−µ(Ej)xk . (6.1)

Here Nj is the number of counts in bin j in the simulated spectrum, Ej is the energy of

bin j, and xk is the filter thickness of the filter to be simulated. µ(Ej) is the attenuation

coefficient for aluminium at energy Ej as given by the NIST XCOM database [52]. Nj(xk)

is the number of counts in bin j in the filtered spectrum. The detector response Ik was

therefore

Ik =

j∑
Nj(xk)Ej , (6.2)

and the error in Ik, σIk was

σ2Ik =

j∑(
Ej

√
Nj(xk)

)2

. (6.3)

No RCF was required as no model corrections were necessary, therefore ~α = ~1. Spectra were

simulated in this way for all ten of the required thicknesses. The thicknesses are given in

Table 4.1. The equation ~α~I = W ~N was then solved for ~N using Tikhonov regularisation.

See Section 4.7 for further details of the analysis.

6.6 Chapter summary

This chapter introduced the basic theory of Monte Carlo simulations and discussed the design

and methods of the two Geant4 simulations used in this thesis: the full geometry (FG) and

simple geometry (SG) simulations. The FG simulation followed the experimental geometry as

precisely as possible and was used to simulate 33 additional organic materials and investigate

systematic error effects. In addition, the SG simulation was used in the RCF calibration

process and for understanding the behaviour of Tikhonov solutions. Both simulations were

shown to produce valid results and are hence suitable for their desired uses.
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Results

This chapter presents the reconstructed experimental energy spectra acquired using the

spectrum reconstruction method. The reconstructed spectra are discussed in depth drawing

on the knowledge of the Tikhonov solution presented in Chapter 4. Using the simulated data

set of 33 materials, relationships between spectrum properties and material properties were

derived. These relationships were used to categorise the experimentally tested materials as

either explosive or non-explosive with a certain probability. Additionally the relationships

were used to estimate the Zeff and ρ of the experimentally tested materials.

All raw CdTe spectra for the experimental measurements are shown in Appendix B along with

the calculated detector response values. Not all energy bins in the spectrum reconstruction

were relevant for the analysis but are provided in Appendix C for reference.

7.1 Note on spectra and comparison metrics

All energy spectrum reconstructions discussed had 10 bins which were numbered bins 1-10 in

ascending energy order. The total energy range was 0-50 keV and each bin was 5 keV wide.

The number of counts in bin n was referred to as Cn. For example, the number of counts in

bin 3, which covers an energy range of 10-15 keV, was referred to as C3.

Throughout the analysis spectra were compared in several ways. The first spectrum comparison

metric used was the difference parameter d where

d =

√∑10
j=1(N1j −N2j )

2√∑10
j=1(N1j )

2
. (7.1)
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Here N1j and N2j are the number of counts in bin j of spectrum 1 and spectrum 2 respectively.

The parameter d is expressed as a percentage difference. This is the same as that defined in

Figure 4.7 Section 4.31.

The second measure was the average energy, Ē where,

Ē =

∑10
j=1EcjNj∑10
j=1Nj

(7.2)

where Nj is the number of counts in bin j and Ecj is the bin centre energy. This was used

as a measure of the overall distribution shape. A small d value and a similar average energy

meant that the spectra followed a similar shape with little variation between bins.

In some cases individual Cn values were compared to evaluate the reconstruction quality in a

particular bin. The most important bins in the reconstruction were bin 3 and bin 9 as these

values were used to extract the effective atomic number and density of the material from the

energy spectrum (an explanation of why C3 and C9 are used is provided in Section 7.6).

7.2 Experimental detector response

Unfiltered detector response measurements were first compared. This is equivalent to a

measurement that is acquired on a field backscatter system. Differences between the detector

responses were observed for each material within the experimental errors. For example, HDPE

had a detector response of (4.08±0.01)×106 keV counts and POM (4.39±0.01)×106 keV

counts. These detector response values for all materials are given in Table 7.1. As shown

in Figure 7.1a, there is no clear unique relationship between density and detector response.

Figure 7.1b shows no clear unique relationship between detector response and Zeff , however

the PVC point which has the highest Zeff (Zeff=14.26) has an approximately 2.8 times

lower detector response compared to the other materials. On a commercial backscatter

system materials of high and low atomic numbers are separated out via thresholding of

the detector response. However more accurate categorisation, which is needed to identify

explosive materials, is not possible using the current thresholding methods.

The signal-to-noise ratio (SNR), defined as SNR = response/error, is often generally smaller

for field backscatter systems compared to the measurements required here. For example,

for a steel sample measured with a 160 keV x-ray source at a distance of 15 m, the SNR

was 77 [77, 127] (see Section 9.9 for further discussion of this). In this investigation, even

for PVC the SNR is much higher at 224. Therefore even in the best case scenario material

identification is still very limited so is certainly not possible on field systems.
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(a) (b)

Figure 7.1: Detector response as a function of (A) density and (B) effective atomic
number for experimentally tested materials. The detector response was acquired using an
unfiltered CdTe detector. This represents the equivalent field measurement.

Material Density Zeff Detector response keV counts

HDPE 0.97 5.53 (4.08 ± 0.01)×106

POM 1.41 7.03 (4.39±0.01)×106

PVC 1.45 14.26 (1.45± 0.006)×106

PVDF 1.78 7.97 (3.97±0.01)×106

PTFE 2.2 8.48 (3.93±0.01)×106

Table 7.1: Detector response for the five experimental measurements as shown in Figure 7.1.
The detector response was calculated from the unfiltered scattered spectrum for each material.
The raw spectra are given in Appendix B.

7.3 Experimental filtered detector response

Figure 7.2 shows the detector response as a function of filter thickness for all filtered

measurements for HDPE, POM, PVC, PVDF and PTFE. The values for all data points are

given in Table B.1 in Appendix B. Errors are considered but too small to be seen on the plot.

The percentage error on the detector responses ranged from 0.3 to 3.6%. The percentage

error increased with increasing filter thickness, and was smaller as a percentage the larger

the detector response. For all materials there was a decrease in the detector response as a

function of filter thickness. The rate of decrease of the response also decreased as a function

of filter thickness. The curves for PTFE, PVDF and POM are virtually indistinguishable. The

HDPE curve has an initially steeper gradient compared to that of PTFE, PVDF and POM so

is distinguishable from the others at thicknesses over ∼2 mm. PVC has a much lower initial

detector response and shallower gradient so is clearly distinguished from the other materials.

Similarly to that seen in the unfiltered detector response measurement, limited material

discrimination is possible when using the raw filtered detector response measurements,
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Figure 7.2: Detector response as a function of filter thickness for HDPE (green), POM
(purple), PVC (yellow), PTFE (blue) and PVDF (red). The curves for POM, PVDF and
PTFE are very similar. The percentage error on the detector response ranged from 0.3 to
3.6% as discussed in the main text.

especially for POM, PVDF and PTFE. These detector response measurements were used

to perform the energy spectrum reconstruction for each material in order to improve the

material separation.

7.4 Experimental energy spectrum reconstructions

The results of the energy spectrum reconstruction method showed improved material separation

compared to that obtained using a single detector response measurement. This will be

discussed in the following section. Reconstructions were performed using the detector

response data given in Figure 7.2. Figure 7.3 shows the spectrum reconstructions from

experimental measurements of HDPE, POM, PVDF, PTFE and PVC (solid line in Figure 7.3).

The values for each bin in the spectrum are given in Table C.1 in Appendix C, and those

relevant for the analysis (C3 and C9) are shown in Table 7.2. Each reconstruction was

compared to an equivalent CdTe measurement of the energy spectrum binned to 10 bins

(dashed line in Figure 7.3). The CdTe measurement was normalised so that the spectrum and

reconstruction had the same number of total counts for ease of comparison. The difference

between the reconstruction and spectrum was also calculated for each bin, shown below each

spectrum plot in Figure 7.3.
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Material d C3 C9 Ē, keV
% Spec Recon Spec Recon Spec Recon

HDPE 18.6 53801 ± 232 48412 ± 1277 2228 ± 47 6369 ± 156 19.6±0.1 20.8±0.3

POM 19.5 33934 ± 184 32488 ± 1092 3233 ± 57 9444 ± 136 21.9±0.1 23.6±0.3

PVC 37.4 8010 ± 89 6424 ± 330 2026 ± 45 5264 ± 54 26.3±0.3 26.8±0.3

PVDF 23.8 26058 ± 161 21821 ± 1036 3935 ± 63 11288 ± 133 22.9±0.1 25.4±0.3

PTFE 25.9 23172 ± 152 19888 ± 1093 4494 ± 67 12222 ± 143 23.4±0.1 25.9±0.3

Table 7.2: Comparison of spectrum properties for experiment reconstruction (recon) and
CdTe detector spectrum measurement (spec). See Figure 7.3 for the spectrum reconstruc-
tions.

The general spectrum shape was reproduced well for HDPE, POM, PVDF and PTFE (PVC is

discussed separately in Section 7.4.2). The average energy was higher for the reconstructed

spectrum than the measured spectrum by 1-2 keV. The spectrum differences ranged from

18.6-25.9%. The full comparison metrics are given in Table 7.2. Across all materials, the

main differences are less counts in bins 1-3 and more counts in bins 4 and 9. Overall these

spectrum differences are not surprising; the reconstruction is not expected to follow the

spectrum measurement exactly. This is because firstly the model used in the reconstruction

is an approximation, especially at low energies, and secondly because there are errors in the

Tikhonov regularisation method as discussed in Section 4.7. These differences will now be

evaluated in detail using the HDPE spectrum as an example.

7.4.1 HDPE reconstruction

Consider the HDPE reconstruction as shown in Figure 7.3a. The sharp peak in bin 3 in the

CdTe spectrum is not reproduced in the reconstruction as a result of the regularisation. Instead

the peak is wider and reaches a maximum in bin 4. The C3 value in the reconstruction is

5389±1277 counts which is 10% lower than the CdTe spectrum. The C4 value is 12782±841

counts which is 34% higher than the CdTe spectrum. C9 in the reconstruction is 4141±156

counts, 186% higher than the CdTe spectrum. This higher C9 value is as a result of the sharp

change between bins 8 and 10 being smoothed out. Differences of this kind were observed in

the perfect reconstruction case discussed in Section 4.7.1 as a result of the errors intrinsic to

the Tikhonov solution due to regularisation.

The C1 value in the reconstruction is 5319±88 counts (85%) and C2 is 8958±1918 counts

(25%) lower than the CdTe measurement. One reason for this could be noise in the lower

energy bins in the CdTe measurement which has been removed by the calibration process in

the reconstruction. Another reason could be inaccuracies in the reconstruction model. The

model is less accurate at low energies as µ(E) varies most rapidly the lower the energy, so
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(a) HDPE

(b) POM

(c) PVC

(d) PVDF

(e) PTFE

Figure 7.3: Energy spectrum reconstruc-
tions for (A) HDPE, (B) POM, (C) PVDF,
(D) PTFE and (E) PVC. The reconstruc-
tion is shown by the solid colour line. The
error in the reconstruction is shown by the
coloured dashed line. The energy spectrum
measurement is shown by the black dashed
line for comparison. The spectrum mea-
surement has been normalised to the total
number of counts in the reconstruction for
ease of comparison.
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using the µ(E) corresponding to the bin centre is not representative of all the energies in the

bin. The 20-40 keV (bins 5-8) region is more closely reconstructed. The maximum count

difference across this range is 6.1% (bin 5). This is the smoothest part of the CdTe spectrum

and hence is most accurately reproduced by the Tikhonov solution. Similar differences

between the CdTe measurement and reconstructions are similar for POM (Figure 7.3b),

PVDF (Figure 7.3d) and PTFE (Figure 7.3e).

7.4.2 PVC reconstruction

The PVC reconstruction as shown in Figure 7.3c is a poorer reconstruction as indicated

by the d parameter value of 37.4%. Although the average energies given in Table 7.2 are

similar it is clear that the structure on the lower energy side has not been reconstructed at

all. The reconstruction was a different shape compared to the CdTe measurement. In the

CdTe spectrum there are two distinct regions, the 0-15 keV region (region of characteristic

x-ray scattering) and the region above 25 keV (region of bremsstrahlung scattering) with

a clear transition between the two in the 20-25 keV. The reconstruction is too smooth to

separate the two regions.

This is because the error in the data for PVC (the δ parameter) is larger than the error in the

data for the other materials as there were fewer overall counts detected (δ error parameter

was 0.77% for PVC compared to 0.43% for HDPE, for example). The larger δ the smoother

the Tikhonov solution will be. Additionally, bin 10 in the reconstruction has a high number of

counts with C10=2115±98, 1210% more than the CdTe spectrum. This is also an indication

that the δ parameter is too large from the discussion in Section 4.7.2.

Analysis of the L-curve for the PVC data showed the δ parameter chosen to be representative

of the data. Reconstructions with a smaller δ parameter contained artificial peaks similar to

that shown in Figure 4.5g in Section 4.7.2 which is indicative of not enough regularisation. The

δ parameter is proportional to the total number of detected x-rays as shown in Section 5.5

Equation 5.2. To get a δ value similar to that of the the other materials, and hence a

reconstruction of similar accuracy, the PVC measurements would need to be acquired for 2.8

times longer (170 s per filter compared to 60 s). Increasing the time per measurement would

reduce the scan efficiency however. This will be a subject of discussion in Section 9.9.
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7.5 Comparison of simulation and experiment reconstructions

The experimental and simulated reconstructions were compared as a second validation check

of the simulation. Simulations of the five experimentally tested materials were performed

using the full geometry simulation. Energy spectra were reconstructed from the set of

simulated detector response measurements. The reconstructions are shown in Figure 7.4. The

experiment and simulated reconstructions were compared by calculating d, Ē, C3 and C9.

These parameters for all spectra shown in Figure 7.4 are given in Table 7.3. POM, PVDF and

PTFE all showed good agreement between the simulation and experiment with all difference

values less than 7%. This suggested the simulation was reproducing the experiment to high

accuracy, supporting the results of the spectrum comparisons in Section 6.4.4. Discrepancies

between the PVC and HDPE spectra were explained by a difference in the error parameter

and a lack of information about the sample. Further details are provided in the following

subsections.

Material d C3 C9 Ē, keV
% Sim Expt Sim Expt Sim Expt

HDPE 14.8 55590 ± 1350 48412 ± 1277 6953 ± 153 6369 ± 156 20.4±0.3 20.8±0.3

POM 5.6 31181 ± 1053 32488 ± 1092 9718 ± 126 9444 ± 136 23.6±0.2 23.6±0.3

PVC 9.3 6124 ± 297 6424 ± 330 4968 ± 43 5264 ± 54 26.3±0.3 26.8±0.3

PVDF 6.3 23355 ± 917 21821 ± 1036 11050 ± 116 11288 ± 133 24.8±0.2 25.4±0.3

PTFE 6.5 19842 ± 886 19888 ± 1093 12438 ± 117 12222 ± 143 25.7±0.2 25.9± 0.3

Table 7.3: Comparison of spectrum properties for simulation and experiment reconstruc-
tions. See Figure 7.4 for the reconstructions.

7.5.1 HDPE

In the case of HDPE shown in Figure 7.4a, the simulation reconstruction is greater than

the experiment reconstruction in all bins. The d value suggests a 14.8% difference between

the simulation and experiment. The C3 and C9 values are not consistent to within 3σ

(see Table 7.3 for these values). However, the average energies are 20.4±0.3 keV for the

simulation and 20.8±0.3 keV for the experiment and hence consistent to within 2σ suggesting

the spectrum shapes are similar. As discussed in Section 6.4.4.1, the most likely explanation

for this is a difference in the material density of what was simulated and what was measured

experimentally.
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(a) HDPE

(b) POM

(c) PVC

(d) PVDF

(e) PTFE

Figure 7.4: Comparison of reconstructions
from simulated (grey line) and experimental
(coloured line) reconstructions. The simu-
lated dataset was generated using the full
geometry simulation (FG) discussed in Sec-
tion 6.4. The dotted lines show the errors
in the reconstruction due to the Poisson
error. The dashed black line shows the sim-
ulated spectrum binned to 10 energy bins
for comparison.
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7.5.2 POM, PVDF and PTFE

Consider Figure 7.4. Upon visual inspection, the reconstructions that agree most closely are

those for POM (Figure 7.4b), PVDF (Figure 7.4d) and PTFE (Figure 7.4e). The d values for

these indicated a 5.6% difference for POM, 6.3% difference for PVDF and 6.5% difference

for PTFE. The average energies were consistent to within 2σ. The C3 and C9 values were

consistent within the reconstruction errors. Therefore there was good agreement between

the experiment and simulation reconstructions suggesting the simulation was accurately

reproducing the experiment.

7.5.3 PVC

For PVC, as shown in Figure 7.4c, visually the spectrum reconstructions are similar. The

average energies are consistent and the d parameter indicated a 9.3% overall difference

between the spectra. The C3 values were consistent, however the C9 value was higher for

the experiment compared to the simulation at 5264±54 counts for the experiment compared

to 4968±43 counts for the simulation. In both reconstructions the number of counts in bin

10 is much larger than expected at 2290±96 counts for the experiment reconstruction and

1126±66 counts for the simulation reconstruction compared to an expected 73±9 counts

from the simulated spectrum. As discussed in Section 7.4, an increased number of counts

in bin 10 is due to the size of the error in the data. The δ value for the simulation was

0.61% and for the experiment it was 0.77%.Therefore bin 10 was larger in the experiment

because there was more smoothing of the solution as δ was larger. Bin 9 was also larger in

the experiment as a result of the smoothing between bins 8 and 10.

7.6 Determining material properties

The full simulation geometry was used to simulate filtered backscatter spectra for a wider

data set of organic materials. Thirty-three materials were simulated in total with spectrum

reconstructions performed for each. The reconstructed spectra were then analysed to identify

relationships between reconstructed spectrum properties and material properties. Analysis of

the NIST data discussed in Section 2.3.6 showed theoretical relationships between the scatter

intensity at 10 keV and Zeff and the scatter intensity at 42 keV and ρ. As explained in the

subsections below, C3 was chosen to represent the scatter intensity at 10 keV and C9 the

scatter intensity at 42 keV.

The relationship between C3 and Zeff and C9 and ρ is expected to deviate from the theoretical

trends firstly because each bin represents a 5 keV window of energies so there will be more of
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a range of attenuation effects, and secondly because of errors intrinsic to the reconstruction

model. Therefore lines of best fit were re-derived using the simulated material dataset. The

Zeff and ρ for the experimentally tested materials were then calculated using the re-derived

equations.

7.6.1 Density and C9

The functional form C9 = mln(ρ) + cρ was used to describe the relationship between C9

and ρ for materials with 3≤ Zeff ≤10, based on a theoretical calculation using NIST data

(Figure 2.12). C9 was chosen as the scatter energy of 42 keV was in this bin. Although bin

9 was greater than expected from the CdTe spectrum measurement, the effect was the same

across all materials so was thought not to change the relationship with density significantly.

Consider Figure 7.5 which shows C9 as a function of density, ρ. The simulation data points

are shown in black and the experiment data points in red. For all materials with Zeff ≤10,

C9 increased as a function of density. The fit C9 = mln(ρ) + cρ was applied to all data points

with Zeff ≤10. The fit parameters were m=6668±162 and cρ=7351±69 with χ2
red=4.13.

This fit is shown by the solid black line and the errors are shown by the dashed black line.

The explosive material density region 1.4≤ ρ ≤2.0 g cm−3 is shown by the grey vertical lines.

The C9 values corresponding to a material with density in this range at 1σ is shown by

the blue horizontal band. The 1σ confidence interval was (0.946<C9<1.206)×104 counts.

This was calculated by putting ρ=1.4 g cm−3 and ρ=2.0 g cm−3 into the fit and calculating

C9±1σ. The 2σ and 3σ confidence intervals are marked in lighter shades of blue at the top

and bottom of the main band. The range of C9 values for the 2σ and 3σ confidence intervals

were (0.933<C9<1.215)×104 counts and (0.920<C9<1.224)×104 counts respectively.

As shown in Figure 7.5, for materials with Zeff >10 (materials such as PVC, Magnesium and

Aluminium for example) no clear trend was seen with density. This shows it is not possible to

acquire density information for materials with Zeff >10 using x-rays with energy ≤50 keV.

This is consistent with the theoretical prediction discussed in Section 2.3.5. Higher energy

x-ray beams would need to be used to acquire this information. This will be a subject of

discussion in Section 9.5.

The experimental data points are shown in red in Figure 7.5. The C9 values for each are

also given in Table 7.4. The experimental C9 value for all materials was within 3σ of the

simulated C9 value with the exception of PVC which was 296±69 (4.3σ) higher than the

simulated value. The higher number of experimental counts in PVC is caused by a difference

in the error parameters used in the reconstruction and simulation, as previously discussed

in Section 7.5. This had no effect on the overall outcome however as it is not possible to

acquire density information for PVC using this method anyway.
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Figure 7.5: Plot of the number of counts between 40 and 45 keV (C9) and material
density for reconstructions using the simulated data set (black points). The experiment
data set is shown in red. The equation C9 = m ln ρ+ cρ was fitted to all simulated data
points with Zeff ≤10. The fit parameters are given in the main text. The explosives
region, 1.4≤ ρ ≤2.0 g cm−3, is marked by the grey dashed lines. The region of C9 values
corresponding to densities in the explosives region as calculated by the fit is marked in blue.

Material Density C9

g cm−3 Experiment Simulation Difference (Expt-Sim)

HDPE 0.97 6369 ± 156 6953 ± 153 -584 ± 219 (2.7σ)

POM 1.41 9444 ± 136 9718 ± 126 -274 ± 185 (1.5σ)

PVC 1.45 5264 ± 54 4968 ± 43 296 ± 69 (4.3σ)

PVDF 1.78 11288 ± 133 11050 ± 116 238 ± 176 (1.4σ)

PTFE 2.2 12222 ± 143 12438 ± 117 -216 ± 185 (1.2σ)

Table 7.4: A comparison between the number of counts between 40 and 45 keV (C9) in
the reconstructed spectrum for the experiment and simulation reconstructions. The data
are shown in Figure 7.5. The difference between the experiment and simulation is also
calculated for numerical comparison.
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7.6.2 Effective atomic number and C3

The equation C3 = Ae−b(Zeff−4.00) + cz was used to describe the relationship between C3

and Zeff for all materials with Zeff >3 (see Figure 2.13). C3 was chosen to represent the

number of counts at 10 keV. Bin 3 was chosen instead of bin 2 as the reconstructions were

most similar to the spectrum measurement in bin 3, including PVC, in the experimental

reconstructions. The greatest difference across HDPE, POM, PVDF and PTFE in bin 3 was

a difference of -4237±1036 counts (16% reduction) for PVDF. The greatest difference in

bin 2 was -8953±1918 counts (25% reduction) for HDPE. For PVC the difference in bin 2

was -5776±346 (77% reduction) and -1586±330 (20% reduction) for bin 3. Bin 3 was also

slightly less sensitive to perturbations compared to bin 2 (see Section 4.7.3).

Consider Figure 7.6 which shows C3 as a function of Zeff . The C3 value decreases with

increasing effective atomic number, with the exception of Zeff=3 (Lithium). Lithium is an

outlying point, as discussed in Section 2.3.6. This is because the photo-electric absorption

and Compton scattering cross-sections are a similar order of magnitude in Lithium, whereas

for materials with Zeff >3, photo-electric absorption dominates. The exponential function

C3 = Ae−b(Zeff−4.00) + cz was fit to the data set (excluding the Zeff=3 data point) with fit

parameters A=119130±3890, b=0.47±0.02 and cz=5602±335. The reduced χ2 parameter

was χ2
red=323. The fit is shown by the solid black line in Figure 7.6. The 1σ error band for

the fit is shown by the black dotted line. The range of effective atomic numbers for explosive

materials is 6.5≤ Zeff ≤8 [17] and this is marked by the vertical grey dashed lines. The blue

horizontal band represents the range of C3 values that correspond to an explosive material at

1σ. This was calculated by putting Zeff=6.5 and Zeff=8 into the fit. The lighter shades of

blue at the top and bottom of the horizontal band represent the 2σ and 3σ confidence levels.

The values for the confidence intervals are given in Table 7.6.

The χ2
red parameter of 323 suggests a poor model of the experimental data. This is not

surprising. C3 is a complex function of atomic number, density, scatter angle and x-ray

energy, and the model assumption relies on only an atomic number effect. That does not

mean the fit is not useful though. A more accurate model that takes into account the small

deviations in the data would require many more fit parameters and introduce additional

fitting errors. It may also result in a non-singular relationship between Zeff and C3 in places,

(i.e. some C3 values could have more than 1 corresponding Zeff value). Additionally, a large

χ2
red value suggests errors in C3 have been underestimated. This is also to be expected as

the C3 values are affected by inaccuracies in the reconstruction process, errors for which have

not been included. Despite the high χ2
red the simplified fit clearly has a useful role in material

identification using the C3 value. It serves as a good visual representation of the relationship

between C3 and Zeff that is a singular function and hence can be used to estimate Zeff of

an unknown material given a C3 value.
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The experimental data points are shown in red on Figure 7.6. The C3 values for each material

are given in Table 7.5. Both the simulated and experimental C3 values are given and the

difference between the two is calculated. Within the experimental error there is no difference

between the POM, PVDF, PTFE and PVC C3 values. The HDPE experimental C3 value is

7178±1858 counts lower than the simulation, and lies below the fit line on Figure 7.6. The

most likely reason for this was a discrepancy between the simulated material and the material

that was actually tested as discussed in Section 7.4.
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Figure 7.6: Plot of the number of counts in the 10-15 keV energy bin (C3) as a function
of effective atomic number (Zeff ) for reconstructions using the simulated data set (black
points). The experiment data set is shown in red. The simulated data points were fitted to
the equation C3 = Ae−b(Zeff−4.00) + cZ. The fit and 1σ error bound is shown by the solid
and dashed black lines respectively. The lithium data point at Zeff=3 was excluded from the
fit. The fit parameters are given in the main text. The explosives region, 6.5≤ Zeff ≤8.0,
is marked by the grey dashed lines. The region of C3 values corresponding to Zeff in the
explosives region as calculated by the fit is marked in blue.

Material Zeff C3

Experiment Simulation Difference (Expt-Sim)

HDPE 5.53 48412 ± 1277 55590 ± 1350 -7178 ± 1858 (3.9σ)

POM 7.03 32488 ± 1092 31181 ± 1053 1307 ± 1520 (0.9σ)

PVDF 7.97 21821 ± 1036 23355 ± 917 -1534 ± 1384 (1.1σ)

PTFE 8.48 19888 ± 1093 19842 ± 886 46 ± 1407 (0.03σ)

PVC 14.26 6424 ± 330 6124 ± 297 300 ± 444 (0.7σ)

Table 7.5: A comparison between the number of counts in the 10-15 keV energy bin
(C3) in the reconstructed spectrum for the experiment and simulation reconstructions. The
data is shown in Figure 7.6. The difference between the experiment and simulation is also
calculated for numerical comparison.
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7.7 Categorisation of explosive materials

Sections 7.6.1 and 7.6.2 have demonstrated that C9 is proportional to density for materials

with Zeff ≤10 and C3 is proportional to Zeff for Zeff >3. Figure 7.7 shows C3 as a function

of C9. The simulation data set is shown by the black points. The region corresponding

to explosive materials based on the C3 and C9 values is shown in blue. The 1, 2 and 3

σ confidence levels for explosive material identification are shown in different shades of

blue. The experimentally tested materials are shown in red. The C3 and C9 values for the

experiment are given in Table 7.7. The ranges of C3 and C9 values corresponding to a

positive detection of an explosive material are given in Table 7.6 for each confidence level.

Figure 7.7: Number of counts between 10-15 keV in reconstructed energy spectrum (C3)
as a function of number of counts between 40-45 keV in reconstructed energy spectrum
(C9). Simulation points are shown in black and experiment points in red. The region of C3
and C9 values corresponding to a possible explosive material is shown in blue.

Explosives 1σ 2σ 3σ
region

C3, counts (×104) 2.25 - 3.98 2.12 - 4.17 1.99 - 4.35 1.86 - 4.54
C9, counts (×104 ) 0.959 - 1.200 0.946 - 1.206 0.933 - 1.215 0.920 - 1.224

Table 7.6: Range of C3 and C9 values corresponding to the 1, 2 and 3σ bounds for
explosives detection as illustrated in Figure 7.7.
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7.7.1 Explosive percentage likelihood

A percentage likelihood of a material being explosive was calculated. This was done by

calculating the percentage likelihood that the material lay within the explosive material range

defined by the 3σ limits of C3 and C9. The 3σ limits on both C3 and C9 meant there

was a 99% (0.9972) chance if a material was explosive it would be detected within the 3σ

region. All measurements were assumed to follow a normal distribution with the mean of

the distribution either the C3 or C9 value (depending which was being analysed), and the

standard deviation being the error on the value. The percentage of the Gaussian distribution

of the measurement within the explosive region was calculated for both C3 and C9 (p(C3)

and p(C9)) and a percentage likelihood of the material being explosive was calculated by

multiplying together both probabilities and the probability of an explosive material being

detected within the 3σ region, p(X) = p(C3)× p(C9)× 0.9972.

7.7.2 Categorisation of experimentally tested materials

Table 7.7 gives the percentage likelihood of explosive for all experimentally tested materials.

As shown in Table 7.7, both explosive simulant materials (POM and PVDF) were detected

as explosive with a higher than 95% chance. PTFE, which lay on the top left-hand edge of

the explosive region in Figure 7.7, was detected with a 42.8% probability. HDPE and PVC

were detected with a 0.0% probability owing to C9 values being at least 18σ away from the

lower C9 3σ bound. Therefore at a detection threshold of p(X) >95%, 2/2 materials were

correctly identified as explosive and 3/3 materials were correctly identified as non-explosive.

Therefore all the materials were correctly categorised meaning an extremely high success rate

for the five samples tested.

Percentage
Material C3 C9 chance explosive, Explosive?

p(X)

HDPE 48412 ± 1277 6369 ± 156 0.0% No
POM 2488 ±1092 9444 ± 136 95.8% Yes
PVC 6424 ± 330 5264 ± 54 0.0% No

PVDF 21821 ± 1036 11288 ± 133 99.3% Yes
PTFE 19888 ± 1093 12222 ± 143 48.2% No

Table 7.7: Table showing the percentage chance of an experimentally tested material being
explosive based on the C3 and C9 values in the energy spectrum reconstruction. Whether or
not the material is actually explosive simulant is indicated by the ”Explosive?” column.
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7.7.3 General method performance

The simulated dataset was studied to understand in more detail how successful the method

may be over a larger range of materials in the best case scenario. This was because not

enough experimental data were available to determine this experimentally. Out of the 33

materials simulated, eight were identified as being explosive at a higher than 95% chance, as

illustrated in Figure 7.7. The p(X) >95% threshold was chosen as this was the minimum

probability observed for the experimental data, although in practice the threshold would be a

value determined by the user based on the sensitivity required. The identified materials were

POM, PVDF, Hydrogen peroxide (H2O2), RDX, PETN, TNT, Sucrose and Cellulose. Out of

these materials Hydrogen peroxide, RDX, PETN and TNT are all explosive, POM and PVDF

are explosive simulants, and Sucrose and Cellulose are non-explosive. PTFE was detected

as having a 4.1% chance of being explosive from the simulated data. The number of true

negatives was 25 and there were no false negatives. The overall method success rates are

summarised in Table 7.8. The rate of true positive identification (at 95% chance or above)

was 100% with a 0% false negative rate. The true negative identification rate was 93% and

the false positive identification rate was 7%.

Positive identification Negative identification
(>95% chance)

Explosive Sim: 6/6 (100%) Sim: 0/6 (0%)
Expt: 2/2 Expt: 0/2

Not explosive Sim: 2 / 27 (7%) Sim: 25 / 27 (93%)
Expt: 0/3 Expt: 3/3

Table 7.8: Method success rates. The simulated rates (sim) were based on data of 33
materials of which 6 were explosive materials and 27 were non-explosive materials. The
experiment rates (expt) were based on experimental measurements of 5 materials of which
2 were explosive simulants and 3 were non-explosive.

7.8 Calculating atomic number and density

The derived relationships between C3 and Zeff and C9 and ρ allow us to go one step further

than a simple explosive/non-explosive categorisation and calculate an estimate of the Zeff

and ρ for the five experimentally tested materials.

The atomic number was calculated as

Zeff = 4.00 +
1

b
ln

(
A

C3− cZ

)
, (7.3)
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where A=119130±3890, b=0.47±0.02 and cZ=5602±335 as derived in Section 7.6.2. The

error in Zeff was calculated through standard error propagation of the errors in C3, A, b

and cZ . Similarly the density was calculated as

ρ = exp

(
−C9− cρ

m

)
, (7.4)

where m=6668±162 and cρ=7351±69 as derived in Section 7.6.1. The error in ρ was

calculated through standard error propagation of the errors in C9, m and cρ.

Figure 7.8 shows Zeff plotted against ρ. Each material is coloured (HDPE red, POM green,

PVDF blue, PTFE purple and PVC pink). The shaded rectangles represent the confidence

levels of the calculation with the inner rectangle the 1σ bound, the middle rectangle the 2σ

bound and the outer rectangle the 3σ bound. The data sheet value is shown by the black

marker. A left pointing arrow shows the range of possible density values for HDPE due to a

lack of knowledge about the sample (see Section 7.5.1 for details). The calculated Zeff and

ρ values for HDPE, POM, PVC, PVDF and PTFE are given in Table 7.9 along with how

many σ away the values are from the true value.

The Zeff for all materials was calculated to <0.7σ of the true value with the exception

of HDPE (4.9σ). All materials are within ±0.5Zeff of the true value demonstrating high

accuracy for material identification as the greatest deviation in calculated Zeff from the true

value is 0.5Zeff (HDPE). For density, POM, PVDF and PTFE are calculated to within 2σ

of the true value. HDPE is between 3.5 and 5.5σ away. The greatest deviation between

the calculated and true value of ρ is 0.12 g cm−3 (PTFE). The density of PVC could not be

calculated using the discussed technique as Zeff (PVC) >10.

Overall, Zeff and ρ values for the experimental data points were calculated to a high accuracy

using this method. In the explosive material range, the Zeff and ρ calculations are the most

accurate with a maximum deviation of 0.1Zeff and 0.04 g cm−3 for POM and PVDF. This

suggests highly accurate further categorisation of explosive materials may be possible with

this information.
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Figure 7.8: The figure shows the calculated effective atomic number and density values
obtained by putting the C3 and C9 values for the experimental reconstruction into the fits
dervied from the simulated reconstruction dataset. The 1,2 and 3 σ bands are shown by the
coloured shaded regions. The true values are shown by the black points. For HDPE the
true value for the density was thought to be 0.97 g cm−3, although densities in the range
0.93-0.97 g cm−3 are possible [126] as indicated by the black left-pointing arrow. The Zeff
and ρ values shown in this figure are given in Table 7.9.

Material Zeff Density, g cm−3

True Calculated σ True Calculated σ

HDPE 5.53 6.01 ± 0.10 4.9 0.93-0.97 0.86 ± 0.02 3.5-5.5

POM 7.03 7.00 ± 0.14 0.2 1.41 1.37 ± 0.03 1.2

PVC 14.26 14.42 ± 0.72 0.2 1.45 - -

PVDF 7.97 8.08 ± 0.19 0.6 1.78 1.80 ± 0.05 0.5

PTFE 8.48 8.35 ± 0.20 0.7 2.20 2.08 ± 0.06 2.0

Table 7.9: Effective atomic number and density for experimentally tested materials as
shown in Figure 7.8.. Zeff and ρ were calculated using Equation 7.3 and Equation 7.4
respectively from the fits derived in Section 7.6.2 and Section 7.6.1. The σ column for both
determines how many standard deviations the calculated value is from the true value.
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7.9 Chapter summary

Energy spectra were reconstructed from a series of experimental filtered detector response

measurements for five materials. The reconstructed spectra showed similar behaviour to

equivalent CdTe spectra. The main cause of differences between the two was the smoothing

effect of the Tikhonov solution. Using simulated data, bounds on C3 and C9 for explosive

materials were derived and relationships between C3 and Zeff and C9 and ρ were fitted.

Two out of two explosive simulant materials were detected as being explosive with a higher

than 95% probability. PTFE was detected as explosive with a 48% probability and HDPE

and PVC had 0.0% chance of being explosive. From the simulated data set the method could

expect a maximum true positive detection rate of 100% and a 7% false positive detection

rate. The Zeff and ρ of all experimentally tested materials were calculated to within 0.5Zeff

and 0.12 g cm−3, and in the explosive material range this was improved to within 0.1Zeff

and 0.04 g cm−3. Overall the fact that this method does not require energy information but

can still achieve high accuracy is an extremely promising result.
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Chapter 8

Systematic error quantification

A number of systematic errors were present in the experiment. These included uncertainties

due to x-ray tube alignment and uncertainties in the filter thicknesses due to manufacturing

tolerances. Simulations were performed to determine how well the response correction factor

(RCF) corrected for these effects. Other factors such as the calibration material used to

calculate the RCF and the choice of filter thicknesses were also investigated. All studies were

used to understand how sensitive the measurements of Zeff , ρ and the material classification

were to these factors. Effects of time-varying systematic errors due to changes in the detector

response or x-ray output over time were also studied using stability measurements.

8.1 Static (non time-varying) systematic errors

The main source of error in the experiment was random error due to the number of detected

x-ray photons. One reason for introducing the RCF was to account for systematic errors.

The systematic errors corrected for using the RCF were static systematic errors that did

not change over time because the calibration measurement was only performed once per

day. This section will discuss how different systematic errors affected the RCF and how this

translated into the reconstruction.

The systematic errors investigated were

• The x-ray tube alignment - the position of the x-ray source relative to the centre of

the sample,

• Filter thickness errors - the effect of changing the thickness of each filter filter by x±1σ,

firstly reconstructing with the assumed filter thicknesses, x, and secondly reconstructing

with the actual filter thicknesses, x±1σ,

129
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• The effect of using a different thickness for filter B (0.05 vs 0.14 mm),

• The effect of the calibration material (Nylon vs Acrylic).

It is impossible to decouple all the different systematic errors and observe the exact effect

they have in isolation, especially given the complex nature of the reconstruction process. In

order to fully quantify systematic errors and understand their full experimental effect, one

should perform the experiment multiple times in many different similar arrangements and

environmental conditions. This was not possible within the time constraints of the project so

simulations were performed instead.

8.2 Simulations for investigating systematic errors

The full geometry simulation (FG) was used for all error investigations (see Section 6.4 for

details). For some systematic errors, aspects of this geometry were changed, as will be

explained in more detail in the relevant sections. Each simulation was run firstly with a

calibration material (either 10 mm thick Nylon or 10 mm thick Acrylic) and then with 10 mm

POM. All simulations were run for 1.25×1010 events per filter per material, the same as the

simulations run in the main part of the work. The calibration material data set was compared

to a simple simulation of the same material to calculate the RCF (see Section 4.5).

Overall six different simulations were run as summarised in Table 8.1. The reconstructions

were compared to the reconstruction acquired with no modifications. This simulation with

no modifications was called simulation 0.
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# Simulation description C3 C9 Zeff ρ d p(X)
g cm−3 % %

0 Full geometry (FG) 31181 ±1053 9718 ±126 7.11 ±0.14 1.43 ±0.03 - 99.4
POM (simulation with

no changes)

I FG POM, x-ray 33094 ±909 9578 ±118 6.95 ±0.14 1.40 ±0.03 3.8 99.3
source position to (-5,0)

II FG POM, x-ray 32240 ±961 9857 ±121 7.02 ±0.14 1.46 ±0.03 4.6 99.4
source position (+5,0)

III FG POM, filter min. min. max. min. min.
thicknesses changed by 31026 ±1056 9525 ±129 7.12 ±0.14 1.39 ±0.03 3.5 98.8
x±1σ and reconstructed

using x
max. max. min. max. max.

33399 ±1043 9867 ±126 6.93 ±0.14 1.46 ±0.03 2.9 98.1

IV FG POM, filter min. min. max. min. min.
thicknesses changed by 31067±1061 9530±126 .12±0.14 1.39±0.03 3.0 99.0
x±1σ and reconstructed

using x±1σ
max. max. min. max. max.

33608±1039±126 9878±0.14 6.91±0.03 1.46 3.1 99.4

V FG POM, 31538 ±978 9773 ±119 7.08 ± 0.14 1.44 ± 0.03 2.3 99.4
filter B = 0.05 mm

VI FG POM, Acrylic 28932 ±1058 9631 ±127 7.32 ±0.15 1.41 ±0.03 3.6 99.4
α correction

Table 8.1: Summary of simulations run to investigate systematic error effects. A brief
description of each simulation is provided. More detailed descriptions can be found in the
main text in Section 8.2. The simulation with no modifications was labelled simulation 0.
Other simulations are labelled in Roman numerals from I-VI. The C3, C9, Zeff and ρ values
calculated from the spectrum reconstructions are shown. The percentage difference (d)
when compared to the reconstruction for simulation 0 was also calculated for simulations
I-VI. The reconstructions are shown in Figure 8.3.
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8.2.1 Simulation I and II: x-ray tube alignment

X-ray tube alignment was considered as the x-ray tube was aligned by eye. Two simulations

were performed to quantify this effect. In the first simulation the geometry was modified to

change the source position by -5 mm in the horizontal direction. This is labelled simulation I.

In the second simulation, simulation II, the source position was changed by +5 mm in the

horizontal direction. In both simulations I and II, the firing direction of the beam was kept

the same so that the beam was hitting ±5 mm off the centre of the sample. A diagram of

the change in geometry is shown in Figure 8.1. The beam divergence properties were kept

the same as in the original simulation. The original unchanged filter thicknesses given in

Table 5.2 were used. A schematic diagram showing the detector geometry for the simulations

is shown in Figure 8.1.

The change in x-ray tube position changed the scattering angle. In simulation II the scattering

angle was 138° and and in simulation I it was 142° (for a source position of (0,0) it was 140°).

In practice, the alignment of the x-ray tube may also affect the x-ray tube output spectrum

as well, as discussed in Section 5.2.1. This was not investigated as would require detailed

knowledge about the x-ray tube beam profile which was not available experimentally.

Figure 8.1: Schematic diagram of the simulation geometry used to understand the effect
of the x-ray tube alignment errors. The viewpoint is looking downwards on the (x,z) plane.
In black shows the x-ray beam path and scatter path for perfect alignment, source position
(0,0)). In red shows the x-ray beam path and scatter path for a source position of (5,0) so
that the source is misaligned by 5 mm in the x direction.

8.2.2 Simulation III and IV: Filter thickness

The filter thicknesses have an error due to manufacturing tolerances and the combination of

filters that were used (as discussed in Section 5.6). The filters used are given in Table 5.2.

Simulations were performed to understand how the filter thickness errors effected the calcu-

lation of α and the reconstruction. Filters of thickness x− 1σ (thicknesses {0.0051, 0.13,
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0.61, ..., 20.67} mm) and x + 1σ (thicknesses {0.0081, 0.15, 0.65, ..., 21.53} mm) were

simulated. Data sets of detector responses were created, each one with one of the filters

changed by either ±1σ (20 data sets in all). Then a reconstruction was performed on each

data set with the appropriate RCF. This was completed over the full 20 data sets. Then out

of the 20 resulting reconstructions, the maximum and minimum value of the reconstruction

in each bin was found.

Two different reconstructions were performed. For simulation III, the reconstruction was

performed using the assumed thicknesses in the system matrix, i.e. {0.0066, 0.14, ...,

21.1} mm. For example if the thickness of filter A was decreased to 0.0051 mm, the

presumed value 0.0066 mm would be used in the reconstruction. This was to simulate what

could happen if the filter thickness was actually thicker of thinner by the error 1σ but the

experimenter was not aware so reconstructed the data using the filter thickness they thought

it was.

In simulation IV, the reconstruction was performed using the actual thicknesses in the system

matrix. For example if the thickness of filter A was decreased to 0.0051 mm then a thickness

0.0051 mm was used in the reconstruction. This was done to quantify how sensitive the

reconstruction method was to the choice of filter thicknesses within the thickness errors.

8.2.3 Simulation V: Filter B thickness

In simulation V the thickness of filter B was 0.05 mm rather than 0.14 mm. All other filters

were kept the same. For the materials tested on day 2 (PVDF and PTFE), a mistake in

the experiment meant that a 0.05 mm filter was used instead of 0.14 mm for filter B. This

simulation was used to quantify the effect of this change of filter B.

8.2.4 Simulation VI: Calibration material

The final simulation (VI) was a simulation of the full geometry with no changes, however

the data was reconstructed using the RCF calculated with an Acrylic calibration material

rather than Nylon. The plastic samples tested on the first experimental day used a Nylon

calibration material whereas for those tested on the second experimental day an Acrylic

calibration material was used. This simulation was used to quantify the effect of changing

the calibration material.
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8.3 RCF response to systematic errors

The RCF was calculated for each simulation. The results are shown in Figure 8.2 which

shows RCF (denoted α) as a function of filter thickness. In each plot α for simulation 0 is

shown in red.

Figure 8.2a shows α for simulation I (green) and simulation II (blue). The α is increased

compared to simulation 0 for all filters for simulation II as expected. The number of x-rays

scattered is reduced in simulation II according to the Klein-Nishina equation (see Section 2.2.2

and Figure 2.6 - blue line) due to the decrease in scattering angle (138°) hence the detector

response is reduced and α is larger to correct for this. The converse is true for simulation I.

The scattering angle is larger (142°) so the scattered intensity and therefore detector response

is increased. The RCF is therefore smaller to counteract this. This shows the RCF is adapting

to changes in the x-ray tube alignment in order to account for the systematic error.

(a)

(b)

(c)

(d)

Figure 8.2: The α correction factor as a function of filter thickness as calculated for (A)
simulations I and II, (B) simulation III, (C) simulation IV and (D) simulation VI. The α
correction factor used for simulation 0 is shown by the red data points in all plots. This
is the same RCF as that used for simulation V. Information about each simulation can be
found in Table 8.1 and in the main text.
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The RCF used for simulations III and IV is shown in Figure 8.2b. The x+1σ is shown by

the dashed grey line and the x-1σ by the dotted grey line. The α is larger for all filters

compared to simulation 0 with x+1σ. This is as expected because if the filters are thicker,

more x-rays are attenuated so the detector response is reduced. Therefore in order for the

simple simulation to match the full simulation, the RCF is larger to increase the detector

response measured. Conversely, for the filters that had the thicknesses decreased by 1σ, the

α is smaller than the unchanged measurement. This is because the detector response will be

larger than expected due to the thinner filters allowing more x-rays than expected to pass

through. Hence the RCF must be smaller to account for the higher than expected detector

responses. These results are as expected and show that the RCF is adapting to changes in

filter thickness in order to calculate for the error.

Figure 8.2c shows α for simulation IV. The α for x+1σ is shown by the purple dashed line

and the α for x-1σ is shown by the purple dotted line. In each data set the α is plotted as a

function of the expected thickness (x rather than x± 1σ). Therefore the α values for +σ

are slightly lower than simulation 0 because the actual thickness value should lie to the right

of the x where a smaller α is needed. Similarly the −σ are slightly higher than simulation 0

because these points should lie to the left of each x where α is larger.

The final RCF plot is that showing the difference between the α using Nylon (simulation

0) and Acrylic (simulation VI) as the calibration material. This is shown in Figure 8.2d.

The Acrylic α is shown in orange. There is little difference between the correction factors

suggesting minimal effect of the calibration material on the calculation of α. For simulation

V, the RCF for simulation 0 was used for x=0.05 mm and x=0.14 mm so is not shown in a

separate plot.

8.4 Reconstruction, Zeff and ρ response to systematic errors

The reconstructions for each simulation are shown in Figure 8.3. The red line is the

reconstruction for simulation 0. The dashed black line shows the simulated spectrum.

Generally there was little change to the reconstructions upon visual inspection with all

systematic errors not influencing the general spectrum shape. The percentage difference

for simulation 0 and simulation 0 with ±1σ was 2.2%. As given in Table 8.1, percentage

differences ranged from 4.6-2.3%. Therefore all reconstructions were slightly outside the

random error 1σ range however the differences were fractionally small.

The reconstruction for the simulation for each of the systematic error investigations was

compared to the reconstruction for simulation 0 to evaluate the change in the calculation

of Zeff and ρ. The percentage chance of the material being explosive, p(X), was also
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calculated (see Section 7.7.1 for details of the calculation). For simulation 0 the C3 value

was (3.12±0.11)×104 counts and from this Zeff was calculated as 7.11±0.14. The C9

value for simulation 0 was (0.97±0.01)×104 counts and from this ρ was calculated as

(1.43±0.03) g cm−3. The percentage likelihood the material was explosive was p(X)=99.4%.

The C3, C9, Zeff , ρ and p(X) values were calculated from the reconstruction for each

systematic error simulation. The results are summarised in Table 8.1. For each simulation

the Zeff , ρ and p(X) values were compared those for simulation 0 to determine how much

of an effect the systematic error had on the material identification. For all simulations POM

was identified as explosive to p(X) >98%.

8.4.1 Simulation I and II: x-ray tube alignment

For simulation I the Zeff value was 6.95±0.14 and ρ=1.40±0.03 g cm−3. The Zeff was

consistent to 0.81σ and ρ 0.71σ to simulation 0. For simulation II the Zeff was 7.02±0.14

and ρ was (1.46±0.03) g cm−3. These were 0.45σ and 0.71σ respectively from the ρ value for

simulation 0 (as above, the Zeff and ρ values were 7.11±0.14 and (1.43±0.03) g cm−1 for

simulation 0). The change in alignment was offset by the RCF effectively so that the atomic

number and density calculations from simulation 0 were retained to <1σ. The material was

also identified as explosive with p(X)=99.3%, only 0.1% less than simulation 0. Therefore a

change in x-ray beam position of ±5 mm did not affect the measurement of the material

properties nor the categorisation of the material.

8.4.2 Simulation III and IV: Filter thickness

For simulation III (filter thicknesses changed by x±1σ reconstructing using x) Zeff=6.93±0.14

for the maximum C3 recorded, and Zeff=7.12±0.14 for the minimum C3 recorded. These

values are consistent to 0.91σ and 0.05σ respectively. ρ was (1.46±0.03) g cm−3 for the

maximum C9 value and (1.39±0.03) g cm−3 for the minimum C9 value. These values were

consistent with the simulation 0 results to 0.71σ and 0.94σ respectively. The p(X) values

were 98.8% and 98.1% which were slightly less than the 99.4% for simulation 0 but still

within a 98% likelihood detection threshold. For simulation IV (filter thicknesses changed by

x±1σ and reconstructed using x±1σ) a similar change in Zeff and ρ was observed. The only

difference was the minimum value of Zeff (corresponding to maximum C3) was 6.91±0.14

and this was consistent to 1.01σ with simulation 0. The p(X) values were 99.0% and 99.4%.

This suggests that, although there is a change in the Zeff and ρ values when x±1σ thicknesses

are considered, the change is caused by the different filter thicknesses used rather than a

discrepancy between the actual filter thicknesses and the thicknesses used in the reconstruction
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(a)

(b)

(c)

(d)

(e)

Figure 8.3: Reconstructions for (A) simulations I (green line) and II (blue line), (B)
simulation III (grey line), (C) simulation IV (purple lines), (D) simulation V (pink line) and
(E) simulation VI (yellow line). The reconstruction for simulation 0 is shown by the solid
red line and the simulated spectrum is shown by the black dashed line. 1σ error bounds for
the reconstructions are given by the dotted line.
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model. This suggests that a much larger source of error is the choice of filter thicknesses in

the reconstruction model. This will be discussed in more depth in Section 9.3. Nonetheless,

all values considered here are consistent with the simulation 0 results to ∼1σ hence do not

affect the measurement of the material properties.

The maximum and minimum C3 and C9 values in both simulation III and IV were caused

by a -σ change in the thickness for filters C and F. This suggests these filters are most

sensitive to errors in the thickness. Of course, not all possible combinations of x±1σ filters

have been investigated so absolute quantification of this error is not possible using this

simulation. However, this is something that could be investigated most efficiently by repeated

experimental trials.

8.4.3 Simulation V: Filter B thickness

The Zeff and ρ values for simulation V (where filter B=0.05 mm) were 7.08±0.14 and

1.44±0.03 g cm−3, consistent with simulation 0 to 0.15σ and 0.24σ respectively. The material

was categorised as explosive with a percentage likelihood of p(X)=99.4%. Hence changing

filter B from 0.14 mm to 0.05 mm did not change the measurement of Zeff and ρ nor the

classification of the material. Therefore the mistake in the thickness of filter B on experiment

day 2 had a negligible effect on with spectrum reconstructions of PVDF and PTFE.

8.4.4 Simulation VI: Calibration material

Finally, for simulation VI (Acrylic used as the calibration material) Zeff=7.32±0.15 and

(ρ=1.41±0.03) g cm−3. These values were consistent with simulation 0 to 1.02σ and 0.47σ

respectively. Therefore the calculated values of Zeff and ρ were preserved between the Nylon

and Acrylic calibration material datasets to ∼1σ. Again, the classification of the material as

explosive was preserved with p(X)=99.4%.

8.5 Summary and recommendations for static systematic errors

The magnitude of the systematic error effects investigated in this chapter were chosen to

be within limits that may go unnoticed to the experimenter. If a combination of changes

occurred at once, for example an x-ray tube misalignment and a filter thickness error, this

could also change the result. Therefore it is still worth considering how these errors could be

reduced. A more precise alignment of the x-ray beam would be necessary to decrease the

alignment effect. Experiments should utilise a mechanical alignment system incorporating
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lasers to ensure the beam is pointing exactly at the object centre. Additionally, higher-spec

filters could be used where the manufacturing tolerance is smaller, particularly for filters C

and F.

8.6 Time varying systematic errors

The detector response can vary as a function of time even with no change to the experimental

geometry. This is because environmental effects such as ambient temperature [60], operating

time and external noise can all change the CdTe detector response. Additionally, temperature

and power supply deviations can change the x-ray tube output spectrum [128].

A series of experimental measurements were performed in order to quantify the change

in detector response over the course of each experimental day. The detector response

was measured for a 10 mm thick HDPE sample and a 3 mm thick tin sample at different

times throughout the day. The backscatter spectra acquired for each material are shown in

Figure 8.4. Although the energy integrated detector response was similar for both materials,

the backscatter spectra were very different. The HDPE spectrum is dominated by x-ray

scattering whereas the tin spectrum is dominated by characteristic x-ray emission.

(a) Tin (b) HDPE

Figure 8.4: Experimental backscatter spectra for (A) 3 mm tin sample and (B) 10 mm
HDPE sample. Both spectra were acquired at the start of the first experimental day (at
08:35 and 08:27 respectively).

Figure 8.5 shows the detector response as a function of time on both experiment days for

HDPE and Tin. Over the course of the first experimental day (4th February 2020) the

detector response for both tin and HDPE showed a 1.5% and 1.1% variation respectively. The

highest detector response for both was the first measurement of the day at 08:30. The lowest

detector response for both was the last measurement of the day at 16:30. For the second

experimental day (5th February 2020) the detector response for tin and HDPE showed a 5.2%

and 6.1% variation respectively. Similarly to the previous day, the detector response was

highest for the earliest measurement and lowest for the latest measurement. For both days

the two materials followed the same trend. On day 1 the response remained fairly constant
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Figure 8.5: Detector response as a function of time for calibration materials HDPE
and Tin on two experimental days. The percentage difference between the maximum and
minimum recorded response is given in brackets in the legend.

over time but on the second day the response decreased as a function of time. Differences

were thought to be because of the different energies of x-rays being scattered (or emitted in

the case of Tin) from the sample. This suggests an energy dependent factor to the variation

of the detector response.

The difference between the two experimental days may be due to differences in the air

temperature. Local weather sources record different air temperatures [129]: on the 4th

February it was 6° at 08:20 and 9° at 16:20, and on the 5th it was 5° at 08:20 and 8° at

14:20. As the experiment was performed outside, it was likely to be sensitive to weather

changes. Studies in a temperature controlled environment would however be necessary to

prove and quantify this.

As discussed in Section 4.7.3, changes to the detector response of >1% can have a consid-

erable impact on the reconstruction. In the method proposed in this work, the calibration

measurement for each filter was only performed once throughout the day. Therefore this did

not account for the time-variation of the detector response. Commercial systems are also

often used in outdoor environments so it is unlikely that the effects of temperature changes

could be removed. Instead they should be corrected for in the calibration process. To improve

this, calibrations should be done regularly throughout the day so the RCF can be acquired in

real time. For the proof-of-concept study presented in this work, this was too time consuming

as each RCF takes 660 s of acquisition time plus additional time to change the filters over,

by which time environmental effects could change the detector response further. However,

this is something to bear in mind when considering how the system could be scaled up to a

commercial system.
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8.7 Chapter summary

The effect of different systematic errors was investigated using modified full geometry

simulations. The effects investigated were the x-ray tube alignment, errors in the filter

thickness and the calibration material used to calculate the RCF. All errors investigated in

this section were suitably corrected for by the RCF. All Zeff and ρ values calculated where

within 1.01σ from the unchanged simulation values. For all systematic errors considered, none

changed the categorisation of the POM material as explosive as in all cases the percentage

likelihood was >98%. Time-varying changes to the detector response were also studied and

variation was found between experimental days. This was thought to be due to environmental

effects such as the air temperature, however further testing is required to fully understand

this. More frequent measurements of the RCF was recommended to reduce this effect which

is likely to be an issue in field backscatter systems.



This page is intentionally left blank.



Chapter 9

Discussion

This chapter gives a critical evaluation of the main results of this thesis. Firstly, the results are

evaluated within the wider field of research. Then improvements to the method are discussed

namely the reconstruction model, choice of filter thicknesses and the reconstruction method

choice. The x-ray tube input spectrum used in the Geant4 simulations is also discussed in

detail. Application of the technique to other situations such as higher energy x-ray beams,

samples of variable thickness, multi-layer samples and variable source-to-detector distances

are all covered. Finally the chapter is concluded with a short discussion of how the technique

could be scaled up to a commercial backscatter system. Future experiments planned to

achieve this are presented in chapter 10.

9.1 Perspectives

This work has demonstrated accurate identification of illicit materials using an x-ray backscat-

tering technique employing a novel spectrum reconstruction method. In the organic ma-

terial range (3≤ Zeff ≤16) materials were correctly identified to within <0.5Zeff and

<0.12ρ g cm−3 of their data sheet values. In the explosive material range (6.5≤ Zeff ≤8.0

and 1.4≤ ρ ≤2.0 g cm−3) materials were identified to within 0.1Zeff and 0.04 g cm−3.

Both of the explosive simulant materials were detected at greater than 95% probability.

All of these results are extremely promising and show a substantial improvement on the

basic organic/inorganic material separation that is currently possible on commercial x-ray

backscatter systems.

Most academic research into improving material identification in x-ray backscatter imaging

using energy integrating detectors has focused on improving image contrast between materials.

Techniques have involved using collimator devices such as a twisted slit collimator [5, 130]

and a ”lobster eye” lens [131], and optimisation of detector systems for rapid detection [132].

143



144 Discussion

Additionally, a research group at K.N. Toosi University of Technology, Iran have proposed a

method of material discrimination using detector rise times [133]. The results are promising

in simulation but are yet to be tested experimentally due to the requirement for detectors

with sub-nanosecond response times.

Company research is also an active field with development projects at Rapiscan Systems and

American Science and Engineering (AS&E). Projects have focused on handheld backscatter

systems [70, 134, 135], detector development [14, 136–138] and timing techniques such as

time-of-flight backscatter imaging [70, 114, 139, 140]. Improved material discrimination

capabilities in a field application have not yet been demonstrated. To the author’s knowledge

this is the first work that actively quantifies material properties such as atomic number and

density using an energy integrating detector system.

The most similar work was an investigation into material identification quantification carried

out by a research group at CEA LETI, Grenoble, France [16, 17]. The aim of the work was

to develop a system capable of determining Zeff and ρ of organic materials, particularly

explosives. The system used a CdTe detector operating in photon counting mode and a

120 kVp x-ray tube. A multivariate analysis learning method combined with a material

database was used. Measured spectra were compared to known simulated spectra from

a database and used to extract Zeff and ρ information. Further details can be found in

reference [17] by C. Paulus et al.

The material discrimination capabilities of the technique in reference [17] are illustrated in

Figure 9.1 which is Figure 10 in the paper by C. Paulus et al. [17]. The acquisition time was

30 min per material. Overall the accuracy of the technique based on the data points shown

in Figure 9.1 was <0.9Zeff and <0.08 g cm−3. These values were acquired from inspection

of Figure 9.1 as no values were quoted in the text in reference [17]. Table 9.1 shows a

comparison of the Zeff and ρ values for the materials that were studied in the present work

and by C. Paulus et al. (POM, PVDF and PTFE). The measurements from C. Paulus et

al. are shown as a range calculated by reading off the maximum and minimum values for

each material in Figure 9.1. No uncertainties are quoted as none were provided in the text in

reference [17].

Table 9.1 shows that for POM the present work calculated the Zeff to within 1σ of the true

value, however the range of values given by C. Paulus et al. were just less of the true value

by 0.02 Zeff . In addition, the ρ calculated in this work was 1.4σ away from the true value

and for C. Paulus et al. the density range given was too high by 0.02 g cm−3. For PVDF

both the Zeff and ρ values were within 1σ for this work. For C. Paulus et al. the Zeff true

value was within the quoted range, however the ρ value was 0.05 g cm−1 higher than the

upper limit of the quoted range. Lastly for PTFE the Zeff value calculated in this work was

within 1σ of the true value, however for C. Paulus et al. the Zeff was 0.35Zeff higher than
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the upper limit of the quoted range. For ρ, both methods calculated values that were lower

than the true value. Based on these three materials, the technique presented in this work

calculated more Zeff and ρ values to within 1σ of their true values compared to the work by

C. Paulus et al.

Figure 9.1: Material identification capabilities of the x-ray backscatter detection system
based on CdTe detector photon counting measurements presented by C.Paulus et al. from
the CEA LETI group in Grenoble, France [16,17]. This figure has been reproduced from [17]
Figure 10.

Material Zeff Density, g cm−3

This work C. Paulus et al. [17] True value This work C. Paulus et al. [17] True value

POM 7.00 ± 0.14 6.28 - 7.01 7.03 1.37 ± 0.03 1.43 - 1.49 1.41
PVDF 8.08 ± 0.19 7.48 - 8.23 7.97 1.80 ± 0.05 1.68 - 1.73 1.78
PTFE 8.35 ± 0.20 7.40 - 8.13 8.48 2.08 ± 0.06 2.06 - 2.15 2.20

Table 9.1: Calculated Zeff and ρ values by the method presented in this thesis and by
C.Paulus et al. in reference [17]. The values for C.Paulus et al. were acquired by reading
off the maximum and minimum data points for each material in Figure 9.1. The results for
this work are taken from those in Table 7.9. The methods are compared in the main text.

The main advantage of the C. Paulus et al. work over the work presented in this thesis is the

data is independent of sample thickness, something that was not considered in this project.

The main disadvantages are a longer acquisition time (30 min compared to 600 s) and the

fact that an energy resolving detector is used meaning scaling up to an industrial backscatter

system for cargo scanning would be impractical with current technology.
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Other material determination methods using x-ray scattering have been developed however

have not so far reached an advanced stage of development. A system design was proposed

by Y.S. Ham and C. F. Poranski in 1996 which uses multiple angles and energy integrating

detector to calculate Zeff and ρ but was not developed further beyond the initial design [141].

This system required measurements at multiple scattering angles so may have been impractical

to scale up to an industrial system. Additionally, there exists a body of work on extracting

atomic number information using Rayleigh to Compton ratio techniques but this has only

been applied to backscatter imaging using mono-chromatic synchrotron sources or mono-

chromatised x-ray beams [142–144]. Long acquisition periods and energy resolved detectors

were required in both cases.

When considering this work in the perspective of the wider field of research, the main

advantages however are that the method is (relatively) quick compared to existing methods,

can achieve a similar accuracy (albeit with a uniform sample thickness). Importantly, it does

not require a photon-counting detector, hence provides a potentially cheaper alternative

to most methods. The disadvantage of the work is that more work needs to be done on

investigating the effect of the sample thickness on the material identification capabilities.

Another advantage of the technique is the calibration process developed does not require

energy information either and can be easily applied to any scatter geometry.

9.2 Reconstruction model

9.2.1 Attenuation coefficient sampling

The reconstruction model was based on the attenuation of a polychromatic x-ray source

through each thickness of filter. The process describing the attenuation is a complex function

of x-ray energy and filter thickness and depends on the properties of the filter material.

To create the reconstruction model, this function was sampled at different energies and

filter thicknesses using a quadrature method [89]. The function was sampled at energies

E={E1, E2, ..., Ei} and x={x1, x2, .., xj}. The reconstruction model, the W, matrix was

W =
m∑
i=1

n∑
j=1

Eie
−µ(Ei)xj (9.1)

where Ei is the bin-centre energy of bin i and xj is the filter thickness of filter j. The index

i runs from 1 to m where m is the number of bins and j runs from 1 to n where n is the

number of filters. Both m=10 and n=10 in this work. The E values were chosen evenly over

the energy range and x was chosen by calculating the thickness of aluminium at which 10%

of x-rays were transmitted for each energy. This was done to ensure even bin spacing across
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Figure 9.2: Attenuation coefficient for aluminium as a function of energy shown in blue.
The assumed attenuation function used in the model is shown by the red dashed line. The
variation between the two is greatest the lower the energy. All data for µ(E) was taken
from the NIST XCOM database [52].

the spectrum, which seemed a reasonable starting point given that this was the first test

of the technique. Useful reconstructions were obtained from this which allowed the atomic

number and density of the material to be estimated to high accuracy.

One issue with the reconstruction model is that for low energies <10 keV, using the midpoint

energy is less representative of all the energies in that bin because the attenuation coefficient

changes very rapidly. Figure 9.2 shows the attenuation coefficient for aluminium µ as a

function of energy between 0 and 50 keV. As before all data was taken from the NIST

XCOM database [52]. The blue line shows µ(E) as a continuous function of energy. The red

dashed line shows the µ used in the reconstruction model. The lower the energy the less

representative the µ(EC) of the function µ(E) due to the larger gradient of µ(E).

To reduce these errors, one could consider a non-linear bin sampling such that areas where

the attenuation coefficient varied rapidly there were more bins, for example an exponential

distribution of bins. This could also suit the energy spectrum reconstruction performed

in this work as there is more structure to the spectrum on the low energy side due to

scattering of characteristic x-rays compared to the high energy side which is smoother due to

bremsstrahlung scattering.

9.2.2 Choice of filter thickness

The thickness of filter used was also a major consideration in the reconstruction model. Based

on the availability of materials and the knowledge that filters should be neither too thick nor
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too thin, filters corresponding to a 10% transmission percentage at each bin centre energy

were chosen. However, a more precise choice of filter thickness may yield better results,

because as seen in Section 8.4.2, changing the filter thickness can change the reconstruction

outcome. When choosing filter thicknesses, there are many different constraints that should

be considered.

• Filters should be chosen so that the difference in intensity between subsequent energies

is maximum to produce the greatest contrast in the intensity measurement vector.

• Filters should be minimum thickness to reduce scattering.

• Filters should be minimum thickness to increase the signal to noise ratio.

• The thinnest filters (for example filters A, B, C) should be as thick as possible to minimise

thickness errors and increase filter stability. For example, filter A was 0.0066 mm in

the experiment, however increasing the thickness to 0.009 mm would make the filter

more stable and the error in the thickness would be less as a percentage.

• Other practical considerations include the type of material used and the cost of

manufacture.

Figure 9.3 shows the intensity difference between bin centre energies for neighbouring bins as

a function of filter thickness. The intensity difference was calculated as

Idiff (x) = e−µ(Ei+1)x + e−µ(Ei)x. (9.2)

For all energies, the intensity difference increased with increasing filter thickness up to

a maximum point, then decreased with increasing filter thickness, The filter thickness

Ej+1-Ej , keV xmax Idiff (xmax), % xused Idiff (xused), %

7.5 - 2.5 0.009 81.9 0.0066 80.4
12.5 - 7.5 0.12 50.4 0.14 49.7

17.5 - 12.5 0.43 34.9 0.63 32.4
22.5 - 17.5 1.03 26.0 1.68 22.7
27.5 - 22.5 1.96 20.0 3.47 16.5
32.5 -27.5 3.21 15.7 6.0 12.4
37.5 -32.5 4.74 12.5 9.26 9.4
42.5 - 37.5 6.45 9.9 13.0 7.3
47.5 - 42.5 8.23 7.9 17.0 5.6
47.5 - 50.0 9.61 3.4 21.1 2.2

Table 9.2: Approximate intensity difference between detector response measurements as a
function of filter thickness.
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Figure 9.3: Difference in intensity between bin centres as a function of filter thickness. One
way to improve the reconstruction is to pick filters which maximise the intensity difference
between filters. The maximum difference is shown by the point and written next to it for
each difference. All distances are given in mm. All energies are given in keV. The vertical
dashed line is the filter thickness that was used in this work.

corresponding to the maximum intensity difference (xmax) is given on the annotation on

each of the maximum points. The vertical dashed lines show the filter thickness that was

actually used (xused). Table 9.2 gives the xmax, Idiff (xmax), xused and Idiff (xused) for each

Ej+1-Ej . For the first two filters, the thickness of maximum intensity and the thickness used

was similar (0.009 mm compared to 0.0066 mm for filter A, 0.12 mm compared to 0.14 mm

for filter B). After this though, the filter thickness used was larger than the filter thickness

of maximum intensity, and the difference between the two increased with increasing energy.

However, for no energy was the intensity difference substantially lower than the maximum

difference for the filters used. Even for bin 10 the maximum intensity difference is 3.4% at a

filter thickness of 9.61 mm but 2.2% at the 21.1 mm actually used.

Based on these findings, improvements to the method should involve using thinner filters,

particularly for the higher energy bins in order to improve the signal to noise ratio and hence

reduce the percentage error in the reconstruction. Additionally, using thinner filters will

also reduce scattering and hence reduce the amount of data correction required (the RCF

will be larger). Nonetheless, practical considerations such as material availability, geometry

constraints and cost may mean that the filter that maximises the intensity difference may

not be the best to use. It ultimately depends on the application.
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9.3 Reconstruction method choice

In this work the Tikhonov regularisation method was used with the regularisation parameter

chosen by the L-curve method based on the total error in the data. However, there are other

algorithms using different methods for regularisation available. For example the algebraic

reconstruction technique (ART) method [89, 100], conjugate gradient least square method

(CGLS) [89, 99, 145] and methods based on matrix singular value decomposition, for example

the TSVD method (truncated singular value decomposition) [89]. Reconstruction methods

ART, CGLS and TSVD were all investigated as alternatives to the Tikhonov method by

comparing the resulting spectra as will be discussed in this section. Algorithms will be briefly

discussed, but for a more complete guide to their formulation, see the given references for

each method.

The ART and CGLS methods are iterative methods where the regularisation is controlled

by the number of iterations. The solution starts off smooth and as the iteration number

increases, smoothing decreases. In x-ray CT applications, iterative methods have been shown

to reconstruct images with a larger signal to noise ratio. Less radiation dose is required

to produce a similar quality image when compared to other methods such as filtered back-

projection [146], therefore are most suited to this application, particularly for materials with

low photon statistics (those with Zeff >10). The best number of iterations to run for is

decided by the user. The ART method (also known as Kacsmarz’s method) is a simple and

widely used iterative algorithm. However ART is associated with a slow convergence speed

hence more iterations need to be run before the optimum solution is achieved, taking up

more computational time [89]. CGLS is a faster algorithm that converges in fewer iterations.

The SVD method is a method that involves solving the equation ~b = A~x by finding the

matrix singular value decomposition (SVD) of A and using this to calculate the inverse of

A. This is analogous to finding the different frequency components of the solution. The

truncated version of the SVD (TSVD) is where higher frequency components in the SVD of

A are not included in the solution. The higher frequency components are those corresponding

to the noise in the data, so including these will result in a nonsensical solution similar to

having too small a regularisation parameter in the Tikhonov algorithm. The regularisation in

the TSVD algorithm is based on a user choice of how many frequency components to include.

The disadvantage of the TSVD method is that the SVD must be calculated initially and

for very large A, this can be a computationally intensive task [89]. However for the 10×10

matrices considered in this work, this is a trivial calculation and there many computational

tools that can calculate the SVD efficiently (for example [147]).

The response data from the full geometry (FG) simulations of POM and PVC were recon-

structed using the ART, CGLS and TSVD algorithms in addition to the Tikhonov algorithm
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to compare method performances. A comparison of the results is shown in Figure 9.4 for

(A) POM and (B) PVC. The average energy and percentage difference compared with the

simulated spectrum are given in Table 9.3 for each method. Consider the POM reconstruction

shown in Figure 9.4a. The average energies are similar (between 23.0 and 23.6 keV) and

the % difference has a small range of 12.7-15.0%, showing similar reconstruction shapes for

each method. For PVC, as shown in Figure 9.4b there is a greater difference between the

performances of the different reconstruction methods, with the TSVD method showing the

greatest similarity (16.2% difference) and closest average energy (25.5 keV) to the spectrum.

This is due to the close agreement of the TSVD solution in bins 2 and 3 compared to the other

methods. This suggests that the TSVD method may be a better choice for reconstructing

spectra for materials with Zeff > 10. However, this is based on just one material and hence

would require further investigation across a wider range of samples.

(a) POM (b) PVC

Figure 9.4: Full simulation geometry spectrum reconstruction for (A) POM and (B) PVC.
Four different reconstruction algorithms were used: ART (green), Tikhonov (red), CGLS
(yellow) and TSVD (blue). The overall spectrum shapes were reproduced but there were
differences between the absolute number of counts that have been reconstructed in each
bin. Information about each spectrum is provided in Table 9.3.

POM PVC

Method Avg. energy d, Avg. energy d
keV % keV %

Tikhonov 23.6 15.0 26.3 25.4
ART 23.0 12.0 26.3 22.7
CGLS 23.3 13.6 26.2 23.2
TSVD 23.3 12.7 25.5 16.2

Spectrum 21.8 - 23.8 -

Table 9.3: Average energy and % difference compared to the simulated spectrum for
reconstructions of POM and PVC using the Tikhonov, ART, CGLS and TSVD algorithms.
The spectrum reconstructions are shown in Figure 9.4.
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Convergence speed and algorithm speed was not an issue as only one data set was being

reconstructed at a time. However, when considering scaling this up to a system acquiring

thousands of datasets a second, as is the case on a commercial system, reconstruction time

will be more of a consideration. In this case it would be best to use the CGLS algorithm as it

converges in the fewest iterations of the methods tested. However, CGLS requires the number

of iterations to be chosen by the user so could be harder to automate. All reconstruction

algorithms will have advantages and disadvantages and ultimately the choice of algorithm

will depend on the application and which features are a priority.

9.4 Simulation input x-ray spectrum

The full geometry simulation (FG) was validated against experimental data in order to quantify

how well the experiment data were reproduced. As discussed in Section 6.4.4, in general

good agreement was seen between the simulated and experimental spectra. Upon inspection

of the spectra, differences were seen in the region below 10 keV and between 25-35 keV

(see Figure 6.6). This was because the input spectrum used in the simulation was the x-ray

source measured using the CdTe detector. It was concluded that the simulation could be

improved by using an input spectrum without the CdTe detector effects in the spectrum.

Spectrum processing software could be used such as Amptek XRS-FP software [148] which

removes the Cd and Te escape events from the spectrum by a stripping algorithm [61], or

by Monte Carlo simulation [149, 150]. Alternatively, x-ray tube spectral models could be

used instead of an experimental measurement. The x-ray spectrum simulation program

SpekCalc [151] for example, which calculates photon spectra from tungsten x-ray tubes, or

theoretical calculation based on characteristic x-ray and bremsstrahlung photon yields [152]

using model results (for example [153, 154]).

9.5 Measurements with higher energy beams

As discussed in Section 2.3.5, with a maximum beam energy of 50 keV it is not possible

to acquire density information from a backscatter spectrum for materials with Zeff >10.

This is because there is no clear relationship between the backscattered intensity and density

even in a theoretical case due to the influence of the atomic number. In order to find

density information for materials with Zeff >10, higher energy x-ray beams are required.

In commercial systems, 200 keV x-ray tubes are used, so in theory higher densities can be

measured.
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Using Equation 2.14 in Section 2.3.2 and the attenuation coefficient data from the NIST

database [52], the scatter intensity as a function of density was calculated for a beam energy

of E=200 keV. Figure 9.5 shows the scatter intensity as a function of density (normalised

to the largest point). The red points show the scatter intensity at different densities based

on the theoretical calculation. The scatter intensity increased with increasing density. A

y = mln(x) + c function was fit to the data and is shown by the black line on Figure 9.5.

The fit parameters were m=0.453±0.011 and c=0.519±0.006 and the χ2
red was 1.68. This

shows that the density can be approximated for all organic materials (Zeff ≤16) using an

energy of 200 keV.

Figure 9.5: Scatter intensity as a function of density for E=140 keV. Data points shown
are for Zeff ≤16. A y = mln(x) + c equation has been fit to the data for both energies.
The fit parameters for the fit were m=0.453±0.011 and c=0.519±0.006 and χ2

red=1.68.

Atomic number information can still be calculated using the scatter intensity at 10 keV using

a 200 keV beam. However, as seen in the 50 keV, the accuracy to which Zeff is calculated

decreases with increasing Zeff . For example the Zeff for POM was calculated as 7.00±0.14

but for PVC it was 14.42±0.72. The percentage error is 2.5 times higher for PVC than

POM. Increasing the energy by which the atomic number calculation is done can improve

the accuracy for larger atomic numbers because the larger atomic numbers no longer lie in

the plateau of the curve.

Figure 9.6 shows the scatter intensity (as calculated using Equation 2.14) as a function of

Zeff . When Zeff ≤8 there is a non-linear relationship with Zeff , however from Zeff ≤8 an

exponential relationship with Zeff is observed. This is because for materials with Zeff >8,

photo-electric absorption is the dominant interaction at 30 keV and photo-electric absorption
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depends on Zeff as discussed in Section 2.2. For Zeff ≤8, Compton scattering is dominant

which depends on density rather than Zeff .

The relationship y = Ae−b(x−8.00) + c was fit to the data in Figure 9.6 with 8≤ Zeff ≤25 and

the fit parameters were A=1.74±0.09, b=0.23±0.01 and c=0.024±0.008 with χ2
red=0.002.

This suggests that more accurate Zeff information can be acquired using the scatter informa-

tion at 30 keV for 8≤ Zeff ≤20 so can be used in conjunction with the 10 keV information

to calculate Zeff more accurately. It is also worth noting that as the energy of the x-ray

beam increases, the Zeff corresponding to the transition between the non-linear and linear

region increases meaning Zeff information becomes available for higher Zeff materials as

the x-ray beam energy is increased.

For materials in the explosive range, it is best to use E <30 keV as 6.5≤ Zeff ≤8.0 lies

in the non-linear part otherwise. Additionally, this analysis would only work with a higher

energy x-ray beam, where the 30 keV was the low energy region of the spectrum. In this

work the relationship between the number of counts at 30 keV and Zeff did not follow the

expected trend. This was thought to be due to additional detector effects and scattering in

the 30 keV region which meant the relationship between the measured intensity and energy

deviated from what was expected theoretically.

Figure 9.6: Scatter intensity as a function of Zeff for E=30 keV. Data points shown are
for Zeff ≤25. A y=Ae−b(x−8.00)+c function has been fit in the region 8≤ Zeff ≤25. The
fit parameters are A=1.74±0.09, b=0.23±0.01 and c=0.024±0.008. The χ2

red was 0.002.
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9.6 Accounting for the sample thickness

The sample thickness was not considered in this work as all samples tested and simulated were

10 mm thick. As discussed in Section 2.3.7, increasing the sample thickness increases the

intensity of the backscattered beam, up to a plateau thickness. The relationship between Zeff

and C3 depends on the thickness, particularly for materials with Zeff <8. The relationship

between ρ and C9 depends on the thickness for all materials. This is a particular downside

with this method of material identification and should be addressed in future work so a wider

range of samples can be identified.

To the author’s knowledge there is no present solution to measuring the thickness of a

material using x-ray backscatter imaging with a single detector at a single scattering angle.

Backscatter imaging has been used to measure material thickness but in the case where

the material is known, for example measuring aeroplane skin thickness which is made from

aluminium [155].

A method for thickness estimation currently employed in x-ray transmission imaging for

material discrimination and thickness determination is a method called “basis material

decomposition” [156]. This method uses the fact that the total attenuation coefficient of

any material µ(E) can be written as a linear sum of the attenuation coefficient of known

materials i,

µ(E) =
∑
i

Liµi, (9.3)

where Li is the equivalent length of material i. A set of basis materials are chosen and the

coefficients Li can be found by acquiring energy spectrum measurements. The value of the

coefficients Li can be linked to the material properties such as Zeff and ρ [59].

Future work should investigate if there is a similar functional form that could be used for

backscatter imaging, although the situation is likely to be complicated by the fact that the

backscatter process is a three step process (attenuation of the primary beam, scattering,

and then attenuation of the secondary beam) compared to a single step for transmission

imaging, so many more basis materials would be needed. Other techniques for eliminating

the material thickness in backscatter imaging which use multiple detector angles such as the

method presented by C. Paulus et al. [17] (discussed in Section 9.1) could be adapted for

use in this technique.

Another possibility would be to use a method of mathematical constraints to estimate the

material thickness. As shown in Figure 2.14, for thicker samples the scatter intensity is

higher for both E=10 and 50 keV. If the scatter intensity for a 50 mm sample were used to

calculate the Zeff and ρ values using the fit equations for a 10 mm sample then the Zeff

would be calculated as much too small, and the ρ much too large. The fact that no material
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with a very low Z but very high ρ is physically possible could be used as an indicator that a

larger material thickness is likely. Again, this is in a very early stage of development so much

more work is needed in this area to understand if this would work in practice.

9.7 Material shielding effects

A common issue in backscatter imaging is the effect of material in front of the object of

interest. This could be an object behind a cargo container wall for example. Typical cargo

container walls are made from steel and are approximately 3 mm in thickness. This can

alter the backscatter spectrum obtained because the steel can attenuate both the primary

and secondary x-ray beams resulting in a reduction in detected x-rays particularly at low

energies. This could change the material properties, in particular increasing the value of

Zeff that is measured. A steel attenuation parameter could be added into the reconstruction

model so that the terms of W also account for attenuation through steel as well as the

sample. Another approach could be to incorporate the steel into the calibration process for

determining the RCF. Again, future work should also involve investigation into what the

exact effects of this are.

9.8 Source-to-object and object-to-detector distances

Another problem encountered in x-ray backscatter imaging is the problem of unknown

source-to-object distance. Backscatter scans only produce 2-dimensional images so it is

impossible to tell the depth of an object within a cargo container. The depth of the object

can affect the scattered energy spectrum because the depth of the scattering interaction

changes the scattering angle to the detector and the attenuation of the scattered beam. As

all measurements in this work were performed at a fixed depth, this was not investigated

but would be important for scaling up to a field backscatter system. As for the material

shielding effects discussed in Section 9.7, accounting for this effect could involve an additional

parameter in the reconstruction model.

9.9 Scaling up to a field backscatter system

Looking to the future of this research, the ultimate aim is to create a working commercial

x-ray backscatter system that can provide improved material identification in real time to

improve the accuracy and efficiency by which illicit materials such as explosives can be

detected. This work as shown by proof of concept that improved identification is possible
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using a detector filtration method under certain experimental conditions. Discussion in this

section will focus on the main error considerations when thinking about scaling up the method

to a 200 keV field backscatter system. Further design ideas will be presented in Chapter 10.

The main experimental error in this work was the random error in the data collection. The

only way to reduce this significantly is to increase the data acquisition time. Although x-ray

backscatter systems operate with a significantly higher x-ray flux compared to the 50 keV

x-ray tube used in this work, the time the x-ray beam spends illuminating each pixel of

the image is 7 orders of magnitude less at approximately 10-20 µs [139]. The result is a

lower signal-to-noise ratio (SNR) than in this experiment. For example, in one research

setting, a person carrying a steel plate was scanned with a 160 keV x-ray beam at a distance

of 15 m [77, 127]. The SNR for the steel plate was 77.2. From the data in Table 7.1 in

Section 7.2 the SNR in the experiment ranged from 224 for PVC to 410 for POM.

To achieve the same SNR, measurements would need to be acquired for approximately 3

times longer at 30-60 µs for Z<10 material such as POM. For Z>10 materials like PVC, it is

likely that even longer acquisition times will be required because the SNR for PVC was shown

to produce an overly smooth spectrum reconstruction using Tikhonov regularisation even at

a SNR of 224, as discussed in Section 7.4. In order to have the same SNR as POM, the PVC

acquisition time needed to be 2.8 times longer than POM in this experiment, therefore one

could reasonably expect acquisition times of up to 90-180 µs needed for PVC to achieve the

same quality of reconstruction.

This is one of the main drawbacks to the technique when considering it for scaling up to a

commercial backscatter system. Scans would take 3 times longer hence still cause delays at

ports and security checkpoints. However in some cases the benefits of improved identification

may outweigh the disadvantages of the higher acquisition time. Such a case may be if a

vehicle is detected as suspicious during an ordinary backscatter scan, a secondary acquisition

could be performed using the detector filter method. A typical backscatter scan takes between

10-60 s. If this were increased by up to 9 times to 90 s-9 min, this would still be considerably

shorter than a manual search which can take several hours [13]. Additionally, the second

scan may only need to be performed on part of the vehicle where the suspicious material was

detected which would significantly reduce the scan time.

9.10 Summary and recommendations

The presented technique provides superior Zeff resolution for 10 mm material samples

compared to a similar technique presented by C. Paulus et al. [17] (<0.1Zeff compared to

<0.9Zeff ) at a faster acquisition time (600 s compared to 30 min) and importantly does not
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require an energy resolving detector. Testing the technique on different sample thicknesses

and different source-to-detector distances should be a subject of future work. In addition,

future work should also consider the effect of material such as steel container walls being in

front of the sample.

In order to optimise the reconstruction process, it is recommended that thinner filters be

used in order to increase the difference in intensity between filters and maximise the signal to

noise ratio. Additionally non-linear bin spacing in the reconstruction warrants investigation

to improve the reconstruction in the areas where there are more spectrum features. Other

reconstruction algorithms should be investigated, for example TSVD, which shows in initial

investigation to improve the reconstruction for low SNR materials, or CGLS which has a

short reconstruction time so may be beneficial when having to reconstruct spectra for many

different image pixels.

The presented technique could calculate the density only for materials with Zeff <10 due

to theoretical limitations. X-ray sources with a maximum energy of 200 keV can be used

instead to calculate the density for all organic materials (Zeff ≤16). The scatter intensity at

30 keV could also be used to improve the Zeff resolution in the 8≤ Zeff ≤16 range in the

case of a 200 keV beam being used.

Finally, the largest source of error in the presented work was the random error. In order

to reduce this it would be necessary to increase the acquisition time by up to 9 times with

present equipment. This requirement would reduce the efficiency of the scan in a field

environment, and hence it is envisaged that the presented technique would be used as a

secondary inspection upon detection of a suspicious item.
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Proposed future experiments and

development

Future work should focus on building on this proof of concept study to apply the technique

to higher energy x-ray beams more similar to those used on commercial systems. Three

propositions for future experiments will now be discussed. This includes a test system similar to

the 50 keV set-up presented in this thesis but using a 200 keV x-ray beam. Some preliminary

tests have already been completed for this. Other experiments include a multi-detector

experiment at 200 keV. Ideas for future detector development are also presented.

10.1 200 kV test system

Preliminary work on a test backscatter system using a 200 kV x-ray beam has already been

completed. The set-up consisted of a single Gadox detector (with density 180 mg cm−2),

collimated 200 kVp x-ray source and material test piece arranged in a backscatter configuration.

The detector was coupled to a Hamamatsu R1307 3 inch photo-multiplier tube (PMT) [157].

The applied PMT voltage was 950 V. The active area of the detector was 200×200 mm.

A photograph of the set-up is shown in Figure 10.1. In this set-up the sample test piece

was 1 m away from the source collimator and the sample-to-detector distance was 1.4 m.

The sample test pieces were 20×25 mm in area. The detector filters were placed on a shelf

directly in front of the detector. A mix of copper and aluminium filters were used to achieve

a 10% attenuation at each bin centre over the 0-200 keV energy range. Initial testing was

completed in March 2020, however a complete set of test data has not yet been acquired

due to restricted laboratory access during the pandemic.
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Figure 10.1: Photograph of the set-up used to perform preliminary testing work on a
higher energy backscatter geometry. The experiment used a 200 kVp x-ray tube and Gadox
detector. The x-ray source collimator, detector, detector filter and sample are shown. The
direction of the x-ray beam is indicated by the red arrow annotation. A mix of aluminium
and copper detector filters were used. See the main text for more details.

Initial tests showed the detector response had a dependence on ambient temperature. A

response decrease of approximately -0.04% per minute was observed for calibration measure-

ments acquired over a 2 hour period between 9 am and 11 am. The PMT was thought to

be causing the change as the PMT gain varies as a function of temperature [157]. This is

an important issue to be aware of and gain correction methods used in field systems [136],

or regular calibrations should be considered in order to reduce the effect of time-varying

systematic errors on the detector response.

Future work should include measurements of plastic materials at the 200 keV beam energy

using the set-up discussed here. Spectra should be reconstructed in the same way as in the

50 keV test. Properties of the reconstructed spectra such as the number of counts in the

10 and 30 keV and 140 keV bins should be used to determine atomic number and density

properties following Section 9.5. Similar to the 50 keV set-up, calibration measurements

should also be performed. A simple simulation of the 200 keV geometry should also be

performed so the RCF can be calculated by the method discussed in this thesis. This

simulation would require a beam profile measurement, although this may be more difficult

to acquire owing to the 200 keV beam’s larger spot size and higher power compared to the

50 keV. Alternatively, a calculated beam profile derived from spectrum models, as discussed

in Section 9.4, may be more appropriate.



Proposed future experiments and development 161

10.2 Multi-detector test on an M60 system

One issue with the proof-of-concept study and the 200 kV test system outlined in Section 10.1

is that only one detector is used so each filtered response measurement must be acquired

individually, increasing the acquisition time greatly. Some field systems such as the M60 have

multiple backscatter detectors (similar to that shown in Chapter 3 Section 3.4), hence one

method that should be tested is whether multiple filtered detector response measurements

can be acquired simultaneously. The diagram in Figure 10.2 shows one way this could be

achieved. This is based on the 14-detector backscatter panel of the test backscatter system

discussed in Section 3.1. Fourteen different thicknesses of material could be placed across the

detector array as shown in Figure 10.2 and the detector response could be recorded for each

detector. This would allow fourteen intensity measurements to be acquired simultaneously

and allow reconstruction of a fourteen bin energy spectrum.

Figure 10.2: A schematic diagram of the backscatter detector panel of the test M60
backscatter system similar to that shown in Chapter 3, Figure 3.3a. The detector panel
consists of fourteen individual detectors. These detectors are represented by a grey cube in
the diagram. To acquire multiple filtered detector response measurements simultaneously,
filters of different thickness could be placed over each detector. The filters are shown in blue
and the opacity of the filter gives an indication of the filter thickness. The intensity recorded
by each detector is written as I(xi) where i is the detector number ranging from 0 to 13.
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Simple geometry simulations of the set-up would need to run and calibration measurements

performed so the RCF could be determined for accurate reconstructions. Other systematic

errors not encountered in the single detector system could be multiple scattering from one

detector to another, so this would need to be studied closely to determine if the RCF approach

could suitably correct for this.

The results of this experiment would be able to show what energy resolution and hence

material identification capabilities are possible on a real backscatter system. If successful,

rolling out the technique across backscatter systems such as this would be relatively simple

and inexpensive as only minor hardware modifications are required to accommodate the

filters. This could be a very promising development in improving material identification on

commercial systems if successful.

10.3 Detector development

An issue still remaining with the multi-detector idea in Section 10.2 is that the scan acquisition

time would still have to be larger than standard as a lot of the signal is lost through absorption

in the filters. A way around this would be a different detector design where detectors are

stacked longitudinally along the scattered beam direction. This way detectors in front act

as filters for the detectors behind so less signal is lost. The “transXend” detector design

developed by I. Kanno [25] could be used to implement this. Additionally, optimally segmented

scintillator detectors such as those developed in [138, 158] could be used as an alternative.
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Conclusions

X-ray backscatter imaging has revolutionised the detection of contraband concealed in vehicles

and cargo, however it has long suffered from poor material identification capabilities. This

thesis has proposed a novel technique for improving identification of illicit materials in

x-ray backscatter imaging. This work presented is the first application of the spectrum

reconstruction technique to x-ray backscatter imaging.

A 50 keV x-ray beam and a CdTe detector operated in energy-integration mode were used

to measure the backscattered x-ray spectrum of five plastic samples with a fixed 10 mm

sample thickness. The samples tested were two explosive simulants and three inert materials.

During the data acquisition process, ten different measurements of the backscattered beam

were acquired each with a different thicknesses of filter material in front of the detector. By

modelling as an inverse problem the energy spectrum was calculated mathematically from the

set of detector response measurements. A calibration process was developed in this work and

implemented to account for scattering and systematic errors to ensure valid energy spectra

were calculated. The calculated energy spectra were in good agreement with spectra acquired

using an energy resolving detector under the same conditions.

The reconstructed energy spectra were used to estimate the effective atomic number (Zeff )

and density (ρ) of the material, and to classify the materials as explosive or inert. Relationships

between the number of counts in the reconstructed spectrum between 10-15 keV and Zeff ,

and 40-45 keV and ρ, were derived using a simulated data set. Using these relationships,

thresholds for explosive materials were derived and the Zeff and ρ of the experimentally

tested materials was estimated.

The Zeff of all experimentally tested materials was calculated to within 0.5Zeff and

0.12 g cm−3 of the data sheet value. In the explosives material range this was improved to

0.1Zeff and 0.04 g cm−3. Both explosive simulant materials were identified to a greater than
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95% confidence level. Further analysis of the simulated data suggested a maximum true

positive detection rate of 100% and a 7% false positive detection rate. These results demon-

strated material identification is possible to high accuracy without the use of energy-resolving

detectors which previous studies had relied upon. The result is a substantial improvement on

the basic organic/inorganic material separation that is currently achievable on commercial

backscatter systems.

The study successfully demonstrated improved identification of materials under a particular

set of conditions. Next stages in development should focus on investigating a wider range

of experimental conditions such as variable sample thickness and variable source-to-object

distances. Improvements to the existing technique such as more regular calibrations, algorithm

development and the use of different thicknesses of filter should also be investigated to

optimise the technique. Future experiments using 200 keV x-ray beams with single and

multiple detectors should also be performed to further understand how the technique could

be scaled up for eventual use on field backscatter systems.



Appendix A

Simulation validation by spectrum

comparison

The following appendix contains all the spectra used for validation of the full geometry

simulation discussed in Section 6.4. The materials POM, HDPE, Nylon and PVC were

used for validation. Simulated and experimental spectra were compared for all ten filter

measurements and one unfiltered measurement for all materials.
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A.1 POM

(a)

(b)

(c)

(d)

(e)

(f)

Figure A.1: Simulation and experiment comparisons for 10 mm POM. Figures shown are
(A) No filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm),
(E) Filter D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure A.2: Simulation and experiment comparisons for 10 mm POM. Figures shown
are (A) Filter F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I
(17.0 mm) and (E) Filter J (21.1 mm).
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A.2 HDPE

(a)

(b)

(c)

(d)

(e)

(f)

Figure A.3: Simulation and experiment comparisons for 10 mm HDPE. Figures shown are
(A) No filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm),
(E) Filter D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure A.4: Simulation and experiment comparisons for 10 mm HDPE. Figures shown
are (A) Filter F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I
(17.0 mm) and (E) Filter J (21.1 mm).
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A.3 Nylon

(a)

(b)

(c)

(d)

(e)

(f)

Figure A.5: Simulation and experiment comparisons for 10 mm Nylon. Figures shown are
(A) No filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm),
(E) Filter D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure A.6: Simulation and experiment comparisons for 10 mm Nylon. Figures shown
are (A) Filter F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I
(17.0 mm) and (E) Filter J (21.1 mm).
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A.4 PVC

(a)

(b)

(c)

(d)

(e)

(f)

Figure A.7: Simulation and experiment comparisons for 10 mm PVC. Figures shown are
(A) No filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm),
(E) Filter D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure A.8: Simulation and experiment comparisons for 10 mm PVC. Figures shown
are (A) Filter F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I
(17.0 mm) and (E) Filter J (21.1 mm).
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Appendix B

Experiment CdTe spectra and

response measurements

This appendix gives the raw CdTe spectra and detector response measurements for all

experimentally tested materials. The detector response measurement was acquired by

integrating the spectrum as discussed in Section 5.5.2. The detector response measurements

were used to reconstruct the experimental energy spectra as discussed in Figure 7.4. Also

included are the spectra and response measurements for Acrylic and Nylon. These were used

as calibration measurements on the two experimental days and were used to calculate the

RCF as discussed in Section 5.7. The detector response measurements for each material are

given in Table B.1 at the end of this appendix.
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B.1 HDPE

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.1: Experimental CdTe spectra for 10 mm HDPE. Figures shown are (A) No
filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter
D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.2: Experimental CdTe spectra for 10 mm HDPE. Figures shown are (A) Filter F
(6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and (E)
Filter J (21.1 mm).
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B.2 POM

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.3: Experimental CdTe spectra for 10 mm POM. Figures shown are (A) No filter,
(B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter D
(1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.4: Experimental CdTe spectra for 10 mm POM. Figures shown are (A) Filter F
(6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and (E)
Filter J (21.1 mm).
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B.3 PVC

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.5: Experimental CdTe spectra for 10 mm PVC. Figures shown are (A) No filter,
(B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter D
(1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.6: Experimental CdTe spectra for 10 mm PVC. Figures shown are (A) Filter F
(6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and (E)
Filter J (21.1 mm).
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B.4 PVDF

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.7: Experimental CdTe spectra for 10 mm PVDF. Figures shown are (A) No
filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter
D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.8: Experimental CdTe spectra for 10 mm PVDF. Figures shown are (A) Filter F
(6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and (E)
Filter J (21.1 mm).
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B.5 PTFE

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.9: Experimental CdTe spectra for 10 mm PTFE. Figures shown are (A) No
filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter
D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.10: Experimental CdTe spectra for 10 mm PTFE. Figures shown are (A) Filter
F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and
(E) Filter J (21.1 mm).
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B.6 Nylon

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.11: Experimental CdTe spectra for 10 mm Nylon. Figures shown are (A) No
filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter
D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.12: Experimental CdTe spectra for 10 mm Nylon. Figures shown are (A) Filter
F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and
(E) Filter J (21.1 mm).
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B.7 Acrylic

(a)

(b)

(c)

(d)

(e)

(f)

Figure B.13: Experimental CdTe spectra for 10 mm Acrylic. Figures shown are (A) No
filter, (B) Filter A (0.0066 mm), (C) Filter B (0.14 mm), (D) Filter C (0.63 mm), (E) Filter
D (1.68 mm) and (F) Filter E (3.47 mm).
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(a)

(b)

(c)

(d)

(e)

Figure B.14: Experimental CdTe spectra for 10 mm Acrylic. Figures shown are (A) Filter
F (6.0 mm), (B) Filter G (9.26 mm), (C) Filter H (13.0 mm), (D) Filter I (17.0 mm) and
(E) Filter J (21.1 mm).
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Appendix C

Experiment reconstruction data

This appendix gives the numerical values for the Tikhonov reconstructions in all channels for

HDPE, POM, PVC, PVDF and PTFE experimental data. All data is shown in Table C.1.

The data is displayed in the main text in Section 7.4 Figure 7.3. The C3 and C9 values used

in the analysis are given in the main text in Table 7.5 and Table 7.4.

Energy, Counts

keV HDPE POM PVC PVDF PTFE

0-5 996 ± 88 494 ± 63 98 ± 15 119 ± 78 0 ± 85

5-10 26962 ± 1918 14143 ± 1411 2781 ± 346 8109 ± 1026 5865 ± 1098

10-15 48412 ± 1277 32488 ± 1092 6424 ± 330 21821 ± 1036 19888 ± 1093

15-20 50811 ± 841 43519 ± 720 9488 ± 244 34564 ± 648 32837 ± 681

20-25 43003 ± 644 45143 ± 531 1305 ± 172 41833 ± 497 40741 ± 534

25-30 33223 ± 447 40450 ± 400 11556 ± 139 41414 ± 402 41383 ± 427

30-35 23491 ± 332 31794 ± 314 10325 ± 119 34609 ± 316 35474 ± 334

35-40 14468 ± 279 21003 ± 239 8062 ± 86 23854 ± 229 25039 ± 246

40-45 6369 ± 156 9444 ± 136 5264 ± 54 11288 ± 133 12222 ± 143

45-50 0 ± 217 0 ± 206 2290 ± 96 0 ± 212 0 ± 226

Table C.1: Spectrum reconstruction data for HDPE, POM, PVC, PVDF and PTFE..
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[57] A. Levet and Y Özdemir. Determination of effective atomic numbers, effective

electron numbers, total atomic cross-sections and buildup factor of some compounds

for different radiation sources. Radiation Physics and Chemistry, 130:171–176, 2017.

[58] S. R. Manohara, S. M. Hanagodimath, K. S. Thind, and L. Gerward. On the effective

atomic number and electron density: A comprehensive set of formula for all types of

materials and energies above 1 keV. Nuclear Instruments and Methods in Physics

Research B, 266:3906–3912, 2008.

[59] A. Brambilla, A. Gorecki, A. Potop, C. Paulus, and L. Verger. Basis material decom-

position method for material discrimination with a new spectroscopic x-ray imaging

detector. Journal of Instrumentation, 12, 2017.



198 Bibliography

[60] R. Redus, A. Huber, J. Pantazis, T. Pantazis, and D. Sperry. Design and performance

of the X-123 compact X-ray and gamma-ray spectroscopy system. In IEEE Nuclear

Science Symposium Conference Record, 2006.

[61] R. H. Redus, J. A. Pantazis, T. J. Pantazis, A. C. Huber, and B. J. Cross. Charac-

terization of cdte detectors for quantitive x-ray spectroscopy. IEEE Transactions on

Nuclear Science, 56(4), 2009.

[62] O. Limousin. New trends in CdTe and CdZnTe detectors for X- and gamma-ray

applications. Nuclear Instruments and Methods in Physics Research A, 504:24–37,

2003.

[63] S. Miyajima. Thin CdTe detector in diagnostic x-ray spectroscopy. Medical Physics,

30(5), 2003.

[64] J. Rinkel, G. Beldjoudi, V. Rebuffel, C. Boudou, P Ouvrier-Buffet, G. Gonon,

L. Verger, and A. Brambilla. Experimental evaulation of material identification

methods with CdTe X-ray spectrometric detector. IEEE Transactions on Nuclear

Science, 58(5), 2011.

[65] L. Lawson. Flux maximisation techniques for Compton backscatter depth profilometry.

Journal of X-ray Science and Technology, 4:18–36, 1993.

[66] H. Toyama, A. Higa, M. Yamazato, T. Maehama, R. Ohno, and M. Toguchi. Quan-

titative analysis of polarization phenomena in CdTe radiation detectors. Japanese

Journal of Applied Physics, 45(11), 2006.

[67] R. Redus. Charge trapping in XR-100T-CdTe and -CZT detectors - Application note

ANCZT-2 Rev. 3, 2007.

[68] G. Gilmore and J. Hemmingway. Practical gamma-ray spectroscopy. John Wiley and

Sons, 1995.

[69] J. B. Binks. The Theory and Practice of Scintillation Counting, volume 27. Pergamon

Press, 1964.

[70] A. Arodzero, J. Callerame, D-C. Dinca, R. Sud, L. Grodzins, M. Rommel, P. Roth-

schild, J. Schubert, M. Couture, J. M. Denker, and J. E. Everett. Hand-held x-ray

detection system using wavelength shifting fiber-coupled scintillation detectors, 2019.

United States Patent No. US 10209372.

[71] M. Procter. Radiation detector technical reference manual. Rapiscan Systems, 2012.

[72] A. Chalmers. Single-sided x-ray inspection of vehicles using AS&E’s Z-Backscatter

Van. In Proceedings of SPIE 5199 - Penetrating Radiation Systems and Applications

V, 2003.



Bibliography 199

[73] M. Nikl. Scintillation detectors for x-rays. Measurement science and technology,

17:37–54, 2006.

[74] P. A. Rodnyi. Physical processes in inorganic scintillators, chapter 3. CRC Press, St.

Petersburg, Russia, 1997.

[75] C. Michail, I. Valais, I. Seferis, N. Kalyvas, S. David, G. Fountos, and I. Kandarakis.

Measurement of the luminescence properties of Gd2O2S:Pr,Ce,F powder scintillators

under x-ray radiation. Radiation Measurements, 70:59–54, 2014.

[76] S. Das, J. Saini, and A. K. Dubey. Measurement of decay time constant of a plastic

scintillator by a delayed coincidence method. In Proceedings of the DAE-BRNS

Symposium on Nuclear Physics, volume 60, pages 1068–1069, 2015.

[77] L. Grodzins and P. J. Rothschild. X-ray backscatter mobile inspection van, 2013.

United States Patent No. 2013/0343520 A1.

[78] N. Carrington. Private communication, September 2019. Rapiscan Systems.

[79] Rapiscan Systems and AS&E. ZBV - Mobile Z backscatter cargo and ve-

hicle screening system. Online, 2021. Available at https://www.rapiscan-

ase.com/products/mobile/zbv-cargo-and-vehicle-screening Accessed: 11/08/2021.

[80] Rapiscan Systems and AS&E. Z portal for passenger vehicles - Multi-view,

multi-technology, cargo and vehicle screening system. Online, 2021. Avaible

at https://www.rapiscan-ase.com/products/portal/z-portal-for-passenger-vehicle-

screening Accessed: 11/08/2021.

[81] Rapiscan Systems and AS&E. Z portal for trucks and cargo - Multi-view, multi-

technology, cargo and vehicle screening system. Online, 2021. Available at:

https://www.rapiscan-ase.com/products/portal/z-portal-for-trucks-cargo-screening

Accessed: 11/08/2021.

[82] Rapiscan Systems and AS&E. EAGLE P60 ZBx - Advanced, multi-technology,

multi-view, drive-through portal. Online, 2021. Available at https://www.rapiscan-

ase.com/products/portal/eagle-p60-zbx-multi-technology-cargo-inspection Accessed:

11/08/2021.

[83] Rapiscan Systems and AS&E. EAGLE M60 ZBx - Advanced, mobile inspection

system with combinational imaging. Online, 2021. Available at https://www.rapiscan-

ase.com/products/mobile/eagle-m60-zbx-multi-technology-cargo-inspection Ac-

cessed: 11/08/2021.

[84] M. Dabas, A. Tabbagh, and J Tabbagh. 3-D inversion in subsurface electrical survey-

ing. Geophysical Journal International, 119(3):975–990, 1994.



200 Bibliography

[85] P. C. Hansen, J. G. Nagy, and D. P. O’Leary. Deblurring Images: Matricies, Spectra

and Filtering. Society for Industrial and Applied Mathematics, 2006.

[86] D. Margalit and J. Rabinoff. Interactive Linear Algebra. Georgia Institute of Technol-

ogy, 2019.

[87] A. N. Tikhonov and V. Y. Arsenin. Solutions of ill-posed problems. Society of

Industrial and Applied Mathematics Review, 21(2), 1979.

[88] R. C. Aster, B Borchers, and C. H. Thurber. Parameter Estimation and Inverse

Problems, volume 90. International Geophysics, 2005.

[89] P. C. Hansen. Discrete Inverse Problems: Fundamentals of Algorithms. Society for

Industrial and Applied Mathematics, 2010.

[90] P. C. Hansen. Rank-Deficient and Discrete Ill-Posed Problems: Numerical Aspects of

Linear Inversion. Society for Industrial and Applied Mathematics, 1998.

[91] N. C. Nguyen. A note on tikhonov regularization of linear ill-posed problems.

http://www.mit.edu/ cuongng/Site/Publication files/Tikhonov06.pdf (Accessed

02/06/2020).

[92] O. Scherzer. The use of Morozov’s discrepancy princple for Tikhonov regularization

for solving nonlinear ill-posed problems. Computing, 51:46–60, 1993.
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