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Abstract 

Spin-triplet superconductors can support exotic objects, such as chiral edge cur-

rents and half-quantum vortices (HQVs) characterized by the nontrivial winding 

of the spin structure. In this dissertation, we present cantilever magnetometry 

measurements performed on mesoscopic samples of Sr2RuO4, a spin-triplet su-

perconductor. 

 Satisfying the total anti-symmetric property of the Cooper pair wave 

function, Sr2RuO4 is theoretically suggested to have angular momentum 1L   

and form domain structure with x yp ip  order parameter that corresponds to 

1zL   . For micron-size samples, only a few number of domains would exist 

and signatures of domain walls and edge currents are expected to be measurable 

with current sensitivity. From the measurements of fluctuations of magnetic sig-

nal and the signatures of vortex entries, we found no evidence to support broken 

time-reversal symmetry (TRS) in these crystals. We argue that various scenarios 

exist to explain the negative result while still assuming the TRS breaking chiral 

order parameter. 

Also, micron-size annular-shaped Sr2RuO4 crystals were used to observe 

transitions between fluxoid states. Our observation of half-integer transitions is 

consistent with the existence of HQVs in a spin-triplet superconductor. Stability 

of the half states with an in-plane magnetic field is explained by the spin polar i-

zation in consequence of a differential phase winding of up and down spin 

components. These spin and charge dynamics can also be revealed in the current 

response to phase winding across a weak-link junction. The junctions were fab-
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ricated within ring geometry. The phase is varied by the external magnetic field 

and the current is calculated by measuring the magnetic moments of the ring. 

The current response shows second harmonics when the in-plane magnetic field 

is applied, and the data are successfully fitted when Gibbs free energy is ex-

pressed with additional spin degree of freedom.  

Our observations are consistent with spin-triplet pairing of the Sr2RuO4, 

while requiring more investigations to confirm 
x yp ip  order parameter in the 

crystal. 
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Superconductivity is the phenomenon characterized by the loss of electrical re-

sistance and the appearance of perfect diamagnetism below critical temperature. 

Due to its immense industrial applications and influence to fundamental science, 

the research of superconductivity became the one of the most prolific topic in phys-

ics since its discovery almost a century ago.  

The electrical resistance of metallic conductors decreases by lowering tem-

perature and reaches a finite value near zero temperature. However, that of a 

superconductor suddenly drops to absolute zero at cT , transition temperature, sug-

gesting a phase transition. To explain it, one needs to employ quantum mechanics 

and account for many-body effects. At large, there were two successful attempts  to 

describe the phenomenon, which are Ginzburg-Landau theory [1] and BCS (Bar-

deen-Cooper-Schrieffer) theory [2].  

The Ginzburg-Landau theory describes the emergent superconducting phase 

with a free energy functional of an order parameter representing the density of the 

phase, therefore nonzero only in the superconducting state. By minimizing the free 

energy via variational principle, Ginzburg-Landau equations are derived and the 

solutions give the spatial variation of the superconducting density and current. The 

parameters of the equation includes the penetration depth   , a length scale that 

magnetic fields penetrate into a superconductor,  and the coherence length  , a 
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length scale the superconducting order parameter varies , and those are expressed 

by material specific values such as effective mass. One advantage of the theory is 

that it is phenomenological not depending on any particular microscopic model, so 

that it can be applied to materials such as the high cT  cuprate superconductors 

where the microscopic mechanism of superconductivity is not clearly understood.  

On the other hand, BCS theory is fully based on microscopic realism. Its 

basic element is the Cooper pair, which two electrons with opposite wave  vector 

form with an arbitrarily small attractive interaction. These pairs of electrons in the 

ground state are separated from the excitations, quasi particles, by an energy gap  . 

The many-particle condensate wave function maintains phase coherence over mac-

roscopic distances. Later, Gor'kov demonstrated that  the Ginzburg-Landau theory 

is indeed a limit of the BCS theory close to the transition temperature and that the 

order parameter is directly proportional to the energy gap [3]. 

In most superconductors including element metals, the attraction between 

electrons is indirect via electron-phonons interactions. This interaction generates 

excessive positive charges around an electron to attract the other electron in the 

pair. The attraction is isotropic that the usual Cooper pairs form with its angular 

momentum with zero (s-wave pairing). The situation is quite different in more 

complex compounds superconductors, such as the heavy fermions, the organic su-

perconductors, the borocarbides, the ruthenates and most notably the high cT  

cuprate. While the exact mechanism of the attractive interaction is still debatable, 

many suspect it to be either antiferromagnetic or ferromagnetic spin fluctuations 

which favor anisotropic pairing mechanism. These categories of superconductors 

are more complicated than what the early developers of BCS theory initially con-

jectured and are called unconventional superconductors. Most of them have some 

finite angular momentum L  of the pair wave function due to the anisotropic nature 
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of the pair interaction. Moreover, to satisfy the overall anti-symmetric properties 

under particle exchange, odd L  states need to be spin-triplet and even L  to be 

spin-singlet. The famous high- cT  cuprate superconductors are believed to have L

=2 state (d-wave). 

Superconductors are not the only example where Cooper pairing happens: 

superfluid 3He has been theoretically and experimentally verified to be the rare in-

stance to form spin-triplet p-wave pairing. It exhibited many exciting features 

including topological excitations. However, triplet paring in a superconductor is 

rare.Sr2RuO4 is one of only few known superconductors thought to exhibit triplet 

pairing with transition temperature of 1.5 K [4], and is believed superconducting 

version of the superfluid of 3He. 

In this paper we focus the superconducting properties of Sr 2RuO4, especial-

ly the order parameter and topological excitations in analogy to the He -3 superfluid. 

In Chapter 2 we will present a summary of the properties of Sr2RuO4 and theoreti-

cal background of the experiments we performed. Chapter 3 contains technical 

details about sample preparation and measurement instruments. In Chapter 4 we 

describe experiments to determine an existence of chiral domain and edge current.  

Chapter 5 is regarding to the observation of half -height magnetization steps and 

half-quantized fluxoid states in a mesoscopic rings. Chapter 6 contains exper i-

mental details about weak-link fabrication and current-phase relationship 

measurements.  
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Sr2RuO4 has a body centered tetragonal crystal structure of the type K 2NiF4 type 

perovskite polymorph [4]. In contrast to most materials with the same crystal struc-

ture, it exhibits little structural distortion, and thus no phase transition to a 

different crystalline structure at low temperature. The material was the first layered 

oxide superconductor found without copper, with a fairly low transition tempera-

ture of 1.5 K. A large number of research activity were performed trying to 

understand the superconductivity in this material partly because it is a normal Fer-

mi-liquid, while has a same structure to a high cT  superconductor, La2-xBaxCuO4 

(see Figure 2.1). It presents a good opportunity to investigate unconventional su-

perconductivity based on a well understood normal state. Thin films could not be 

made to be superconducting with high transition temperature due to disorder s and 

surface scatterings, even though it was able to grown up to 10 cm size single crys-

tals of very high purity. For those who are interested in more detail, a thorough 

review on the superconducting properties of Sr 2RuO4 is also given by one of the 

collaborators of our research [5]. 

Chapter 2  

Superconducting properties of 

Sr2RuO4 
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2.1. Properties of normal state 

The successful growth of exceptionally high purity single crystals of Sr2RuO4 ena-

bled the measurement of quantum oscillations, such as Shubnikov-de Haas and de 

Haas-van Alphen effects [6]. Very long mean free path and relatively low critical 

magnetic field of this material happened to be crucial for the success of the quan-

tum oscillation measurement since these oscillations decay rapidly with more 

scattering and increasing temperature. Critical information about the electronic 

structure of the material can be extracted with the measurements; the measurement 

was used to confirm the structure of the rather complicated Fermi surface. The 

measured Fermi surface is shown in Figure 2.2. The Fermi surface sheets are cylin-

drical and has three disconnected Fermi sheet that were labeled  ,   and  . The 

  and   are electron-like, and the   has hole-like properties [7,8].  

 

Figure 2.1  The layered perovskite structure common to ruthenate 

and cuprate superconductors. From [5]. 
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Interestingly, charge density wave (CDW) phase is observed in this material 

around 30K. It is attributed to the Fermi surface nesting, and relation to superco n-

ducting state is relatively unknown. Electronic specific heat measured at low 

temperature is considerably larger than calculated value. Together with the CDW 

phase it suggests strong correlation effect and explains the failure of the local den-

sity approximation [7]. Otherwise, the low temperature properties of the crystal are 

well explained by a two-dimensional Fermi-liquid picture. Indeed, the electrical 

resistivity is highly anisotropic, and the ratio of the in-plane to the c-axis resistivi-

ty varies about an order of magnitude. However, both resistivities have same 
2T  

temperature dependence below about 20 K, and thus their ratio doesn’t change 

much. At room temperature, the c-axis resistivity first increases when cooling, 

reaches a maximum at about 130 K, and then decreases. That non-monotonic tem-

perature dependence is coming from a transition from incoherent transport along 

the c-axis (due to high anisotropy of the crystal structure) at high temperature to a 

full 3d transport in the crystal at lower temperature. A low residual resistivity of 

~0.4  -cm is attained and corresponding ideal superconducting transition temper-

ature approaching ~1.5K indicates very high purity in the crystal (see section 2.2.1). 

The static magnetic susceptibility is close to isotropic, a sign that it is not dominat-

ed by an anisotropic electron structure but instead by the spin or Pauli term.  

Nuclear magnetic resonance studies of 17O and 101Ru sites give evidence for ferro-

magnetic fluctuations [9], and inelastic neutron scattering measurements [10] show 

consistent results with a theoretical prediction of incommensurate spin fluctuations , 

giving some hint of the superconducting paring mechanism.  



 

 

 

7 

 

 

 

 

2.2. Superconducting state properties 

2.2.1.  Effect of impurities and Ginzburg-Landau parameters 

Maeno and collaborators in Kyoto University in Japan measured the dependence of 

cT  on the oxygen partial pressure during high temperature annealing [11]. It 

showed insensitivity of cT  on the annealing conditions, unlike in cuprates, and thus 

established experimental evidence of exceptional chemical stability of this material. 

It came as a surprise because the superconductivity in Sr 2RuO4 was expected to 

show some similarities to the cuprates due to their similar crystal structures.  

Studies on the non-magnetic impurity effect on cT
 
of the superconductivity 

together with the absence of the coherence peak, known as Hebel-Slichter peak, in 

 

Figure 2.2  The experimentally constrained Fermi surface of Sr2RuO4. The hole-like   

sheet is shown by the four dark cylinders. The   sheet is the central cylinder with a 

nearly square cross section. The   sheet is the outer central cylinder with a nearly ci r-

cular cross section. From [8]. 
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101Ru NMR and Nuclear Quadrupole Resonance (NQR) experiments , suggested the 

unconventional character in superconductivity of Sr2RuO4. When a large variation 

in the transition temperatures of different batches was observed in experiments, 

with the fact that the oxygen annealing experiment showed that doping doesn’t 

change superconducting property effectively, a plausible explanation was the pres-

ence of impurities. According to Anderson's theorem, magnetic impurities suppress 

superconductivity because they act as Cooper pair breakers while elastic scattering 

of Cooper pairs due to non-magnetic impurities does not diminish the energy gap of 

conventional superconductors [12]. The non-magnetic scattering effectively aver-

ages the Fermi wave vectors of the pairs because time-reversal pairs under the 

impurity potential still from Cooper pairs with same gap potential. Thus, for a gap 

isotropic in phase, the gap maintains finite value after the averaging, and it does 

not destroy superconducting gap. For unconventional superconducting gap symme-

tries that exhibit sign changes, the averaging of the order parameter over the Fermi 

surface become zero, and hence the gap will be suppressed by non-magnetic impu-

rities if the scattering length is comparable to the superconducting coherence 

length  . A nice experimental demonstration of the phenomenon was done on 

Sr2RuO4. Mackenzie et al. measured the density of impurities in crystals with vary-

ing transition temperatures [13]. A microprobe analysis was used to measure 

density of elements with atomic numbers between 11 and 83 with a precision better 

than 50 ppm. With correlations between traces of silicon and aluminum, the residu-

al resistivity of the samples, and their transition  temperatures, it gave a clear 

indication that superconductivity in Sr2RuO4 is destroyed by non-magnetic impuri-

ty scattering, thus providing evidence to unconventional superconductivity in this 

crystal. This suggested that the low Tc samples are contaminated with impurities 

and its superconducting properties might be also compromised.  Also, it gave an 

important guide line to use residual resistivity for determining the purity of a sam-
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ple. Samples with mean free paths as long as 3  m have been synthesized achiev-

ing a transition temperature of ~1.5 K, which is theoretical maximum by fitting 

curves of impurity vs cT . A following study showed that the same pair breaking 

effect by impurities could be also achieved when crystal defects are formed 

through changes to growth conditions [14]. All these series of experiments supports 

the theoretical suggestion that Sr2RuO4 is an unconventional superconductor with 

additional symmetry breaking. 

The Ginzburg-Landau parameters of the superconducting state was also 

measured by Maeno group [11,15]. They measured the in-plane and out-of-plane 

resistivity in applied magnetic fields on the crystals with transition temperatures 

ranging from 0.2 K to 1.49 K. Then they deduced values for the in-plane and out-

of-plane critical field of 
0 2 (0) 1.5 Tc abH   and 

0 2 (0) 0.075 Tc cH   by extrapolating 

the measured Hc2 to zero temperature. Using the anisotropic Ginzburg-Landau for-

mula, the coherence lengths of (0) 66ab nm   and (0) 3.3c nm    with an anisotropy 

(0)ab / (0)c = 20 were obtained. To determine the Ginzburg-Landau parameter, 

they measured the low temperature specific heat and extracted from it the thermo-

dynamic critical field (0) 0.023TcH   [11]. The Ginzburg-Landau parameters were 

deduced to be (0) 2.3ab   and (0) 46c  , which give penetration depths values of 

(0) 152ab nm   and (0) 3000c nm  . 

2.2.2.  Experiments on unconventional superconductivity 

At superconducting transition, normal electrons form a superconducting condensate , 

consisting of Cooper pairs, and like other phase transitions a part of symmetry is 

spontaneously broken. The angular momentum of the relative motion of the con-

stituent electrons in the pair becomes an important factor to categorize 

superconductivity. In conventional superconductors, only gauge symmetry is bro-
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ken at the transition. The superconducting order parameter is a complex number 

and the Cooper pair orbital angular momentum is  0L  . Under certain conditions 

the pairs form a more complicated structure and the angular momentum has non-

zero value. The so-called unconventional superconductors break additional symme-

tries, such as the point group of the crystal lattice symmetry, the spin rotation  

symmetry, and the time-reversal symmetry (TRS). Thus, the superconducting order 

parameter symmetry becomes a subgroup of the symmetry group of the normal 

state. Group theory is a very useful tool to enumerate a list of allowed order pa-

rameter based on the crystal structure of the superconductor [16]. Order parameters 

consistent with experimental results are considered, and free energies of the order 

parameters are compared to give the energetically most favorable choice . Because 

the electrons satisfy Fermi statistics, even orbital angular momentum states corre-

spond to an anti-symmetric spin-singlet pairing of the spins, while odd orbital 

pairing corresponds to symmetric spin-triplet pairing. Thus, spin-singlet pairing 

states come with orbital symmetries of s ( 0L  ) and d ( 2L  ) wave, etc., while 

spin-triplet pairings are accompanied with p ( 1L  ), f ( 3L  ), etc. It should be 

noted that in the presence of spin-orbit coupling and crystal fields the spin and an-

gular momentum is not a good quantum number of the Hamiltonian; however, the 

notation is still valid with a good approximation in the case of Sr2RuO4, where the 

lattice and spin-orbit effects are sufficiently weak. Within a same irreducible repre-

sentation (same L  state), the additional symmetries can be broken, and it 

categorizes the phases. For example, a state with broken time-reversal symmetry 

can be represented by multicomponent complex order parameters transitioned from 

a real order parameter spin-triplet condensate by another phase transition. Transi-

tion temperatures of different phases in an irreducible representation are same [17].  

There are a number of probes to distinguish the different order parameters 

by measuring the change in corresponding physical properties. First of all, the 
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phase sensitive techniques directly measure the macroscopic order parameter sy m-

metry using the Josephson effect. The anisotropy and polarity o f the phase of the 

order parameter can be measured. Josephson interferometry and Scanning SQUID 

Microscopy successfully verified d-wave pairing symmetry of high- cT  supercon-

ductors. On the other hand, multiple phase transition can be detected. If observed, 

it differentiates other pairing symmetries from s-wave paring. They are usually ob-

served by singularities in derivatives of the free energy. For example, the specific 

heat will have an additional peak at the transitions. By definition the additional 

phase transition indicates unconventional superconducting order in the material. 

Moreover, there are experiments that measure the electronic spin susceptibility of 

the material to distinguish spin singlet from spin triplet pairing. In singlet super-

conductors the susceptibility goes to zero according to Yoshida function below 

superconducting transition because the opposite spin pairing of Cooper pairs  di-

minishes the ability of conduction electrons to be polarized under the influence of 

the external magnetic fields, while in triplet superconductors it can remain finite 

even at zero temperature. As an example, the Knight shift measures the shift in 

NMR frequency caused by the electronic spin susceptibility in the conduction band 

via hyperfine interaction. The other type of experiments includes measurements of 

average energy gap over the Fermi surface. The average becomes zero if the order 

parameter change sign under inversion. Examples include the sensitivity of super-

conductivity to non-magnetic impurities and the presence of a coherence peak of 

NMR relaxation rate near the transition. Lastly, detecting the nodal structure in the 

gap function can confirm the unconventionality in the superconducting sy mmetry. 

The temperature dependence of the specific heat, penetration depth, and NMR re-

laxation rate is exponential for s-wave conventional superconductors. The presence 

of the nodes is reflected on the density of states due to energy gap closing, espe-

cially at low temperatures, and the temperature dependence becomes power-law in 
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the presence of nodes. For example, 
2T  are expected for line nodes and 

3T  for 

point nodes, which reflect the residual density of state near zero temperature. Some 

of these techniques have been improved giving directional information of the nodes, 

such as thermal conduction and specific heat in magnetic field, and ultrasound at-

tenuation. 

 Recently significant and interesting types of experiments include measure-

ments that probe broken TRS and exotic vortices. Muon Spin Relaxation (  SR) 

measured an internal spontaneous magnetic moment below cT  [18]; the high resolu-

tion polar Kerr effect measured an antisymmetric component of the real and 

imaginary parts of the dielectric tensor [19]; and scanning SQUID microscopy 

probes magnetic fields generated by the TRS broken current [20]. In Chapter 4, 

cantilever magnetometry of the TRS chiral current in a micron size sample will be 

presented. Additionally, the exotic vortices realized by the existence of multiple 

order parameters were theoretically predicted and partially observed in 3He super-

fluid. Thus, our measurement of half-quantized fluxiod states, a generalized half-

quantum vortex, will be a significant addition for elucidating unconventional s u-

perconductivity in Sr2RuO4. However, the interpretation of these experiments 

should be careful. It takes many consistent measurements with same conclusions 

before the actual order parameter can be confirmed.  

2.2.3.  Spin triplet superconductivity in Sr2RuO4 

Order parameters in spin triplet superconductors are expressed in terms of 

the gap matrix ( ) k  that can be written as a 2 x 2 matrix in the form [5] 

( ) ,
 

 

  
   

  
k     (2.1) 
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where k  is a unit vector in a direction of wave vector and the elements are defined 

in a spin-space of paired electrons. In the triplet case, 
0 

     . The d -vector 

formalism is another way to express the superconducting energy gap, used prolif i-

cally in literatures of 3He superfluid. In the formalism the matrix is replaced by a 

three component complex vector ( ) [ ( ), ( ), ( )]x y zd d dd k k k k  with 

0

0

( ) .
x y z

z x y

d id d

d d id





    
     

    
k    (2.2) 

It has an advantage of transforming as a vector under the rotation of spins as well 

as having a compact form analogous to the gap function of singlet  superconductors. 

The wave function of a triplet superconductor can be expressed as  

0| (| ),
 

         (2.3) 

where the bases | , |  and (1/ 2)(| | )   correspond to the spin basis 

vectors of zS  1, -1 and 0, respectively. If the coordinates are changed to x, y and 

z defined as 

    
1

| 0 ( | | ),
2

xS       x      

1
| 0 (| | ),

2
yS      y               (2.4) 

1
| 0 ( | | ),

2
zS       z      

then the state is written as  

| 2( ).x y zd d d    x y z
    

(2.5) 

The quasiparticle excitation energy spectrum then will be given by 

2 * *· | |,k kE    d d d d
    

(2.6) 
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,where kE  is the quasiparticle energy and k  is the excitation energy measured 

from the chemical potential. 

For a unitary state with * 0 d d , *·d d  becomes the square of the energy 

gap 2| ( ) | k , and all the electrons are paired at zero temperature. The magnitude of 

the vector is proportional to the energy gap and the direction is normal to the plane 

in which the electrons are equal spin paired. On the other hand, non-unitary states 

have two distinct energy gaps. If one of them vanishes, finite density of quasiparti-

cle can be observed at zero temperature.  Non-unitary states break TRS and possibly 

have a net magnetic moment. Even if largely screened by the Meissner effect, a 

small fraction of the magnetization can survive at impurities or defects sites or at 

the edge of a crystal, where the order parameter is suppressed from the bulk one. 

The measurement of the spin susceptibility in the superconducting state by 

NMR was the most compelling evidence for spin-triplet pairing in Sr2RuO4. The 

spin susceptibility in superconductors is dominated and masked by Meissner 

screening currents and need to be measured indirectly through experiments such as 

the Knight shift measurements. The NMR frequency shift of a nucleus reflects the 

spin susceptibility change of conduction electrons via the indirect hyperfine contact 

interaction between s-wave valence electrons and the nucleus. The signal is a com-

bination of an orbital part due to Landau diamagnetism of the core electrons and 

Pauli paramagnetism due to a spin polarization of the conduction electrons. With 

spin-singlet pairing of electrons, the spin susceptibility should drop following Yo-

shida function below cT  [23]. However, with the equal-spin paired superconductors, 

the susceptibility will remain same as normal metal’s. Ishida et al. performed NMR 

knight shift measurements on 17O and 101Ru [21,22]. The absence of change in the 

spin susceptibility through the superconducting transition indicates the existence of 
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an equal spin pairing direction and thus spin-triplet paring in the superconducting 

state. 

The consistent conclusion was obtained with polarized neutron scattering 

that also measures the spin susceptibility [23]. An applied magnetic field induces a 

periodic magnetization density in the crystal, and refraction gives Fourier compo-

nents at reciprocal lattice vectors. By carefully differentiating spatially-varying 

components of the magnetization, spin susceptibility can be measured, even in the 

superconducting state. They found the spin susceptibility doesn’t change when 

temperature varies through cT  ,an additional evidence to the spin-triplet paring. 

Additionally, the odd symmetry confirmed by the Josephson interferometry pro-

vides consistent evidence for spin triplet pairing in superconducting Sr2RuO4. 

2.2.4.  Chiral p-wave order parameter and its domains 

Among the triplet order parameters allowed by symmetry, fully-gapped unitary p-

wave order parameter is energetically favored [5]. The ( )x yp ipz  order parameter 

was proposed in an analogy to the A-phase of superfluid 3He [24]. It has complex 

order parameter which breaks TRS, and thus a spontaneous magnetization is e x-

pected to be observed below the transition temperature. In Chapter 4, we talk more 

about the properties associated with the order parameter. 

In most cases, a spontaneous magnetization that appears below cT  is ex-

pected for the order parameter with broken TRS. Due to screening current, only 

suppressed magnetization is observable on length scales smaller than penetration 

depth, or at defects where the screening is weak. Luke et al. used spin-polarized 

muons to penetrate into the inside of a sample and interact with the local magnetic 

environments. They measured a directional tendency of positron emission of the 

muon decay, which contains information about the local magnetic fields  [18]. The 



 

 

 

16 

 

 

 

study shows spontaneous magnetization at cT  with an exponential distribution of 

the relaxation rate, which is interpreted as an indication of a broad distribution of 

magnetic fields from a dilute distribution of current sources. They measured sam-

ples of various cT  and found that the spontaneous magnetization always coincided 

with the superconductivity to rule out a magnetic phase accidentally happened to 

be at the superconducting transition temperature. It was concluded that the in-

creased relaxation rate was caused by broken TRS.  An additional piece of evidence 

for the TRS broken order parameter came from a small angle neutron scattering ex-

periment [25]. It showed that vortices form a square lattice, neither triangular nor 

hexagonal, in SRO at all field-temperature phase space. This is consistent with a 

TRS-breaking chiral state, which requires two components in order parameter. 

Interestingly, two Stanford groups reported experimental result which is not 

consistent with each other. Xia et al. performed a measurement of the polar Kerr 

effect on the surface of Sr2RuO4 crystal [19] and measured the rotation of polariza-

tion angle caused by the existence of an antisymmetric component to the frequency 

dependent dielectric tensor, suggesting broken TRS. They found a polar Kerr effect 

that appears at cT  and whose magnitude increases as the temperature is lowered. On 

the other hand, Kirtley et al. [20] used SQUID microscopy with a spatial resolution 

of ~8  m to image domain and surface currents generated by the order parameter 

domains. They argued that the magnitude of the current is not large enough to sup-

port the existence of domains larger than ~2  m. There are a few proposals to 

resolve this inconsistency, and this issue will be revisited in Chapter 4.  

The spin-triplet chiral order parameter is represented by the d -vector [5] 

0 0

0

( ) 0x y

x y

k ik

k ik

 
 

      
  

d z     (2.7) 
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Because the direction of the d -vector defines the spin wave function, d z  leads to 

an equally weighted superposition of |  and |  states for a quantization axis 

within the plane. This is the two-dimensional version of the A-phase of superfluid 

3He with an orbital angular momentum L = 1. In the presence of crystal fields, the 

directions of the spin wave function lock on the axes of the crystal. Thus the d -

vector can be expressed in terms of spherical harmonics as  

1/2 1/2

1 1

3 3
sin exp( ) ( ).

8 8
x yY i k ik   

   
      
   

  (2.8) 

with 1zL   . The non-zero angular momentum represents the Cooper pairs’ rela-

tive orbital motion in the xy-plane with either clockwise or counterclockwise 

rotation and leads to broken TRS. 

The order parameter domains are formed as a consequence of the compl i-

cated dynamics of the chiral state with broken time-reversal symmetry. Volovik et 

al. have classified states with broken TRS with non-zero internal angular momen-

tum of Cooper pairs as ferromagnetic states that, in the ground state, a current 

should flow along the surface of the material  [26,27]. The order parameter of 

Sr2RuO4 has finite orbital angular momentum proportional to the number of Cooper 

pairs in the condensate [28]. To self-consistently include the Meissner effect, a 

screening current will flow within a length scale of penetration depth to cancel the 

field generated by the ferromagnetic current throughout the bulk of the material. As 

a consequence, magnetization inside the bulk is strongly suppressed, but there will 

still be a magnetic moment at the surfaces as well as at sites with a suppressed su-

perconducting order parameter (i.e. defects and impurities). Order parameter 

domains also can form due to the discrete symmetry and degeneracy of the order 

parameter. The domains are called chiral domains and the two degenerated chirality 

is represented by order parameters either x yp ip  or x yp ip . In some way this is 
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similar to those in ferromagnetic materials. However, domain formation in the su-

perconducting order parameter costs the domain wall energy while the ferromag-

ferromagnetic domain formation saves energy by dipole interaction [27,29]. It is 

believed that they will easily get pinned at defects or impurities sites because the 

domain walls are energetically costly; however, there is no clear observation up to 

now. Sigrist et al. have performed several numerical calculations on chiral domains: 

they directly solved the Ginzburg-Landau equations and did the self-consistent 

semi-classical calculation to analyze the quasi-particle states to investigate com-

plex superconductivity in low magnetic fields [30,31]. It was found that there are a 

spontaneous current in the wall and a counter-flowing screening current. Thus, a 

single domain superconductor with a singly connected geometry would have a fi-

nite net magnetization. Near the domain wall, because order parameter is a tensor, 

the normal component of the order parameter to the wall is suppressed while the 

one parallel is enhanced. Thus, it gives the two possibilities for the order parameter 

changes through the domain wall either by vanishing  in the center of the wall or 

having a phase rotation with a finite modulus everywhere. It also was shown that 

mid-gap states in the local density of states are one of characteristics in the domain 

walls.  
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While so far there is no “smoking gun” evidence for the formation of do-

mains, strong evidence is given indirectly by observing the vortex-domain wall 

interaction. The current flowing along the domain wall is strongly interacting with 

and vortices due to a Lorentz force. The rate of vortex creep dynamics was meas-

ured in three superconductors with broken time reversal symmetry: UPt3, Ul-

xThxBe13 and Sr2RuO4 [32–34]. They found unusually high pinning effect in all 

three materials at low temperature. When observing the two heavy fermions UPt3 

and Ul-xThxBe13 below the lower transition temperature and below 50mK in 

Sr2RuO4, the temperatures for which chiral order parameters are expected to from,  

the rate of vortex creep drops to nearly zero for several hours, and this may be due 

to a highly unusual pinning mechanism of the domain walls. This can be explained  

in terms of “fences” that prevent the vortices from moving around the superconduc-

tor [35]. It was found that a vortex with integer flux quantum can degenerate into 

two or more vortices with fractional flux on domain walls (see Figure 2.3). Thus, 

these vortices cannot easily move away from the wall, and they become very effi-

cient pinning centers to vortex motion. These vortex dynamics at domain walls 

 

Figure 2.3 Vortices strongly pinned by a domain wall. Grey cirtcles are fractional vortices 

and dark ones are full vortices. (A) A full quantum vortex decays into two fractional vortices. 

(B) Fully occupied domain wall acts as a fence for the full vortices. From [35] 
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were pointed out as a possible mechanism of the ultrasound attenuation in UPt3 [16] 

and vortex coalescence in Sr2RuO4 [36]. 

 

2.2.5.  Half-quantum vortex 

While known superconductors are characterized by the spin-singlet pairing of the 

electrons that constitute the superconducting flow, Sr2RuO4 (SRO) which, much 

like the A-phase of superfluid 3He, might exist in the equal-spin pairing (ESP) 

phase [5]. This phase has been proposed to host half-quantum vortices (HQVs), 

which are characterized by the relative winding of the phase of the spin -up and 

spin-down components of the superfluid order parameter  [37,38]. In addition to be-

ing of basic scientific interest, HQVs are expected to give rise to zero -energy 

Majorana quasiparticles [39,40], which have been suggested as a resource for topo-

logical quantum computation [41]. 

The ESP state may be thought of as comprising two weakly interacting con-

densates, having Cooper-pair spin configurations,   and  , defined with 

respect to a common (i.e., ESP) axis. An HQV corresponds to the winding of the 

phase of only one of these condensates around a contour that encircles the HQV 

core, e.g., ( , ) ( 2 ,0)  
 

     or (0, 2 ) , producing half of the magnetic moment 

of a conventional (i.e., full-quantum) vortex (FQV), for which 2  
 

     . 

The Meissner response of the superconductor screens charge currents over the 

length-scale of the London penetration depth ; however, any (charge-neutral) spin 

currents go unscreened. Consequently, the kinetic energy of an isolated HQV d i-

verges logarithmically with the system size, whereas the kinetic energy of an FQV 

would remain finite. Hence, a single HQV may not be energe tically stable in a 
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macroscopic sample, whereas, according to [42], a single HQV could be stable in a 

mesoscopic SRO sample of size comparable to or smaller than  . 

For an ESP superconductor, the two condensates bring the two integer -

valued winding numbers n


 and n


. Then, the role of n is played by the half-sum 

( ) / 2n n n
 

  . The integer-fluxoid (IF) state of the annulus—the coreless analog 

of the FQV state—corresponds to the common winding of the condensates (i.e., 

n n
 
 ), whereas the half-fluxoid (HF) state—the coreless analog of the HQV 

state—corresponds to winding numbers that differ by unity (i.e., 1n n
 
  ).  Thus, 

equilibrium transitions between the IF and HF states would change n by half a unit 

(i.e., 1/ 2n n  ), and this would produce a change z/2 of the magnetic moment, 

i.e., half of that produced for an equilibrium transition between two IF states .  
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3.1. Crystal growth of Sr2RuO4 

The bulk single crystals of Sr2RuO4 used for our experiments were grown at Kyoto 

University in Prof. Maeno's group [43]. A floating-zone method was used in a 

commercial image furnace equipped with double-elliptical mirrors, where melting 

is achieved by focusing a light on the sample without a crucible. The bottom end of 

a feed rod suspended from above is melted and subsequently connected to a seed 

material held from below. By lowering both the feed rods and seed material, a sin-

gle crystal is grown continuously from the Ru-rich molten solution. In the standard 

solid-state reaction, the ceramic feed rod is made with a reaction between SrCO3 

and RuO2, and it was necessary to use a feed rod that contained excess Ru to com-

pensate for evaporation. It is also found important to minimize impurities such as 

Ba and Na in order to obtain optimal transition temperature. The seed material can 

be either sintered poly-crystals or a single crystal. Using the technique, the crystal 

size can be as large as 80   4   3 mm3 and of very high quality with cT  as high as 

1.49K. By adjusting growth conditions the superconducting temperature could be 

controlled, and it is found that the crystals with very low levels of impurity and 

Chapter 3  

Materials and Methods 
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defects tend to have narrow transition width and low residual resistivity. Growth 

conditions define various phases that were observed [43]: while optimal condition 

is obtained when the nominal molar ratio 2 (Ru) / (Sr) 1.15N N  , Ru metal phases are 

observed imbedded in the main Sr2RuO4 when 2 (Ru) / (Sr) 1.2N N  ; epitaxial-like 

intergrowth of SrRuO3 on Sr2RuO4 when the oxygen pressure 2(O ) 0.3barP  ; eu-

tectic growth of Sr2RuO4 and a new insulating compound of unknown composition, 

possibly Sr3RuO5+δ. The crystals used in the present study were tested by Maeno 

group using X-rays and magnetic susceptibility measurements to be free of any of 

these phases.  

 

3.2. Sample preparation 

The micron-sized annular Sr2RuO4 samples were obtained from millimeter-sized 

crystals grown using the floating-zone method. The SRO crystal was first glued to 

a post, then ~100-μm thick segments were cleaved using a razor blade. To avoid 

possible oxidation and surface contamination, only segments obtained from the i n-

terior of the larger crystal were used. The SRO segment was crushed on a silicon 

substrate and the pieces were imaged using the electron beam of a dual -column fo-

 

Figure 3.1 (A) Low magnification SEM of SRO debris field. (B) A micron-size SRO 

particle after cutting a hole using the FIB. 
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cused ion beam (FIB). Because of high anisotropy of the crystal properties, particle 

is cleaved fairly well along ab-plane, so that a millimeter size particle crushes into 

micrometer particles with well-defined crystal axis. The shape of the particles was 

found to be an important factor in determining the orientation of crystalline axis; 

for the particles used in this study, the orientation of the ab-planes was clearly vis-

ible from the layering observed near the edges of the particle. Figure 3.1 is an 

example of a low magnification SEM image showing the particle distribution (after 

crushing), which was later used as a map to identify the location of the FIB -ed par-

ticle under optical microscope. Higher magnification SEM scans from various 

angles were necessary to confirm the layering of a particle.   

 

After locating the desired particle, the 30 kV ion source was used to cut a hole 

in the center of the particle parallel to the crystal c-axis. In order to minimize ion 

implantation, the number of images taken using the ion source was limited to two 

exposures at emission current of 1 pA; the hole was cut using an emission current 

of 10 pA. The milled particle was then transferred to a micro-manipulator stage of 

a long working distance Mitutoyo optical microscope. The FIB-ed particle was lo-

cated from the pattern of the debris field imaged using the SEM. A three -axis 

hydraulic Narishige micromanipulator was used to position a pulled borosilicate 

 

Figure 3.2 Particles on the cantilever. 
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micropipette having a < 1 μm tip diameter near the particle. The electrostatic inter-

action of the particle with the micropipette was sufficient to pick up the particle. 

The particle was glued to the tip of a custom-fabricated silicon cantilever. Prior to 

placement of the particle, a small amount of Gatan G-1 epoxy (Gatan Inc., 

Pleasanton, CA, USA) was placed on the tip of the cantilever. The epoxy was cured 

overnight at 70 °C in a nitrogen environment. The planar geometry of the particle 

ensured that the particle’s c-axis was oriented perpendicular to the axis of the can-

tilever. However, the a and b axes had no special orientation with respect to the 

cantilever.  

3.3. Instrumentation and setup 

3.3.1.  Dewar and refrigerator 

All experiments discussed in this text were performed in a continuous flow Heli-

um-3 refrigerator (He-3-SSUHV-CF, Janis Research Company, Inc., Wilmington, 

MA, USA) inserted into a helium Dewar (Precision Cryogenic Systems, Inc., Indi-

anapolis, IN, USA) equipped with a 6T magnet (Cryomagnetics Inc., Oak Ridge, 

TN, USA). The magnet is controlled with the Model CS4 Magnet Power Supply 

(Cryomagnetics Inc., Oak Ridge, TN, USA). 

 The magnet had a 6” bore which fit around the outside of the refrigerator’s in-

ner vacuum chamber. The Dewar was mounted on a vibration isolation table raised 

to 7 ft. high to allow a procedure of lowering down the Dewar to a pit with 6 ft. 

deep.  
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A schematic of the refrigerator and Dewar is shown in  Figure 3.3. The refrig-

erator was equipped with thermometers on its charcoal sorption pump, 1K pot, and 

helium-3 pot and with resistive heaters on the charcoal sorption pump and helium-3 

pot. Additional thermometers (RX-202A, Lake Shore Cryotronics, Inc., Westerville, 

OH, USA) were glued with (Stycast-2850) onto the sample mounting stage using 

heat bobbins (Lakeshore Inc., Westerville, OH, USA) in order to ensure good ther-

mal contact. The thermometers were measured and the heaters controlled by a piece 

of electronics from Lake Shore (Model 340 & 325 Temperature Controller, Lake 

Shore Cryotronics, Inc., Westerville, OH, USA).  For the usual mode of operation 

of the refrigerator a reader should refer to the manual provided by Janis Inc.  

A constant sample temperature was maintained by a PID feedback loop con-

trolling a heater attached to the sample mounting manifold, while monitoring the 

sample stage thermometer. The feedback loop was implemented by the Lake Shore 

controller. The lowest temperatures were reached by allowing the 1K pot to fill 

 

Figure 3.3  He-3 cryostat and sample stages. 
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completely, then closing the needle valve, and pumping on the 1K pot’s exhaust 

line. A base temperature of ~310mK was achieved by this method with the cantile-

ver detection apparatus mounted to the refrigerator.  

 

3.3.2.  Cantilever detection set-up 

The basic cantilever detection set-up is shown in Figure 3.4. The cantilever motion 

is detected optically using a fiber-based interferometer [44]. The cantilever signal 

is converted to a voltage signal using a photodiode & tans-impedance amplifier 

(LMC6001) package and re-amplified with dc-coupled and ac-coupled SIM965 

JFET (Stanford Research Systems) preamplifiers. The cantilever is mounted on a 

piezoelectric actuator which is driven resonantly by the amplitude control analog 

circuit, which also automatically adjust phase shift needed to drive the cantilever . 

Laser power was maintained by a control loop.  We will now discuss each compo-

nent of the set-up in more detail. 

 

Figure 3.4 Schematic of phase-locked cantilever magnetometry apparatus.  
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1) Laser source 

The laser source used in all measurements was a 1510nm fiber-coupled di-

ode laser from OKI (PL5109L-5A 5mW 1510 nm DFB Laser, OKI Optoelectronics, 

Japan) with built-in thermoelectric cooler and optical isolator . The laser was pow-

ered by a low noise current source (LDX-3620 Ultra-low noise current source, 

LightWave Inc., USA). Laser diode driver from Thorlab (LDC 240C) was, also, 

proved working fine without any additional noise. The driving current of the laser 

was approximately 17 mA for all measurements.  

The laser wavelength was tuned via its temperature  using a thermoelectric 

cooler embedded in the laser diode and home-made current supply operated by a 

LabView unit. We employed a constant RF modulation of the laser current in order 

to reduce optical feedback noise and optical interference noise [45]. The ∼200MHz 

RF modulation signal was generated by a voltage-controlled oscillator (ZX95-400, 

Mini-Circuits, Brooklyn, NY, USA) which passed through a voltage-variable atten-

uator (5dB, Mini-Circuits, Brooklyn, NY, USA). The quiet interferometer signal is 

achieved by the reduction of interference between unwanted reflecting objects in 

the fiber interferometer path through the shortening of the laser coherence length. 

The un-shortened coherence length used of the laser is about several cm. 

2) Fiber optic components 

The optical beam path used to monitor the canti lever position is shown in Fig-

ure 3.4. The fiber coupled output of the laser was connected into a voltage 

controlled optical attenuator (MMVOV-1-1550-5-9/125-3A3A-0.25-1, OZ optics, 

Ottawa, Ontario, Canada) with a feed-back control loop on the output of the refer-

ence photodiode (In experiments in this paper, laser power impinges on the 

cantilever was maintained about 5 nW.) The attenuation also could be adjusted by 



 

 

 

29 

 

 

 

hand by slightly unplug fiber connectors to change the laser power between meas-

urements. The driving current of the laser was not varied to change the laser power. 

The attenuator output was connected to the input port of a 99:1 directional coupler 

(FFC-X142PB1XX-SFO572, JDS Uniphase, Milpitas, CA USA). The through port 

of the directional coupler was connected to a fiber-coupled photodiode package 

(FCI-InGaAs-70-SM-FC, Hawthorne, CA, USA) which we refer to as the reference 

photodiode. The coupled port of the directional coupler was connected to  a long 

fiber which was fed into the inner vacuum chamber (IVC) of the cryostat and 

mounted with its end towards the cantilever to be detected. The vacuum feed-

through for the fiber uses a combination of a Swagelok connector and a machined 

Teflon piece, which has a thin hole with a diameter chosen to barely accommodate 

the outer diameter of the fiber. The design is a replication of the one from the pa-

per by [46]. The signal port of the directional coupler was connected to another 

photodiode package identical to the reference photodiode’s and is called the signal 

photodiode. 

3) Optical fiber setup 

 The preparation of the termination of the fiber directed at the cantilever  is 

done by a commercial optical fiber cleaver (S323, FITEL, Japan) after the buffer 

coating layer was carefully stripped from the end of the fiber.  When the end sur-

face of fiber is smooth, 4% of the light incident on the surface reflected.  The fiber 

end is fed into a 14mm long, 129 μm inner diameter /1mm outer diameter borosil i-

cate ferrule (BD ACCU-GLASS, St. Louis, MO, USA), which is pre-glued to the 

stainless tube using H74 epoxy. The stainless tube has a collimating lens 

(350450C00 coating:10238, LightPath, Orlando, FL, USA) at one end which is 

glued by a small amount of TorrSeal with a caution not to blur the surface of the 

lens. A precaution should be given to the way the ferrule is glued : in order to main-



 

 

 

30 

 

 

 

tain the optical alignment through thermal contraction, two-point support is pre-

ferred over four-point support. One end of the ferrule has a tapered opening to 

allow the fiber to be fed in. When the fiber was inserted into the ferrule the tip of 

the fiber extended to the desired location, which is 1.6 mm away f rom the collimat-

ing lens, while the end of the buffer coating layer fit inside of the tapered ferrule  

lead-in. The fiber is epoxied into the stainless tube using TorrSeal. Then, the tube 

was inserted to a fiber positioner and fixed to the sample mounting manifold.  

 

 

Figure 3.5 Schematics of experimental setup. (A) Optical path of the laser interferometer 

is shown with a SEM micrograph of a NbSe2 particle and cantilever head. Shown in (B) is 

a typical cantilever frequency shift response to the external magnetic fields. (C) Magnetic 

susceptibility of the particle is plotted in function of temperature.  
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4) Cantilever holder 

Cantilever chips were held to a springboard structure made of stainless, and 

the tension of the structure is maintained by a Piezo-actuator (EBL#4, EBL Prod-

ucts Inc. East Hartford, CT, USA) and a set screw. A sapphire disk is used to pre-

prevent damage on the Piezo by the set screw.  A thermometer is glued very close 

to the chip to ensure thermal equilibrium. A millimeter-size field coil is hand-

wound with 4 mil NbTi Cu-clad wire, and glued with G-1 epoxy (Gatan) to a pock-

et positioned 500  m from the chip. All wiring including copper needs to be heat-

sinked to the 0.3K cold finger using the copper bobbin to ensure good thermal con-

tact.  

5) Electronics and control 

For measurements of the cantilever frequency, the output of the signal photo-

diode was fed into the input port of dc and ac preamps (SIM910 JFET, Stanford 

Research Systems, Sunnyvale, CA, USA). The output signal of the ac preamp goes 

to a band pass filter (SIM 965 Analog filter) with  2 kHz  about the cantilever fre-

quency, and digitized by Field Programmable Gate Arrays (FPGA, Pxi-7833R, 

National Instrument) for the frequency measurement by the Phase Lock Loop 

(PLL). PLL processes the digitized interferometer signal by multiplying a square 

wave, low-passing it, and feeding back to local oscillator (Agilent 33220A Func-

tion generator) to match the frequency of the square wave to the cantilever signal . 

Core processes, including the frequency measurement, fringe locking and ampli-

tude control, are done with FPGA. Electronics and instruments are controlled using 

LabVIEW, which was also used to control current supplies for magnetic fields and 

record all the readings of all other electronic components during the experiment.  



 

 

 

32 

 

 

 

3.4.  Cantilever magnetometry 

The mechanical detection has an advantage of having a clean electromagnetic env i-

ronment and straight forward interpretation of the signal. The absence of an 

electronic probe guarantees undistorted external fields throughout  the sample and 

become minimally intrusive. That simplifies the interaction between sample, m e-

chanical oscillator and measurement system, which allows us to observe the 

delicate quantum phenomena. Data in this section were also reported in [47]. 

3.4.1.  Introduction 

One of the most notable scientific achievements with magnetometry involving me-

chanical detection was the precise measurement of the de Haas-van Alphen effect, 

which led to the important experimental confirmation of the Fermi surface. Modern 

style cantilever magnetometry was emerged in the 1980s, mainly thanks to tech-

nical advances in micromachining of previous decades. These advances allowed for 

the fabrication of single crystal mechanical oscillators with very high quality fac-

tors and led to the subsequent development of the atomic force microscope  (AFM) 

[48].  

The earliest applications of the cantilever magnetometry include magnetic 

force microscopy and studies of flux lattice melting in high temperature superco n-

ductors by cantilever torsional magnetometer. Many the pioneering works on 

cantilever magnetometry were performed by Dan Rugar and collaborators at IBM 

for magnetic resonance force microscopy (MRFM). Their achievement include the 

detection of the magnetic moment of single electrons  [49] and manipulations of 

small ensembles of spins [50]. They represent considerable progress in detecting 

ultra-small forces, down to the a few attonewton. Besides the MRFM, another re-
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search area that benefits from ultrasensitive force detection is the cantilever-based 

magnetometry, which is the main technique used in the research of this paper . 

 The cantilever-based detection offers higher sensitivity and a cleaner elec-

tromagnetic environment than other approaches. In most of applications, however, 

high detection sensitivity is achieved by applying large magnetic fields. Such an 

approach is not well suited for determining the low-field magnetic response of a 

sample, which motivated us to the development of the phase-locked measurement. 

Basic principles of cantilever force detection scheme will be presented. We mostly 

focus on dynamic measurements where the detection makes use of the fundamental 

flexural mode of vibration. 

3.4.2. Ultrasensitive cantilevers 

 
Nano-fabricated cantilevers can be used as transducers that convert force signals into 

displacement. If thermal vibrations are the dominant noise source, as is usually the 

case for very soft cantilevers, then the force noise is determined by the dissipation in 

the cantilever defined by the fluctuation-dissipation theorem. The thermo-

mechanical noise is often analyzed by approximating the cantilever dynamics using 

a simple harmonic oscillator with a Langevin thermal noise term Fnoise (t): 

2

2
( )signal noise

d x dx
m kx F F t

dt dt
      

 

,where x is the displacement at the tip, m is the cantilever effective mass, k is the 

cantilever spring constant and Γ  is the friction coefficient that characterizes the dis-

sipation. For a cantilever with resonance frequency ω0 and quality factor Q, then 

2

0 /k m   and 
0/k Q  . 
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In order to maintain thermal equilibrium, the spectral density of the force 

noise SF must depend on the cantilever dissipation according to the fluctuation-

dissipation theorem such that 

4 .F BS k T   

For detection in a bandwidth B, this spectral density gives the minimum de-

tectable force 

1/2 1/2

0

4
.B

min F

kk TB
F S B

Q

 
   

 
    (3.1) 

In case of oscillating the cantilever and detecting changes in cantilever re s-

onance frequency, the thermo-mechanical noise limit of the frequency detection 

becomes [51] 

0 ,
2

min
min

rms

F

kx
    

where rmsx  is the root-mean-square oscillation amplitude.  

So, we gain better force sensitivity either reducing the dissipation Γ or by 

lowering the temperature. In the continuous flow He-3 cryogenic system, we 

achieved cantilever’s temperature  ~350mK by implementing good thermal con-

tacts and minimizing the laser power  to a few nanoWatt for less optical 

absorption. The dissipation Γ generally becomes smaller as temperature decreases, 

and also depends on cantilever geometry and material properties. For the funda-

mental flexural mode of a simple rectangular cantilever, 30.258 /k Ewt L  and 

2 1/2
0 1.015( / )( / )t L E   , where E is the Young’s modulus of the cantilever mater i-

al,    is the density of material and L , w, and t are the length, width and thickness, 

respectively [52]. Combining these, we find 

2
1/20.254 ( ) .

wt
E

LQ


 
   

 
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It should be noted that for nanometer size resonators, Q decreases with size be-

cause of various contaminations and oxidations at the cantilever surfaces; thus, extra 

attention is paid to keep surface clean to maintain high Q cantilevers.  Combined 

with the above formula and the fact that the quality factor Q is generally only a ma-

terial property, independent of geometry, Γ is minimized by making the cantilever 

narrow (w), thin (t) and long (l). 

The cantilevers used in our experiments, made in the Stanford Nanofabrica-

tion Facility by Banjamin Chui and Trevis Crane, were fabricated from a (111)-

oriented silicon-on-insulator wafer and was hydrogen-passivated to avoid oxidation. 

The backside etch through the silicon substrate was performed using an anisotropic 

deep reactive ion etching process. The cantilever was then released from an enca p-

sulating oxide using vapor HF etch and then dried in a CO2 critical point drier to 

avoid problems of surface tension. The cantilevers are always maintained in a ni-

trogen dry box and expose to air is minimized by quickening the setup procedures.   

3.4.3. Optical interferometry and operations 

1) Fringe lock and calibration 

Displacement of the mechanical oscillator is measured interferometrically by co u-

pling a 1510-nm distributed feedback diode laser to the 99/1 fiber optic coupler. 

The 100-nm-thick Si paddle (30% reflectance at 1.5 m  ) and the cleaved end of 

the fiber (4% nominal reflectance) form Fabry-Pérot (FP) optical cavity with fi-

nesse ~1. In the limit of very low finesse, only one reflection from the cantilever is 

accounted for the interference. We call the distance from the point of reflection in 

the fiber (either the Bragg reflector or the cleaved fiber end) to the cantilever su r-

face at equilibrium x0, and we call the cantilever displacement from equilibrium x 1. 
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Optimal interferometer fringe position and laser wavelength tuning is done 

as follows. The cantilever interferometer signal when plotted as a function of 

wavelength λ or cavity length x0 is known as the interferometer “fringe.” The con-

dition 0 ( 1/ 4) / 2x n   maximizes the slope of the fringe and maximizes 

detection sensitivity. The interferometer signal to displacement conversion can be 

done by assuming the shape of the fringe sinusoidal, which is good approximation 

in most cases. The slope at the midpoint of the fringe should be given by the fringe 

maximum voltage maxV  and minimum voltage minV  . With an assumption of a unity 

gain of the interferometer signal the conversion factor is given as  

2 / 4
f

max min

c
V V







. 

2)  Determination of resonant phase for the cantilever drive signal 

For the cantilever frequency measurements, the cantilever was driven in a ph ase-

locked loop using the arrangement described in  Figure 3.4. In this set-up, an analog 

circuit for amplitude control drives the cantilever using the cantilever interferome-

ter signal as its reference. The circuit also maintains a fixed phase between its 

reference and the cantilever drive signal, effectively adjusting its output frequency. 

On resonance, a simple harmonic oscillator’s motion is 90◦ out of phase with its 

drive; however, due to extra phase shifts from the leads, filters, and amplifiers in 

the phase-locked loop, the reference phase required to drive the cantilever often 

differs from 90◦. 

In order to find the resonant phase, the frequency of free ring-down is com-

pared to the driven frequency. When the phase is right, the frequencies match and 

consistently the driving becomes most efficient. This can be done very accurately 

using an oscilloscope: you manually trigger the driven signal to be looking statio n-



 

 

 

37 

 

 

 

ary on the monitor, then stop the driving to observe the movement of the free ring -

down. If the phase is 90◦, the ring-down signal will be looking stays at the same 

location. In practice, while measuring quality factor of the cantilever, the ring-

down frequency can be measured using a zero-crossing-count method, thus readily 

compared to the ready-recorded driven frequency. 

3.4.4.  Measurements of force noise 

For calculating minium detectable force by a cantilever, we  need to know spring 

constant k , temperature T , resonant frequency 0  and quality factor Q. The inter-

ferometer to monitor the cantilever vibration noise at a known point at the shaft of 

the cantilever. By taking account of the mode shape of cantilever vibration, we can 

extract the root-mean-square tip displacement rmsx , which represent an amplitude 

of the cantilever vibration noise corresponding to the fundamental mode of vibration.  

rmsx  can be interpreted in terms of an “effective” cantilever temperature ac-

cording to /eff rms BT kx k . At room temperature, 
effT  is found to accurately track 

the temperature of thermal noise at room temperature to estimate the cantilever 

spring constant. However, at low temperatures, rmsX  can sometimes be larger than 

expected (i.e. 
effT >T) due to external vibrations, laser heating of the cantilever or 

detector noise. To determine 
1/2

FS , these extra noise sources need to be included. 

We do this by substituting 
effT  for T in , which leads to an expression that depends 

explicitly on the measured vibration noise : 

1/2

1/2

0

4
F rmsS kx

Q

 
  
 

 

The optical absorption is significantly reduced by using a laser whose the 

photon energy is less than the silicon bandgap. Also, reflectivity from the silicon 
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cantilever can be optimized by adjusting the thickness, satisfying constructive i n-

terference for the reflecting waves. For 1510   nm very good reflectivity is 

obtained with a 100nm thick bare silicon cantilever because the large index of re-

fraction of silicon (n ~3.5) ensures the phase difference of 2 .  

3.4.5.  Passive dynamic detection 

In dynamic detection, one measures the change in the cantilever frequency or diss i-

pation in response to the externally applied field. During measurement, the 

cantilever is placed in a positive feedback loop and is driven at its natural freque n-

cy c using a piezoelectric transducer; the resulting tip motion is given by

( ) cospk cz t z t . A digital controller implemented in a FPGA maintains constant tip 

amplitude pkz  and is also used to determine both the instantaneous cantilever fre-

quency and dissipation. 

In the presence of external fields, the magnetic moment   produced by su-

perconductor generates a torque H   which acts on the cantilever. By 

expanding the z -component of the resulting force, and keeping terms linear in the 

cantilever displacement, the Fourier transform of the linearized equation of motion 

for the cantilever is obtained. 

 
2

2 2 0
0 2

( ) ( ) ( ).z z

e

i z H z
kL


             (3.2)  

Here, 0 , k  and   are the cantilever frequency, spring constant and dissi-

pation in the absence of magnetic interactions; /1.38eL L  is the effective length 

of the cantilever. The term on the right-hand-side of Eq.(3.2), which we refer to as 

the passive dynamic force, relies on the bending of the cantilever to generate an 

oscillating magnetic field /x z eH H z L  in the reference frame of the superconduc-
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tor; the resulting position-dependent force shifts the cantilever frequency. Express-

ing the field dependence of z  indicated above and assuming the c-axis 

susceptibility /z z zH    to be constant gives 2 2

0( ) / 2P z z z z ef f H nH kL    , 

where 0 0 / 2f    and z  is the z -component of the jump in moment caused by 

vortex entry. Note, in writing Eq. (3.2) we have assumed that z x  and neglect-

ed the contribution to the torque from x . This assumption is justified because of 

the large shape anisotropy of our sample as well as the highly anisotropic response 

of the superconductor. Again in Sr2RuO4, (0) 152ab nm  , (0) / (0) 20c ab   , where 

(0)ab and (0)c refer to the zero temperature in-plane and c-axis penetration depths. 

The dynamic magnetometry offers a number of advantages. First, operating 

at the resonant frequency enhances displacement sensitivity of the oscillator by the 

quality factor Q  and greatly facilitates thermal limited force detection. Second, 

variations in the cantilever frequency caused by changes in z  can be tracked in-

stantaneously. If we calculate the magnetic moment sensitivity, however we find 

that the spectral density of moment fluctuations for passive dynamic detection 

    ( / )e pk
passive static

S S L z   is larger by a factor of /e pkL z  than for static torque 

measurement   /F e z
static

S S L H  ; here, 04 /F BS k Tk Q  is the spectral den-

sity of thermal force fluctuations. For our experimental parameters 55eL m  and 

60pkz nm , the reduction in sensitivity 
3/ ~10pk ez L 

 is significant. Phase-locked 

magnetometry overcomes this limitation by using an active approach to directly 

apply a position-dependent field. Thus, for the same magnitude of the applied field, 

the detection sensitivity is enhanced by a factor of /e pkL z  relative to passive dy-

namic measurement.  
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3.4.6.  Phase-locked detection technique 

In this section, we describe a feedback-based dynamic cantilever magne-

tometry technique capable of achieving high magnetic moment sensitivity with low 

applied fields. Using this technique, we have observed periodic entry of vortices 

into mesoscopic Sr2RuO4 rings.  The quantized jump in the magnetic moment of the 

particle produced by individual vortices was measured with a resolution of 

167 10 emu  at an applied field of 1 G. 

In the presence of an external magnetic field H , the cantilever is subject to 

a torque  τ μ H  produced by the magnetic moment ( )μ H  of the superconductor. 

During measurement, the cantilever is placed in a positive feedback loop, and is 

driven at its natural frequency using a piezoelectric transducer; the r esulting tip 

motion is given by    cospk cz t z t .  To enhance detection sensitivity, a small 

time-dependent magnetic field Δ ( )tH  is applied perpendicular to the component of 

μ that we seek to detect.  By making  Δ tH  depend on the phase of the cantilever 

position, the cantilever experiences a dynamic position-dependent force, which 

shifts either the cantilever frequency or its dissipation. In general, the applied 

modulation can be of the form:   x x z c z
ˆ ˆ    cos( )x+  H cos( t+ )zcH t H t        , 

where the phase angles x  and z  can be independently chosen. We refer the read-

er to a more detailed treatment of phase-locked cantilever magnetometry in ref. In 

the presence of a static magnetic field x x̂ ˆ
zH H z H  and the applied modulation 

   t H , the Fourier transform of the equation of motion of the cantilever is given 

by: 
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          2

x x x2

1
c z ab z z

eff

m im k z H H H H z
L

               

       x

x x x

1
Δ Δ .zi i

c z z ab z

eff pk

H H e H H e z
L z

         (3.3)                                                                    

 

Here, k , 2/ cm k  , and ( /1.38)eL L  are the cantilever spring constant, ef-

fective mass and effective length, respectively; x  and z  are the c-axis and ab-

plane components of the magnetic moment and c  and ab  are the two components 

of the magnetic susceptibility of the sample. We note that for our samples 

.c ab   In our measurements, 55  meffL   and 60 nmpkz  , thus the assumption 

of small angles is justified. The static magnetic fields applied in the lab reference 

frame generate position-dependent fields in the oscillating reference frame of cant i-

lever in addition to the applied modulation. To ensure that the magnetic field in the 

reference frame of the SRO sample has the desired time-dependence, both feedback 

and feed-forward modulation is applied in the x and z directions.  

To measure the c-axis moment, we modulate the in-plane field by 

x 1.0 OeH  ; the relative phase is chosen so as to shift the cantilever dissipation 

 : x / 2  . An expression for the shift in dissipation is obtained from Eq. (3.3) 

 xΔ δc
z z ab z

eff pk

H H
kL z


       (3.4) 

In the regime that the superconductor exhibits linear response, 

Δz z c zn H    , where n  is the fluxoid quantum number and Δ z  is the change in 

the magnetic moment of the ring associated with fluxoid entry. Since c ab  , Eq. 

(3.4) reduces to 

   xΔ δ Δ .c
z z c z

eff pk

H n H
kL z


     
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To measure the ab-plane moment, we modulate the c-axis filed by 

  1.0 OezH  ; the relative phase is also chosen to be / 2z  . The expression for 

the shift in dissipation is given by 

  x x xΔ δ  .c
c z

eff pk

H H
kL z


   

    (3.5)

 

The phase-locked cantilever magnetometry technique can also be used to 

measure the derivative /d dH ; derivative measurements are particularly useful in 

studying non-hysteretic magnetic variations; under certain conditions, derivative 

measurements can yield higher signal-to-noise ratio than the direct measurements 

of magnetic moment discussed above. In this work, we employ derivative mea s-

urements to study the high temperature behavior of the fluxoid transitions. For the 

derivative measurements, a small phase-locked modulation  δ zH t  is applied paral-

lel to the c-axis of the sample. In the presence of a non-zero static in-plane 

magnetic field xH , the position-dependent magnetic moment produced by  δ zH t  

shifts the cantilever dissipation by 

 x xΔ δ
 

c
c x z

eff pk

H H
k L z


     

If we neglect the term x / zd dH , and provided the modulation amplitude is 

sufficiently small, the above equation reduces to 

x xΔ    δ
   

c z
z

eff pk z

d
H H

k L z dH

 


 
   

 
 

Here, we have expressed c  as /z zd dH .  We see from the above equation 

that it is possible to measure the derivative of the out-of-plane magnetic moment 

/z zd dH  with high precision provided xH  is sufficiently large. 
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Figure 3.6 shows passive dynamic magnetometry data ( 0)xH  , taken at 

0.6T K  for a ruthenate particle having dimensions 5 μm ×4 μm ×2 μm with a 1.8 

μm diameter hole in the center. For both parts (a) and (b) of the measurement, the 

equilibrium state of the superconductor is realized by increasing the laser power to 

momentarily heat the particle above cT , then cooling below cT  in the presence of an 

external field (field cooling). We find that the frequency re sponse in Figure 3.6 (a) 

exhibits a quadratic dependence on zH  indicative of the Meissner response, how-

ever the jumps associated with vortex entry cannot be resolved at low fields.  

 

Figure 3.6  Comparison of (A) passive dynamic detection and (B) phase-locked detec-

tion. 
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Figure 3.6 (b) shows the same field sweep taken using phase-locked detec-

tion. For this data 0x  , and the cantilever frequency shift is given by 

0 ( ) / 2PL z z z x e pkf f H n H kL z     . The data taken with 1.3xH Oe   clearly shows 

the linear Meissner response as well as the quantized jumps in magnetization rela t-

ed to periodic entry of vortices into the hole. To estimate the magnitude of the 

jump, we consider the change in magnetic moment of the particle 

1
( )

4
B H dV


  upon vortex entry. For this annular particle, whose radius R , 

wall thickness d and length L , are all large compared to ab , the change in magnet-

ic moment can be easily estimated 2

0~ / 4 / 4z R L B L     , where B is the 

change in magnetic field inside the hole and 7 2

0 2 10 Gcm    is the magnetic flux 

quantum. Based on the dimensions of the ring, the estimated jump 

12~ 3 10z emu    is in reasonable agreement with the measured value 

12~ 5 10z emu   . From the slope of the data between jumps, we find 

12 33.8 10z cm   . We also calculate the average slope over the ±4.5 Oe range of 

the data, which gives 12 31.1 10z cm   ; this value is in good agreement with the 

value 12 31.2 10z cm    determined from the quadratic fit to the data in Figure 3.6 

(a).  
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Figure 3.7 shows data taken by cyclic field sweep starting from 0zH   at a 

constant temperature of 0.5T K . Phase-locked measurements were obtained in 

two modes: (a) 0x   (frequency shift) and (b) / 2x   (dissipation shift.)  For 

mode (b), the shift in dissipation and the magnetic moment are related by 

0 ( ) /PL z z z x e pkH n H kL z        . Notice that the measured magnetization is 

nearly identical for both modes. Mode (b) has the added benefit in that it allows the 

passive and phase-locked signals to be separately measured. From the standard de-

viation of the data in Figure 3.7 (b), we determine the moment sensitivity within 

the 1m s   integration time of the measurement to be 16~ 7 10 emu   . Based on 

 

Figure 3.7 Magnetic signal appeared on (A) frequency and (B) dissipation of a cantilever  
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the cantilever parameters, we find the measured moment sensitivity is near the the-

oretical limit 
16

0/ ~ 5 10e F xL S H emu        , where 1/ 2 m    is the equiva-

equivalent noise bandwidth corresponding to a time record of length m . 
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The observation of the chiral edge current will give evidence that the order parame-

ter has broken time-reversal symmetry. Although any time-reversal symmetry 

broken state may show the edge current, the group theoretic analysis and energetic 

considerations suggest that ( )x yp ip d z  is the most likely phase to happen. Such 

chiral states have been predicted to carry spontaneous edge-currents of magnitude 

65.6 10  A per layer [31].  If the sample has a single chiral domain, then the com-

bination of the chiral currents and the Meissner screening currents would produce 

an additional magnetic moment. However, to within the noise resolution of the ex-

periment, the field-cooled magnetization curve shows no signature of a zero-field 

moment. 

Data presented here was taken from several crystals with various size and 

shape. This fact strengthens our conclusion that the chiral edge currents are much 

smaller than what is predicted by previous theoretical analysis. We will detail the 

experimental conditions and results, and discuss possible explanation s regarding 

the order parameter of the Sr2RuO4.  

Chapter 4  

Search for the chiral edge current 
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4.1. Order parameter of Sr2RuO4 

The superconducting phases with the fully gaped, unitary order parameter are ene r-

getically favored over non-unitary or nodal phases. On the other hand, it should be 

noted that among the five possible unitary states that lack symmetry required nodes, 

the state with order parameter ( )x yp ip d z  is the only chiral state and has their 

equal spin pairing (ESP) axis in-plane, a necessary condition to be consistent with 

the results in Chapter 5. Such chiral states have been predicted to carry spontane-

ous edge-currents. While the gap function with the order parameter is fully gapped, 

the measurements of the magnetic penetration depth, NMR relaxation time, and 

thermal conductivity might suggest a line node. Thus, the x yp ip  phase is still de-

batable, and the possibility of line nodes in the order parameter  can be ruled out if 

the chiral current is measured.  

The edge current is the consequence of the non-zero angular momentum of 

the Cooper pairs [28]. Phenomenologically speaking, the current is generated in 

consequence of the order parameters varying near edges. That’s because in the 

complex multi-component Ginzburg-Landau equations, the relationship between 

current and order parameter become “tensorial”. Therefore, when order parameter 

changes perpendicular to edges the current can flow parallel to the edges [16]. In 

general, any local perturbation of the chiral p-wave order parameter results in su-

percurrents. Thus, equilibrium spontaneous supercurrents are expected to flow at 

the defects and edges of a sample, confined to within a coherence length  . In a 

superconductor, however, this current is to be screened by the Meissner effect, and 

the magnetic field inside the superconductor  vanishes. Consequently, there will be 

an opposite screening current flows confined approximately to within the penetra-

tion depth   from the surface. Due to the different spatial distributions of these 
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two currents, there is a net magnetic field at the surface, which is predicted to have 

a maximum value of about 10 G in an idealized model  [31].  

 

 

Moreover, due to the discrete symmetry of the 2-d layered structure the or-

der parameter is expected to have two degenerate phases with x yp ip  and x yp ip  

with formation of domain walls to separate the phases. Similar supercurrents and 

fields result at domain walls. The field alternates in sign across a domain wall and 

achieves a bigger field of about 20 G, but on average the magnitude would be 

smaller. Note that the μSR experiment is interpreted as evidence for internal fields 

associated with this domain wall currents [18]. However, the domain walls cost en-

ergy due to the current generated by it and the suppression of order parameters. In 

principle single domain over a sample is energetically favorable, but natural inho-

mogeneity of sample, such as defects and impurities, and non-zero external fields 

might trigger multiple domains separated by domain walls. Recently, there were 

Josephson junction measurements, showing odd parity of the order parameter and 

 

Figure 4.1  A simplified picture of spontaneous chiral edge currents and Meissner 

screening currents. 
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micron size multiple dynamic domain structure [53] and polar Kerr rotation meas-

urement shows TRS breaking [19]. However, the different experiments indicate 

possible domain size ranging from 1  m to 50  m. 

4.2. Estimation of magnitude 

The field generated by the domain wall and edge current, which is confined within 

coherence length  , is screened by Meissner current flowing within a length scale 

of penetration depth  . Thus, the actual spontaneous current will be confined with-

in ( )   from the walls and edges, which was accounted self-consistently in the 

quasi-classical calculation by Matsumoto and Sigrist [31].  

Our ability to measure magnetic response in low field comes as an ad-

vantage because it makes us able to distinguish the domain dynamics from vortex 

dynamics. It is always desirable to eliminate the effect of vortex dynamics, which 

can give some confusion in the interpretation. We have enough measurement sens i-

tivity below 0 1cH  parallel to c-axis which is about 50G. 

Following the self-consistent calculation of Matsumoto et al. for current 

distribution at superconductor-insulator interface, a simplified picture is that the 

domain has finite angular momentum to z-axis to generate chiral current flowing 

counter-clockwise. Because there is always Meissner current shielding magnetic 

field inside of the superconductor the counter current flow clockwise to eventually 

compensate the current to give zero magnetic field inside bulk. The resultant cu r-

rent configuration assuming single 
x yp ip  domain and rough estimation of the 

magnetic moment from the current are given in Figure 4.2. Indeed, it would be con-

siderably above the minimum detectable moment. 
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To be more quantitative, numerical integration of Matsumoto-Sigrist calculation 

performed. 

Given 0 66nm  , 
4 15.5 10Fv ms  ,   4.36 states/eVcellFN E   and 

1.5cT K , the expected magnetic moment would be 

 27 27 11 16

0 3.8 10 0 3.8 10 1.18 10 5 10 /F B Cm ev N k T J T           .   

135 10  e.m.u.   

We need to emphasize the assumption that domain size is comparable to 

size of sample dimension. If that is not the case, the expected magnitude of the sig-

nal would be smaller. More discussions will be presented in the l ast section.  

4.3. Experimental conditions 

We glued particles whose diameters range from 1.3  m to 4  m on cantilevers, and 

measured fluctuation of magnetic moments and locations of vortex entries.  From 

the Josephson junction and SQUID microscope experiments, it is suggested that the 

order parameter domain sizes would be of order of 1  m or less. Thus, we expect 

 

Figure 4.2 : (A) Simplified calculation for the edge current using  a disk geometry. (B) 

Matsumoto-Sigrist calculation using quasiclassical Green function method.  
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that there will be only a few domains in the crystal. To search for evidence of chi-

ral domains, we measured the magnetic moment of the sample after repeated field -

cools. If the domain structure were to vary between the different field -cools, we 

would expect to observe deviations of the expected linear Meissner response. The 

field cool was performed by heating sample with the optical absorption from the 

interferometer laser, and subsequently cooling down temperature by decreasing the 

laser power. Note that the heating and cooling speed is very fast as the whole pro-

cedure is done within a few seconds, and is considerably faster than 1mK/sec rate 

used in previous similar experiments [20,54]. In addition to the static field, a 1G 

AC field at the cantilever frequency was applied to the sample during the field -

cools. We assume that the oscillating magnetic field doesn’t affect the dynamics of 

the order parameter domains. Another condition possibly affecting the domain for-

mation is the earth magnetic field, which is about 0.5 G. Because the field is static 

in the time scale of the experiments it doesn’t affect the conclusion.  

The vortices trapped in the crystal are to be distinguished from the domain 

formation. We observed that for micron size crystals, all vortices exit when an e x-

ternal magnetic field is approaching zero because without external fields the Bean-

Livingston and geometric barrier near edge don’t allow enough room for a vortex 

to stay in the small size samples.  

4.4. Measurements of Fluctuation 

If the sample has a single chiral domain then, together, the chiral currents and the 

Meissner screening currents, would produce an additional magnetic moment along 

the c-axis with an order 
121 10 e.m.u  .  However, to within the noise resolution 

of the experiment, the field-cooled magnetization curve of Figure 4.3 shows no 
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signature of a zero-field moment, which limits its observed value to less than 

152.5 10 e.m.u.   

 Several effects may account for this discrepancy: (i)  a reduction of the edge 

currents [55], (ii) the presence of multiple domains [20], or (iii) insufficient ther-

malization of the particle during the field-cooling procedure.  To resolve this 

discrepancy, a more systematic study is needed.  

 

 

4.5. Vortex entry signatures 

The time reversal symmetry ensures that dynamics involving the vortices with posi-

tive magnetic moments (pointing up) and ones with negative moments (pointing 

down) are equivalent. If the symmetry is broken, the asymmetry in the vortex en-

tries depends on whether a magnetic field is swept from zero to positive fields or 

negative fields. A theoretical calculation for the time-reversal symmetry broken 

order parameter of UPt3 was done by Tokuyasu et al. and it was shown that 1cH  

 

Figure 4.3 (A) Field-cooled data obtained at  for x 0H  . To quantify the 

fluctuations in the magnetic moment z , we subtract the Meissner response and histo-

gram the difference z M zH  . The histogram shown in (B) represent the fluctuations 

for field-cooled data between 8 O 8 Oeze H   ; the standard deviation fluctuations 

is 
152.5 10z
   e.m.u.. 

 

0.4 KT 
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differs up to 50% between a parallel and an anti-parallel magnetic fields to the an-

gular momentum of the domain [56]. With the same argument applied to the chiral 

order parameter of Sr2RuO4, it is expected to observe several gauss of asymmetry 

in the vortex entry points. Figure 4.4 shows the magnetic field sweeps and corre-

sponding vortex entries. The locations of the vortex entries are determined by the 

lower critical field of the crystal  ( 1 ~ 50 GcH ) and the specific sample geometry. 

The vortex entries at negative magnetic fields and positive fields are symmetric 

(there is a slight offset due to the earth magnetic field) , and the change of the vor-

tex entry points are less than ~0.2 G while three different field-cools were 

performed. This insensitivity of vortex dynamics to various field-cooling proce-

dures was maintained throughout the whole series of experiments. Thus, we 

conclude that observations of the vortex entry signatures give consistent result s 

with the measurement of fluctuation of magnetic moment in previous sec tion, i.e. 

no observation of time-reversal symmetry breaking in these crystals.  
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4.6. Discussion 

The observation of the chiral edge current will give evidence that the order param e-

ter has broken time-reversal symmetry. The fact that we observe no evidence of it 

puts a significant constraint on the theoretical aspect of the chiral current mecha-

nism and the possible order parameter scenarios of the crystal. On the other hand, 

if the theories about the spontaneous current and order parameter are correct, there 

are a few possibilities as follows. (i) The domain size should be considerably 

smaller than 1  m. (ii) The domain walls move very easily in response to the ex-

ternal magnetic field, and thus the magnetic feature is practically  indistinguishable 

from the conventional Meissner effect.  

 

Figure 4.4  Signature of vortex entries. Three independent measurements after zero-

field-cool were performed. Abrupt jumps in the magnetic moment represent vortex en-

tries. P and P’ indicate points where first vortex enters the sample in positive and 

negative field, respectively, and those values are 31.3 Oe for P and -31.8 Oe for P’. The 

curves were translated vertically for better comparison.  
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Alternative explanations also can be proposed [55]. One of those is that the 

surface effect of the sample, which induces a suppression of both xp  and yp  order 

parameter or emergence of different order parameter other than x yp ip  at the edge 

of the crystal. Especially when a new order parameter, such as x yp p , is devel-

oped near edge, the alternating current flows and the total magnetic moment can be 

much smaller than otherwise.  

Other possibilities include multi-band effects and reduction of total angular 

momentum of superconducting condensate due to the effect of non-trivial band 

structure significantly different from the superfluid 3He [57]. A number of meas-

urements have shown evidence for a residual density of states at low temperature [5] 

and this is seemingly in contradiction with the fully gapped order parameter pre-

dicted above. This issue might be resolved by adapting scenarios such as horizontal 

line nodes and orbital dependent superconductivity (ODS) [58]; however, the fact 

that more complicated pictures are introduced signifies the possibility that Sr 2RuO4 

might not that analogous to the superfluid 3He. 

Another consideration arises when we remember the assumption/limitation 

of our measurement: there are small magnetic field present all the time. If the do-

main wall is so “soft” that it easily moves around even with sub-gauss magnetic 

fields, the magnetic signature will be temporally canceled out. On the other hand , 

Leggett proposed actual angular moment of the Cooper pairs to be 
2( )N


 than 

what previously expected number 
2

N
 [59]. However, the domain wall current 

would be also diminished, and it’s puzzling to interpret the  SR  experiments. 
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The half-quantum fluxoid state is a generalization of half -quantized vortex which 

confines flux of 0 / 2 . When magnetic fields penetrate deep into the bulk of the 

sample, the flux quantization condition needs to be generalized to the fluxoid quan-

tization condition. The essential mechanism of   rotation of overall phase and d -

vector remains same, and the half-quantized fluxiod states have Majorana fermions 

in its core.  

In this chapter we use cantilever magnetometry to measure the magnetic 

moment of micron-sized SRO rings, with the aim of distinguishing between half-

quantized and full-quantized fluxiod states via changes in magnetic moment asso-

ciated with the entry of single vortices.  Half-height magnetic steps were observed 

in two samples with about ~1.5  m diameter, and only full-quantized states exist-

ed in a larger sized sample of ~5  m diameter. Data in this chapter have been 

published in [60]. 

Chapter 5  

Half-quantized fluxoid states in a 

mesoscopic ring 
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5.1. Sample geometry and experimental condi-

tions 

We have fabricated annular samples by drilling a hole in the center of each particle 

using a focused ion beam.  This geometry yields a discrete family of equilibrium 

states, in which the order parameter winds around the annulus as it would around a 

vortex core, but evades complications arising from the vortex core.  

For a conventional annular superconductor, the fluxoid  , defined via 

2

0(4 / ) sc j ds n      , must be an integer multiple n of the flux quantum 

0 / 2hc e    for any path encircling the hole (8). Here, 
sj  is the supercurrent densi-

ty, A ds   is the magnetic flux enclosed by the path, A  is the vector potential, 

and / 2n ds    is the order-parameter winding-number along the path. In the 

regime where the wall thickness of the annulus becomes comparable to or smaller 

than , 
sj  will not necessarily vanish in the interior of the annulus; hence, it is the 

fluxoid and not the flux that is quantized. The quantized winding of the order pa-

rameter, however, produces observable effects in the magnetic response of the 

annulus. In the regime in which the magnetization is piecewise linear in the ma g-

netic field, the supercurrents that  flow around the hole produce a magnetic moment  

z z M zn H     , where M is the Meissner susceptibility and Hz  is the compo-

nent of the magnetic field that controls the flux through the hole. In equilibrium, 

changes in the fluxoid are associated with transitions in the winding number in si n-

gle units (i.e., 1n n  ), corresponding to the changes in the magnetic moment in 

increments of z. 
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5.2. Estimation from Gibbs free energy 

As Murakawa et al. suggested [61], it can be energetically favorable for d -vector 

to lie on ab-plane of the crystal when a sufficiently large magnetic field along c-

axis is applied. They suggested the c-axis field to rotate the d-vector less than 

200G. In the case of d -vector in ab-plane, a calculation of Chung et al. shows that 

half-quantum vortex is stable in mesoscopic size sample by spatially limiting di-

vergent spin current energy [42]. 

Gibbs free energy per unit length of the vortex is given by  

 
  2 2

2

2

0 00

, 1 Φ Φ
    

1 Φ ΦΦ / 8

s sp sp

s sp

s

G n n
n n

R




 

    
       
     

 

, where 
2/ 2 ?dR  , 

2Φ R H  and 
,?s spn n

 are vorticity of supercurrent and 

spin current respectively. Half-quantum stability comes when G(1/2,1/2) < G(1,0), 

which is the case if 
 

1
/ 1sp s  


 

. For He-3 
/sp s 

 was measure to be 0.3, and 

it is speculated that 
/sp s 

 have similar value. Then,   of about 1~2 may stabi-

lize the half-quantum vortices. Our small samples’ dimension is in that range if you 

take account of elevated temperature at 0.5 K.  

5.3. Observation of periodic fluxoid transitions 

We start with the particle shown in Figure 5.1. In (A) The 80 µm × 3 µm × 

100 nm single-crystal silicon cantilever has natural frequency 0/2 = 16 kHz, 

spring constant k = 3.6 × 10-4 N/m, and quality factor Q = 65,000, and exhibits a 

thermal-limited force sensitivity of 1/2

FS ≈ 1.0 × 10-18 N/ Hz  at T = 0.5 K.  Inset 

shows SEM image of the 1.5 µm × 1.8 µm × 0.35 µm annular SRO sample attached 
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to the cantilever. The orientation of the ab planes is clearly visible from the layer-

ing observed near the edges of the SRO particle . Anisotropic component of the sus-

susceptibility c ab     as a function of temperature are shown in Figure 5.1(B). 

Here, c and ab  are the c-axis and in-plane susceptibilities, respectively. Consid-

ering the bulk transition temperature, the cT  of this sample is diminished by 0.4 K. 

The decreased cT  can be understood by the small sized and damage done by FIB. 

Figure 5.1(C) Field-cooled data measured at T = 0.45 K for Hx = 0. To characterize 

its equilibrium fluxoid state, the particle is heat-cycled above Tc every data points 

in the presence of a static magnetic field Hz (i.e., field cooling).  The field-cooled 

data (Figure 5.1) exhibits periodic steps in the magnetic moment, of nearly con-

stant magnitude z = (4.4 ± 0.1)×10-14 e.m.u., period Hz = (16.1 ± 0.1) Oe, and 

susceptibility 15 36.0 10 cmM
   . The measured period Hz matches 0  of flux 

threading a hollow superconducting cylinder having the dimensions of the sample 

[62,63]. Thus, we conclude that the periodic events observed in Figure 5.1(C) cor-

respond to equilibrium transitions between integer fluxiod states of the annular 

Sr2RuO4 particle. 
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5.4. Emergence of half-quantized fluxoid states 

The presence of an in-plane magnetic field Hx brings two new features: (i) For Hz = 

0, the in-plane magnetic response of the sample exhibits a Meissner behavior for Hx 

< 250 Oe. At Hx = 250 Oe, we observe a step in the in-plane magnetic moment with 

magnitude x ≈ 2 × 10-14 e.m.u.; both the magnitude of the step and the value of 

Hx at which it occurs are consistent with those expected for the critical field Hc1 || 

ab and ab of an in-plane vortex for our micron-size sample. (ii) For Hx < Hc1 || ab, 

where no in-plane vortices are expected to penetrate the sample, and in the pre s-

 

Figure 5.1  Image of cantilever with attached annular SRO particle.  
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ence of Hz, we observe the appearance of half-integer (HI) states, for which the 

change in the magnetic moment of the particle is half that of the IF states. 

 

Figure 5.2 (A) Zero-field-cooled data obtained at T = 0.6 K for in-plane fields Hx 

ranging from -200 to 200 Oe.  The data were obtained by cooling the sample 

through Tc in zero field and performing a cyclic field sweep starting a t Hz = 0 as 

arrows indicating. At this temperature, the zero-field cooled and field cooled data 

are nearly identical, indicating that the equilibrium response is well -described by 

the zero-field cooled data. In Figure 5.2 (B) data shown in (A) after subtracting the 

linear Meissner response; curves have been offset for clarity.  Histogram of the 

Meissner-subtracted data are shown Figure 5.2 (C). The red points show the mean 

value of each cluster in the histogram, corresponding to the mean value of a given 

plateau; the horizontal error bars represent the standard deviation of a given cluster. 

The change in moment corresponding the ith transition is labeled i. The steps 

clearly show that the change in magnetic moment is half of the transitions between 

two integer fluxoid states, indicating transitions between half integer flux-

oid and full integer state.  

 

Figure 5.2  Evolution of the half-integer state with in-plane magnetic field. 
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The data shown in Figure 5.3 (B) represent the full magnetic response of the parti-

cle in (A). The yellow shading indicates the regions in which the half-integer state 

is stable. It’s visually clear that one full transition becomes two half transitions.  

These data contrast with the annular SRO samples whose dimensions are con-

siderably larger than  and a micron-size particle fabricated from NbSe2, a spin-

singlet, layered superconductor. For both of these samples , we find no correspond-

 

Figure 5.3 Plots showing zero-field-cooled data obtained at T = 0.5 K for the sample 

shown in (A) 
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ing half-integer transitions as the applied field is increased. A complicated set of 

fractional steps in the magnetic moment emerges; their fraction need not be one-

half, and it changes with field. Furthermore, the pattern of fractional steps depends 

on the direction of the in-plane field (i.e., as Hx → -Hx). The irregular pattern of 

fractional steps found for these particles is consistent with the presence of vortices 

in the bulk of the sample. 

5.5. Robustness of half-quantized states 

5.5.1.  Invariance under magnetic field rotation 

To investigate the dependence of the half-integer (HI) state on the direction of the 

in-plane magnetic field, we applied the in-plane magnetic field    along two direc-

tions rotated by 35° (see Figure 5.4).  Our goal was to verify whether the direction 

   is important in the half-integer fraction observed in the magnetization steps ac-

companying fluxoid transitions as well as the dependence on the stability region of 

the HI state on the magnitude of the in-plane field. We find that the half-step fea-

tures persist and, furthermore, that the field-dependence of the stability region is 

not strongly influenced by the direction of the in-plane field. 
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To vary the direction of xH , the cantilever was mounted rotated in the xy-plane, 

yielding the data shown in Figure 5.4 (B).  The data shown in Figure 5.4 (A) and 

(B) were obtained in separate experimental runs.   To quantify clearly the change in 

moment associated with the observed transitions, we obtain M  by fitting to the 

linear Messiner response between 8Oe 8OezH    for the x 0H   data and then 

subtract M zH  from the data measured at different values of xH . 

5.5.2.  Invariance under sample boundary change 

To verify that the half step features we observe correspond to fluxoid states and not 

tilted or kinked vortex lines that pierce the sample walls, we performed a series of 

 

Figure 5.4.  Stability of half-integer quantized fluxoids when the external field is rotated 

in ab-plane. 
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measurements on a particular SRO annulus to determine the dependence of the 

half-step states on the sample geometry. Prior to each of these measurements, we 

cut away more of the annulus, using the focused ion beam.  

The motivation for this study was the following: the location and stability 

of a vortex line passing through the bulk of the sample should be sensitive to the 

sample geometry (e.g., the thickness of the walls of the annulus, or the location of 

pinning sites). By contrast, if the currents responsible for the half -step features are 

generated by a half-integer fluxoid, and thus only circulate the hole, the observed 

fractions should not be affected by the sample dimensions.  Figure 5.5 shows meas-

urements on a second SRO annulus; we again find that the in -plane magnetic field 

stabilizes a half-step state in which the observed fraction is very nearly a half 

(0.50 ± 0.02). Figure 5.5 (B) shows the image of the sample before shaping pre-

sented, as well as the outline after shaping (purple outline); after the cuts, the 

sample volume was reduced to 44% of the original volume, however the half-

integer fraction was not affected (0.50 ± 0.01). We find that half-height step fea-

tures observed in these samples are robust, and not sensitive to the wall thickness 

or the shape of the boundary, solidifying the conclusion the half -step features are 

the half-quantized fluxoids. 
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5.6. Temperature dependence 

The data were acquired at the value of the in-plane field indicated on the upper 

right-hand corner of each panel; all data were measured by field-cooling the sam-

ples. The Meissner response has been subtracted from all data; curves have been 

offset for clarity. In Figure 5.6 (A) data were obtained for the NbSe2 sample. The 

data are scaled by: 4.5 K: 1.0×, 6.0 K: 1.7×, and 7.0 K: 10×. Figure 5.6 (B) shows 

 

Figure 5.5  Reshaping the boundary of the sample.  
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the data obtained for the large SRO sample. The data are scaled by: 0.63  K: 1.0×, 

0.72 K: 1.5×, 0.76 K: 2.3×, and 0.80 K: 6.0×. In (C) data were obtained for the 

SRO sample in Figure 5.1. The T = 0.55 K data is a plot of the c-axis moment ac-

quired by applying the phase-locked modulation of Hx = 1.0 Oe perpendicular to 

the c-axis. For the T ≥ 0.80 K data, we measure dz/dHz by applying the phase-

locked modulation (Hz = 0.25 Oe) parallel to the c-axis. The magnetic moment 

curves are calculated by integrating the measured derivative signal.  

The temperature dependence of the fractional steps measured for the large 

SRO (Figure 5.6A) and NbSe2 (Figure 5.6B) samples show qualitatively different 

behavior than the half-step features observed for the smaller SRO sample, shown in 

Figure 5.1 (and Figure 5.6C). As the temperature approaches Tc, the fractional 

steps observed in Figure 5.6 (A) and (B) become less pronounced and most eventu-

ally disappear, leaving only the periodic fluxoid transitions. Numerical simulations 

for thin superconducting discs containing a circular hole find that as  and the co-

herence length  become comparable to or larger than the wall thickness of the ring, 

the fluxiod states are favored energetically over bulk vortices (i.e., vortices pen e-

trating the walls of the superconductor). Thus, at higher temperatures, bulk vortices 

should be less stable, in part because near Tc,  and  will increase and eventually 

become large relative to the wall thickness and also because of increased thermal 

fluctuations. This behavior is consistent with the temperature dependence observed 

for the large Sr2RuO4 and NbSe2 samples. In contrast, the HI transitions persist at 

higher temperature and the relative contribution to the magnetic moment from each 

half-step transition does not change significantly with temperature. Importantly, 

the half-step transitions measured for the SRO sample shown in Figure 5.1 exhibit 

a qualitatively similar temperature dependence to the fluxoid transitions; near  Tc, 

the half-step transitions become reversible and broaden (Figure 5.6 C) indicating 
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that  is comparable to the wall thickness in a portion of the ring. The HI transi-

tions are clearly identified by the two double peaks in the derivative signal.  

The half-integer states observed in magnetometry measurements performed 

on mesoscopic rings of SRO are consistent with the existence of half -quantum 

fluxoid states in this system.  Our key findings—the reproducibility of the half-

height steps in the c-axis magnetic moment in multiple samples and their evolution 

with the applied magnetic field demonstrates that the half -integer states are intrin-

sic to the small SRO annuli. These findings can be understood qualitatively on the 

basis of existing theoretical models of HQVs.  In addition to the magnetic response, 

further studies will probe characteristics that are particular to the HQV state, such 

as spin currents or vortices obeying non-Abelian statistics .  

 

5.7. The kinematic spin polarization 

 

 

Figure 5.6  Temperature evolution of the fractional and HI states.  
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If the steps represent transitions between half-quantized and full-quantized fluxoids, 

we expect the small steps are half size of full steps. The robust half-ness of the 

magnetization steps, which follows naturally from the theoretical framework of 

HQVs, is what we observe throughout the range of fields and temperatures studied.  

An analysis on the stability of the half-integer states necessitates an in-plane mag-

netic moment  HIμ  only existing in the half-integer states. Then, the Gibbs free 

energy is written as 

  2 2

0 HI HI, ( / ) / 2z z zG H n E n H H H E H      ,  (5.1) 

where n  can be integral or half-integral (i.e., half-integer states), and the parame-

ters 0E  and   are expressible via measured quantities: 0 / 2z zE H   and 

M /z zH     .  Note that to account for the growth of the stability region of the 

half-integer states with in-plane magnetic field we have included two terms that are 

only nonzero in HI states: HIH , where HIμ  is a magnetic moment that exists only 

 

Figure 5.7 Stability of half-integer state with external in-plane fields.  
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in the HI state and points in the direction of the in -plane field; and a field-

independent constant contribution HIE .  We can relate the model parameters to the 

growth in the stability region of the HI state as a function of xH : 

HI x x ,min4 ( ) /z zH H H     (for 
x x,minH H ) and 

HI 0 HI x,min/ 4E E H   . For the 

particle of Figure 5.1, we find 0 0.1  eVE  , 142 10   e.m.u.z
  ,  16

HI 1 10 e.m.u.   , 

and HI 0/ 0.26E E  . We note that the value of HI  obtained is roughly 200 times 

smaller than the magnitude of the magnetic moment measured for an in -plane vor-

tex  14

x  2.2 10 e.m.u. .     

While the origin of this moment is, as yet, unknown, recent work by Vaka r-

yuk and Leggett [64] finds that a kinematic spin polarization kin

sμ  can develop in 

the HQV state, as a result of the velocity mismatch between the   and   su-

perfluid components. While, theoretically, the magnitude of kin

sμ  depends on the 

distribution of both charge and spin currents, we estimate it to be of the same order 

of magnitude as the experimental value of 16

HI 1 10 e.m.u.   . 

To complete the interpretation of the experimental data, described by Figure 

5.7, within the framework of HQVs, we consider two additional factors that are 

primarily responsible for the free-energy difference between the HF and IF states 

captured by the term HIE  in Eq. (5.1): one arises from the presence of spin currents; 

the other from spin-orbit interactions, which depend on the orientation of d  with 

respect to the internal Cooper-pair angular momentum for the full and half quantum 

vortex states. The contribution from the spin currents is determined by their spatial 

distribution, and is proportional to the spin superfluid density sp [42,65]. To eval-

uate the contribution of spin-orbit interactions, both the orientation of d  and the 

spin-orbit coupling strength are needed, which neither have been experimentally 
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determined. Theoretically, there are several models for the order parameter of 

Sr2RuO4, which predict distinct orientations for d  [5,66]. Our interpretation of HIμ  

as being caused by a spin polarization implies that the ESP axis should be in the 

direction of the in-plane field for the range of fields studied. It is very important 

question how d -vector and the angular momentum of the pairs  

The velocity mismatch between   and .  spin components of an ESP 

superfluid in the HQV state gives rise to an effective Zeeman field 
effB  which, in 

thermal equilibrium, produces a kinematic spin polarization in addition to that 

caused by the Zeeman coupling to the external field [64]. Such kinematic spin po-

larization is absent in the full-vortex state where the velocities of   and   

components are the same, and generate an additional moment kin  in a direction to 

the external field in the half-quantized vortex state. The coupling between the kin-

ematic spin polarization and the external field can account for the experimentally 

observed growth of the stability region of half -integer steps. The kin  is given by 

/ ~s eff s effVdvB B  ,where s  is the spin susceptibility of  Sr2RuO4, and  

     
*

1 1, 1 ,
3 12

eff s sp

S B

F Zm
B r H r H r

g 

 
    

 
v v . 

Here, 
*m  is the Fermi-liquid mass of the charge carriers and Sg  is their gy-

romagnetic ratio. Fermi-liquid parameters 1F  and 1Z  describe renormalization of 

charge and spin currents respectively; sv  and 
spv  are the local charge and spin su-

perfluid velocities respectively; the superfluid velocity sv  which describes motion 

of charges in the system couples to the applied field H . Using the estimates for 

~ 5 GeffB  and 1 371 10 cmS
  , which is obtained from the molar spin suscep-
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tibility of Sr2RuO4 (i.e. 310  e.m.u./mol [67]), we find   and 1610 e.m.u.kin

S
 , 

in agreement with the experimentally observed value. 

5.8. Other possible scenarios for the HI state 

We discuss other possible scenarios for the theoretical interpretation of the half-

integer state. Namely,  -junction scenario and “wall vortex” scenario. We show 

that the two scenarios are not consistent with our observations.  

5.8.1. The π -junction scenario 

Under certain circumstances, there can exist crystal grain boundary Josephson 

junctions within the sample that can shift the total phase winding by  [68] . How-

ever, our samples are fabricated from high quality single crystals, and thus it is 

unlikely that they contain the grain boundaries and orientations necessary to realize 

a  -junction. Moreover, even assuming that the presence of a  -junction, its will 

shift the values of the out-of-plane magnetic field at which the fluxoid transitions 

occur by Δ / 2zH . We do not find evidence of such a shift in our data. Furthermore, 

the  -junction scenario would produce jumps in magnetic moment identical to that 

for a conventional full-quantum vortex. It would not lead to the half-height jumps 

of the magnetic moment. Therefore, it doesn’t seem that such a scenario is relevant 

to our observations. 

5.8.2. The wall vortex scenario 

We refer to a wall vortex as any state where a vortex penetrates through the 

volume of the sample. In general, a transition between a state and the 0n   integer 

fluxoid state will correspond to a change in the particle’s magnetic moment WV . 

Thus, to interpret the HI state as a wall-vortex state, WV  would need to be con-
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sistent with the observed value of z HI
ˆ( / 2)z+  . For the experimental particles 

where the HI state is observed, the local superconducting properties are not known 

in detail. Therefore it is difficult to constrain the possible forms of wall-vortex 

states. However, we can make the following general observations: (i) For the ob-

served in-plane vortices corresponding to fields x 250 OeH   (Fig. S3), the 

magnitude of the in-plane component of WV  is approximately 200 times larger 

than HI . Thus, the HI state is not a simple generalization of the observed in -plane 

wall-vortex state. (ii) The z-axis component of WV  can be any fraction of z  and 

is not generically z / 2 . (iii) In general, we would expect the location/orientation of 

wall vortices to vary with the magnitude and direction of the applied field. Hence, 

generally we expect multiple fractional steps in the magnetic moment; these steps 

correspond to transitions involving various configurations of wall-vortex states. (iv) 

Given the geometric asymmetry of our samples, we would also expect that the 

component of Δ WVμ  along the in-plane field to vary with the direction of the in-

plane field. Consequently, the stability region of the wall-vortex state should be 

affected by the direction of the in-plane field. However, over the range of fields 

studied for the Sr2RuO4 particle shown in Figure 5.4, we find that the stability re-

gion and relative magnitude of the half-integer feature is not changed by the 

direction of the in-plane field. Given these considerations we conclude that to fo r-

mulate a wall vortex scenario consistent with the observed properties of the half-

integer state would require a fine tuned set of assumptions, and is thus unlikely.  

5.9. Discussion of the results 

Based on our observations, a half-quantized vortex or fluxoid is likely stabilized in 

a micron-size spin-triplet p-wave superconductor. Still, the decisive experiments 
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would be a measurement of spin dynamics associated with the d -vector winding. 

In the presence of the half-quantized vortices, one can utilize Josephson interfer-

ometry, which is sensitive to the orientation of the d -vector to  junction interfaces 

[53,54] and spin-dependent tunneling spectroscopy [69,70] with spatial resolution 

to search for existence of the spin velocity. The investigation of Josephson effect 

through a weak-link junction might also reveal exotic spin dynamics signature, 

given our current geometry of the sample and a sensitive magnetometry setup. In 

Chapter 6, the measurement of current-phase relationship in a weak-link junction 

will be presented. 

 Another exciting phenomenon closely related to the half-quantized vortex is 

the existence of Majorana fermion. Motivated by the proposal to implement a 

decoherence-free quantum computation, recent advances in the research activities 

on the topological phases and Majorana fermion become a big motivation to our 

experiment. In next section we will discuss the relevance of the observed half -

quantized fluxoid states to the exotic excitations in the topological superconductors.  

5.10. Majorana fermion 

The Majorana Fermion is the zero-energy quasiparticle state near the vortex core 

and has a property of having identical creation and annihilation op erators. Ivanov 

showed[71] that the quasiparticles satisfy the non-commutative exchange operation, 

or non-Abelian statistics. Very similar property of  quasiparticle at filling factor of 

5 / 2v   FQHE was studied by Moore and Green, and later proposed as a candidate 

for the topological quantum computation. The fact that the state is topologically 

protected with the globally defined excitation gap, makes the quasiparticles r e-

sistant to local decoherence. 
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The important point is that the triplet condensate has an additional spin degree 

of freedom. The spin degree of freedom is represented by the d-vector formalism, 

which is well known in literatures about He-3 superfluid. The order parameter, 

band gap and wave function are expressed with the  d-vector formalism accordingly.  

In a bit simplified case, if the d-vector is confined on a plane, which is likely situa-

tion in real world, then we can define Fixed Equal Spin Pairing axis to the axis of 

rotation, and the wave function is represented by up and down spin component in 

the direction. It is also readily apparent that the relative phase winding between the 

up and down spins will involve a rotation of the d-vector and gives spin current. 

And coherence of overall phase will generate charge curren t. 

 

5.10.1. Brief introduction  

Exotic quasiparticles in a spin polarized fractional quantum Hall liquid (for 

example 5 / 2v   state) were studied by the Moore and Read [72], and it was real-

ized that the quasiparticles are Majorana fermions, whose creation and annihilation 

operators are identical to each other, and satisfies non-Abelian braiding statistics. 

Later Read and Green found out that excitations in vortex cores of spinless 
x yp ip  

superconductor have the same topological properties [40]. The non-Abelian braid-

ing statistics is in the heart of the recently proposed topological quantum 

computation [41] and the fact that the state is topologically protected , with the 

globally defined excitation gap, makes the quasiparticles resistant to local decoher-

ence [73]. 

If Sr2RuO4 is found to be the 2-dimentional spinful x yp ip  superconductor, 

it is expected to have a zero-energy Majorana bound state in the core of its half-

quantum vortex (HQV). The HQV is considered as a full quantum vortex of only 
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one spin component, leaving the other spin component without a vortex. Conse-

quently, the separable Bogoliubov-de Gennes equation for “up”-spin and “down”-

spin components render a HQV the physical equivalence to a vortex in the spinless 

x yp ip  superconductors, therefore realizing Majorana fermions.  The zero-energy 

mode is protected by particle-hole symmetry of a superconductor: a non-degenerate 

single Majorana state cannot have non-zero energy because by the particle-hole 

symmetry it requires another degree of freedom to have opposite energy. In a same 

logic, two Majorana fermions in close proximity are equivalent to no Majo rana 

fermion, i.e. it’s no more protected. Interestingly, the even dimensionality of BdG 

equation requires a counterpart of a Majorana fermion in a vortex core. When a 

single vortex exists in a finite sample, the other Majorana mode, thus, will be at the 

edge of the sample. Thus, robust quantum computation with Majorana fermions 

will requires good separation between vortices and from the edge.   

5.10.2.  Majorana fermion in half-quantized fluxiod state 

An important question is if the Majorana bound state is still present in the annulus 

Sr2RuO4 sample when the half-quantized fluxoid states are stable. Given the half-

quantized vortex is considered as a full vortex of one spin component and no vo r-

tex for the other, a hole in the sample will only affect the component with a vortex 

and has an effect of extending the vortex core area.  The topological property to re-

quire the existence the zero mode changes only when the bulk superconducting gap 

is closed. Imagining that the core area of a vortex is adiabatically increased, the 

bulk gap in the bulk of the superconductor is maintained non-zero. The Majorana 

fermion in the vortex core before the modification will be protected throughout the 

process. Shortly speaking, considering the topological reason a Majorana fermion 

exists within the core of a vortex of the spinless 
x yp ip  superconductor, the Ma-

jorana fermion and the topological phase boundary may exist in the inner surface 
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of the hole in the sample. Note that Sau and collaborators solved an analytical solu-

tion for the Majorana zero mode in a heterostructure topological superconductor 

with annular geometry. They assumed that the energy gap become zero in the hole 

and constant magnitude in the bulk.  

 The zero energy mode is energetically separated from the next excited states 

by 
2 2

0 ~ / ~ / ~1mKF F Fv k   [74]. To operate as a topological qubit, the ener-

gy splitting should be more than the thermal energy, which requires 
2 /B Fk T   . 

When the core is replaced with a hole,    in the expression for the energy splitting 

should be replaced with the circumference of the hole. This makes the splitting 

about an order smaller and thus results in the temperature requirement prohibitive 

to about 100 K . For additional consequences of having the current geometry of 

the sample, further theoretical studies are necessary. 

 Another non-ideal effect is possibly caused by the 3-dimensionality of the 

crystal. So far in the discussion of the Majorana fermion, we assumed that strictly 

2-dimensional layers independent each other, thus having its own the zero-mode 

state. There are hundreds of unit layers in the SRO crystal in the experiment, and 

there will be hundreds of Majorana fermions in the core of a half -quantized vortex. 

The question to be addressed is whether the Majorana fermions will interact with 

each other, energy splitting occurs, and the zero energy states are no more protect-

ed. Currently, it issue seems to be an open question.  
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As a way to study spin-triplet p-wave superconductors, Josephson tunneling effects 

between s-wave and Sr2RuO4 played an important role. However, attempts to fabri-

cate high quality Josephson junctions present technical difficulties: high-quality 

superconducting SRO samples are synthesized not as thin films but as bulk crystals, 

and conventional photolithography cannot be used for the fabrication of tunneling 

junctions. Also, scanning tunneling spectroscopy experiments found that the sur-

face of the p-wave 1.5 K phase is very fragile [16].  

We take a slightly different route: this chapter is about  fabrication of a weak-link 

on a Sr2RuO4 superconducting ring and the observation of anomalous second har-

monic component in the current vs. applied flux, which can be interpreted as 

originating from the charge and spin degree of freedom of the order parameter of 

Sr2RuO4. 

 

6.1. Geometry of the samples and measurement 

The challenge we face in preparing sample comes from the fact that Sr2RuO4 is a 

low-temperature unconventional superconductor with a fairly long coherence 

length: non-magnetic defect easily suppress superconductivity. Sr2RuO4 cannot be 

deposited in the form of film with high transition temperature, making it very hard 

Chapter 6  

Weak-link junctions 
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to use usual nanofabrication techniques. Thus, we had to work directly with the 

bulk single crystals grown by the floating zone method. 

 

 We start from a micron size annulus sample used in the half-quantized flux-

iod experiments. A hole and a constriction were milled using 30 keV Ga ion 

Focused Ion Beam (FEI DB235) with a few pico-amps of current to minimize the 

sample damage. The size of constriction needs to be comparable to the coherence 

length of the superconductor, about 70 nm at zero temperature. Because the resolu-

tion of the Focused Ion Beam is about 30 nm, the fabrication of ~ 70 nm 

constriction needs a careful management of location and milling time  to get desired 

weak-links. If the milling is done only from the top view, i.e. parallel to c-axis of 

the crystal, the weak-link becomes Dayem bridge [75], which is basically of small 

size in in-plane dimensions but having a height of original crystal. The primary d a-

ta presented in this chapter is from weak-links of fabricated by milling only 

parallel to the c-axis. 

 

Figure 6.1 SRO crystal and a weak-link. 
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The current response of a superconducting ring with a weak-link was stud-

ied by Silver and Zimmerman, who invented Superconducting Quantum 

Interference Device in 1960’s [76]. In Figure 6.2, y-axis is total flux inside a ring 

and x-axis is applied field. After subtracting the linear Meissner response, one ob-

tains the circulating current which varies periodically with the applied flux . The 

response of the annulus sample is well described by the periodic phase -slips when 

external field is swept, and the periodicity is the flux quantum divided by the effec-

tive area. The transition becomes continuous and non-hysteretic when the junction 

starts to become a weak-link and the critical current of the junction is significantly 

suppressed. By using the load line equation  xLi  , fluxiod quantization 

 

Figure 6.2 Characterization of weak-link junction. Total magnetic field, current in the 

ring, and Gibbs free energy is shown each panel.  As the critical current of the junction 

decrease, phase-slip transitions become smoother.  From [76]. 
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condition, and sinusoidal current-phase relationship, one can deduce following re-

lations: 

0sin(2 / )( )c xLi e k         (6.1) 

   0sin(2 / )( )c xLi Li e Li k     . 

Here, x  is the external flux parallel to the loop axis; ci  and L  are the critical 

current of the junction and the inductance of the loop. Figure 6.2 was plotted based 

on Eq. (6.1). While limited by assuming sinusoidal current-phase relationship, it is 

a good starting point to understand the qualitative features of the response of weak -

links. With this guidelines, junctions of about 100nm ~150nm were fabricated; 

however, the current response showed strong hysteretic behaviors indicating the 

critical current of the junction is not small enough, i.e.  0/ 1ci L  . After successive 

FIB cuts, the junction dimension was reduced to 80nm; the transition become non-

hysteretic and exhibited a skewed sinusoidal behavior . The emergence of the 

smooth transitions in terms of the weak-link size is fairly abrupt, indicating dis-

crepancy of the apparent link size and the undamaged effective one.  

6.2.  Appearance of second harmonics 

6.2.1.  Gibbs free energy analysis 

When the out-of-plane magnetic field (denoted as zH ) is swept with the zero in-

plane magnetic field (denoted as xH ), the current response is skewed sinusoidal 

which resembles s-wave superconducting weak-link junctions. However, when a 

non-zero in-plane magnetic field is applied, it starts to give anomalous magnetic 

responses (see Figure 6.3). The  , which is derivative of the magnetic moment to 

fields, shows clearer picture that it develops a second harmonic component. Also, 
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note that the distance between two peaks grows with in -plane fields, reminiscent of 

the half-steps in Chapter 5.  

  

To understand the underlying mechanism, we setup a simple model for spin -

triplet weak-link (See Figure 6.4). The analysis is as follows. In the thick junction 

limit, i.e. a ring without a weak-link, Gibbs free energy is expressed as 

2
2

0

0

( )
2

,aG n n
L

  
  

     

where, n is an integer representing a vorticity , which realizes discrete phase slips. 

Then, if you imagine a spin-singlet weak-link junction in a ring, and assume that 

the junction is in an ideal Josephson coupling limit. The Gibbs free energy can be 

written in terms of the phase difference developed across the junction, and it can be 

shown that the current and phase has a sinusoidal relationship. Above equation can 

be modified to account the continuous phase across the junction as  

 

Figure 6.3  Appearance of second harmonics. (A) and (B) are showing magnetic mo-

ments and susceptibility in functions of applied magnetic fields. Columns from top to 

bottom in each graph represent 900G, 700G, 500G, and 300G in -plane fields.  
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( ) cos
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
 



  
   

 
, 

where, 0 / 2J cE I  .  

 

In contrast to the spin singlet case, for a spin triplet superconductor, you 

should consider two different components for each spin.   

2
2

20

0

( ) ,
2

a
s spG n n n

L


   
    

   

  

where sn  and 
spn  are charge and spin vorticity, respectively. When a junction be-

come weak-link, we define   and  , charge phase and spin phase difference 

across the junction, respectively, then the Gibbs free energy becomes 

2 22

0

0

( , ) ( / 2)cos ( / 2)cos
2 2 2

a
J JG E E

L

 
    

   

     
        

     

 

( / 2)cos ( / 2)cos cos cosJ J JE E E   
 
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2 22

0

0

( , ) cos cos
2 2 2

a
JG E

L

 
    

 

     
       

     

,   (6.2) 

 

Figure 6.4 Current phase relationship derived from Gibbs free energy functional  

 



 

 

 

85 

 

 

 

where, (1 ) /sp s     , (1 / 2)( )  
 

   and (1/ 2)( )  
 

  . In order to ex-

plain the increased second harmonics with higher in-plane magnetic fields, it still 

needs an additional term in the Gibbs energy and we will discuss possible mech a-

nisms in the following sections. 

6.2.2.  Role of in-plane magnetic field: possible scenarios 

1) Kinematic spin polarization 

The kinematic spin polarization mechanism in Chapter 5 can explain the role of the 

in-plane field by introducing an additional term HI xH b    to the Gibbs ener-

gy  (6.2) as  

2 22

0

0

( , ) cos cos
2 2 2

.a
JG E b

L

 
     

 

     
        

     

 

 

Now, we can derive the functional form of the spin-triplet current response using 

the variational method. From the stationary conditions / 0G    and / 0G   , 

0

0

sin cos
4

J
z

E

E


   


   

02 cos sin 0JE E b     . 

The current has the relationship with these two phases  following 

sin coss cI I   . 
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Figure 6.5 shows the fit of experimental data using the relations. The blue 

curves are fit curves based on the singlet model and the red curves are based on the 

triplet model. The data in Figure 6.5 (C) show   as the results of the fit, and it ex-

plains the qualitative feature of the second harmonics: when the spin phase is 

plotted against external fields, it peaks around 0 / 2  point, and it can be seen as an 

energy saving mechanism by flowing spin current under the kinematic spin polari-

zation energy gain. We, however, emphasize that the spin current shown in the 

Figure 6.5 (C) might be unphysical results because it has always positive value, 

which might be resolved in the next scenario.  

 

Figure 6.5 (A) Susceptibility, (B) charge and (C) spin current fitted by the equations 

based on the kinematic spin polarization term. An in-plane field of 900 G is applied.  

Red curves are fitted with both charge and spin degree of freedom, and blue curves are 

fitted with only charge contribution.  
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2)  Induced misoriention of d -vector across junction 

The appearance of the second harmonic components can be explained when dyna m-

ics of d -vector is involved. Rashedi et al. studied triplet superconductor -normal 

metal-triplet superconductor (TS-N-TS) junctions, and calculated the current-phase 

relationship using the quasiclassical Eilenberger equation  [77]. The results showed 

that the difference of d -vector orientation across the junction induces spin currents 

and thus second harmonics in the current phase relation. If the in-plane magnetic 

field xH  are interacting with the d -vector to be mis-oriented across the junction, 

then the up-spin and down-spin phase is modified to 
0( )xH  

 
   , 

0( )xH  
 
  .  Therefore, Gibbs free energy is given by 

2 22

0
0

0

( , ) cos cos( ( )).
2 2 2

a
J xG E H

L

 
     

 

     
        

       

The same variational method gives 

0
0

0

sin cos( )
4

J
z

E

E


    


    

0 02 cos sin( ) 0JE E      . 

In Figure 6.6 the fitted susceptibility curves are plotted with resulted charge and 

spin current. It should be noted that spin current in (C) is oscillating around zero, 

which is different from the kinematic spin polarization analysis.  
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6.2.3.  Remarks on experimental limitation 

To reveal the whole picture of the current phase relationship, one should be 

able to change the theta and alpha independently. In this experiment, however, the 

fact that the junction is involved in a ring constrains   and . Given the limitation, 

our data are consistent with the spin dynamics in a spin-triplet superconducting 

junctions. 

To make the dimension of a weak-link smaller than the coherence length in 

all 3-dimensions, FIB milling was performed angled 52 degree to c-axis. Second 

harmonic feature didn’t appear up to 1000G of in-plane fields, suggesting the 

weakened Josephson coupling and the second harmonic component becoming less 

 

 

Figure 6.6 (A) Susceptibility, (B) charge and (C) spin current fitted by the equations based 

on the picture of misoriented d -vector across the junction. In this case, spin current in (C) 

is oscillating around zero, which is different from the kinematic spin polarization analysis.  
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energetically favorable. The weakened coupling across the junction may suppress 

the involvement of spin degree of freedom. Controlled experimentation with junc-

tions of different shape and size are needed. 

6.2.4.  Temperature dependence 

Figure 6.7 shows temperature dependence of the second harmonics which tend to 

disappear at high temperatures. The temperature dependence can be understood by 

considering the temperature dependence of   term in Eq. (6.2). The   term is pro-

portional to /sp s  , the spin fluid density over charge superfluid density, which is 

known to increase to 1 as temperature raised close to cT  in superfluid 3He. If we 

assume that the qualitative behavior remains same in triplet superconductors, alt-

hough not much is known about the case, then it becomes energetically more costly 

to flow spin current at higher temperature; thus, the second harmonics fade away.  

 

Figure 6.7  Temperature dependence of the second harmonic component.  
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6.3. Discussion and outlook 

Similar phenomena were observed in the Josephson effect experiment in superfluid 

3He. The flow of superfluid 3He-B through a 65x65 array of nanometer size aper-

tures has been measured by Backhaus et al at Berkeley [78,79]. They found a new 

branch, so-called π state, in the current-phase relation. The π state has subsequently 

been observed also in a single narrow slit and the transitions into and out of π state 

become smooth, showing qualitatively similar behavior. 

In order to explain the π state, Viljas et al. performed calculations in two 

limiting cases [80]. The first case is one large aperture, where the 18-component 

order parameter is solved numerically in and around the aperture using the Ginz-

burg-Landau theory of 3He. The current-phase relationship shows the existence of 

the π state for sufficiently large apertures. Their interpretation is that the π state 

corresponds to a phase slip by a half-quantum vortex. The   state corresponds to 

the case of equal spin-orbit rotation matrices on the two sides of the weak link. 

Calculations for an aperture that is small compared to the superfluid coherence 

length were performed by Yip using a simplified model [81]. It was found that π 

state occurs in a single pinhole only at low temperatures , a feature qualitatively 

similar to our result, thus giving hints to our experiments given the similarity of 

Sr2RuO4 and superfluid 3He.  

The experiments and calculations are done with 3He-B and the Sr2RuO4 is 

more analogous to 3He-A; however, the combined dynamics of orbital and spin de-

gree of freedom in 3He-B experiments are very suggestive to how the complicated 

structures like second harmonics show up in current response of Sr2RuO4 weak-link 

junctions. While appropriate Gibbs free energy constructions could qualitatively 

explain the observed second harmonic phenomenon, and suggests the exotic spin 

and charge current dynamics in the weak-link, more complicated dynamics interact-
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ing with surfaces and narrowed structures are quite possible. At this point, this 

problem needs more theoretical investigations.  

In conclusion, we have fabricated triplet p-wave superconducting weak-link 

and observed the second harmonic components in the current response to the ap-

plied magnetic field. With in-plane magnetic field present, the second harmonic 

term emerges and grows when the field is increased.  
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Sr2RuO4 is believed to be a spin-triplet superconductor whose order parameter is 

described by ( )x yp ip d z . If those are confirmed, Sr2RuO4 will be the one of the 

most fascinating examples to demonstrate fundamental physics of unconventional 

superconductivity as well as to have far-reaching implications on quantum compu-

ting applications. However, since the discovery in 1994, there still are more 

questions than answers about its superconducting properties.  

To test the core theoretical predictions on the superconductor, we performed  

cantilever torque magnetometry experiments on chiral domains, half-quantized 

fluxoids, and weak-link junctions in Sr2RuO4. The purity of the crystal was very 

important factor in the experiment, and much attention paid to  maintain the quality 

of the sample throughout the sample preparation to actual measurements . All sam-

ples were crushed by hand, and fabricated one by one with the focused ion beam, 

so there is unavoidable randomness in each sample. In analyzing data we tried to 

focus on the consistent trends among those different samples, and paid extra ca u-

tion to rule out any peculiarity caused by the sample geometry or the defects.  

With the measurements of magnetic response from the chiral order parame-

ter domains, we conclude that, in our measurement resolution, any magnetic s ignal 

from the domain currents are several orders of magnitude lower than theoretically 

predicted. This confirms the experiments by Kirtley et al.  [20]. It is tempted to ar-

Chapter 7  

Conclusions 
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gue that the order parameter might not break time-reversal symmetry. However, 

given the convincing evidence from Josephson interferometry,  SR, and Kerr ro-

tation measurements, it is more reasonable to investigate the theatrical 

predictions/speculations about the mechanisms which still maintain the time-

reversal symmetry broken states, and only decrease the chiral current strength.  

The central finding of the course of investigations is the evidence that half -

quantized fluxiod states are stabilized in a mesoscopic (~1  m) sample of Sr2RuO4. 

We found that in-plane magnetic fields favor the appearance of the half -quantized 

states, and the stability region grows linearly with the field. We propose the kin e-

matic spin polarization mechanism that is consistent with spin-triplet equal-spin-

paring states. It should be noted that the existence of half -quantized vortices 

doesn’t mandate the 
x yp ip  order parameter. A striking consequence of the half-

quantized vortex in a spin-triplet superconductor is the presence of the spin current 

associated with d -vector rotation. To investigate the charge and spin dynamics, we 

fabricated weak-link junctions embedded in Sr2RuO4 rings, and observed unusual 

current-phase relationships. Our model based on Gibbs free energy with the Jo-

sephson coupling of two independent spin species successfully fit the data , and 

thus suggests that the spin current is a possible explanation for the abnormal cur-

rent phase relationship. 

Sr2RuO4 is the superconductor quite hard to grow, fabricate and perform 

measurements on, as well as its unimpressive low transition temperature. However, 

it is easily counterweighted by the fact that it shows fascinating physics inherited 

from superfluid 3He, and is possibly harboring exotic Majorana fermions in the 

core of the half-quantized vortices, which is proposed to shows non-Abelian statis-

tics and to be used as topological qubits. We believe that our research contributed 



 

 

 

94 

 

 

 

to more understanding of the physics in this material and stimulated future re-

searches to come. 
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