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STRONG POSITIVITY FOR QUANTUM THETA BASES OF QUANTUM

CLUSTER ALGEBRAS

BEN DAVISON AND TRAVIS MANDEL

Abstract. We construct “quantum theta bases,” extending the set of quantum cluster monomi-

als, for various versions of skew-symmetric quantum cluster algebras. These bases consist precisely

of the indecomposable universally positive elements of the algebras they generate, and the struc-

ture constants for their multiplication are Laurent polynomials in the quantum parameter with

non-negative integer coefficients, proving the quantum strong cluster positivity conjecture for these

algebras. The classical limits recover the theta bases considered by Gross–Hacking–Keel–Kontsevich

[GHKK18]. Our approach combines the scattering diagram techniques used in loc. cit. with the

Donaldson–Thomas theory of quivers.
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1. Introduction

Cluster algebras, now a topic of significant, wide-ranging interest, were originally defined by Fomin

and Zelevinsky [FZ02] with the goal of better understanding Lusztig’s dual canonical bases [Lus90]

and total positivity [Lus94]. It is therefore no surprise that questions about canonical bases for cluster

algebras and their positivity properties are fundamental to the theory, cf. [FG09, §4]. These questions

were largely answered in the classical setup by Gross–Hacking–Keel–Kontsevich [GHKK18]. However,

the quantum setup presents new challenges, particularly in the proof of positivity. The present paper

uses ideas from Donaldson–Thomas (DT) theory [KS, Kel11, Nag13, DM20, Bri17, MR19] in concert

with scattering diagram technology [KS06, Gro10, GS11, CPS, FS15, KS14, GHK15b, GHKK18, Man]

to prove positivity in the quantum setting.

We construct bases for various flavors of (skew-symmetric) quantum cluster A- and X -algebras,

extending the set of quantum cluster variables, such that the structure constants for the multiplication

are Laurent polynomials in the quantum parameter with non-negative integer coefficients, proving the

“quantum strong positivity conjecture.” Moreover we prove that these bases consist precisely of the
1
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2 BEN DAVISON AND TRAVIS MANDEL

universally positive indecomposable elements of these algebras (in particular reproving the “quantum

positivity conjecture” originally proved in [Dav18]). Furthermore, we use our constructions and results

for quantum scattering diagrams to prove quantum analogues of all the main results of [GHKK18] for

skew-symmetric quantum cluster algebras.

1.1. Main results. In order to more fully state our main results, we briefly sketch the various con-

structions of (skew-symmetric) quantum cluster algebras, cf. §4.2 for details. Let L be a lattice with

a rational skew-symmetric bilinear form ω, and pick D ∈ Z≥1 such that Dω is Z-valued. This data

determines a noncommutative algebra Zω
t [L] over Zt := Z[t±1/D], generated by elements zv for v ∈ L,

with relations determined by zazb = tω(a,b)za+b for a, b ∈ L. We call elements of Zt positive if their

coefficients are in Z≥0. A choice of strongly convex rational polyhedral cone σ in LR := L⊗ R deter-

mines a monoid L⊕ := L ∩ σ and a formal completion Zω
σ,tJLK := Zω

t [L]⊗Zωt [L
⊕] Z

ω
t JL⊕K consisting of

quantum Laurent series.

Now, consider the data of a seed S, i.e., the data {N, I, E := {ei}i∈I , F,B}, where N is a finite-rank

lattice with basis E indexed by I, F is a subset of I, and B(·, ·) is a skew-symmetric Q-valued bilinear

form on N such that B(ei, ej) ∈ Z whenever i and j are not both in F . The seed S determines a

quantum torus algebra XS
q := ZB

t [N ], along with a completion X̂S
q := ZB

σS,X ,tJNK, where σS,X denotes

the cone spanned by ei for i ∈ I \ F . Let X̊S
q denote the skew-field of fractions of XS

q . Each sequence

~ of elements of I \ F determines a sequence of “mutations,” giving a new seed S~ (equal to S except

for E), along with a Zt-algebra isomorphism µX
S,~ : X̊S

q
∼−→ X̊

µ~(S)
q , cf (53). One then defines

X up
q :=

⋂

~

(µX
S,~)

−1(X
S~
q ) ⊂ X̊S

q .

A (quantum) global monomial is defined to be an element of X up
q which, for some ~, is equal to

(µX
S,~)

−1(zv) for zv a monomial in X
S~
q . One defines X ord

q to be the subalgebra of X up
q generated by

the quantum global monomials.

Let M := Hom(N,Z). Suppose we have the additional data of a compatible pair, i.e., a rational

skew-symmetric bilinear form Λ on M satisfying a certain compatibility condition (47) with B (the

existence of such a Λ being equivalent to the injectivity assumption of [GHKK18]). Let σS,A be the

cone generated by {B(ei, ·) ∈ M : i ∈ I \ F}. Then one can similarly define AS
q , ÂS

q , ÅS
q , Aup

q , and

Aord
q , replacing ZB

t [N ] and ZB
σS,X ,tJNK with ZΛ

t [M ] and ZΛ
σS,A,tJMK, respectively, and replacing µX

S,~

with a certain isomorphism µA
S,~ : ÅS

q → Å
µj(S)
q , cf. (54). The algebra Aord

q is generated by the usual

quantum cluster variables as in [BZ05], or equivalently, by the (quantum) global monomials defined

analogously to the construction of X ord
q .

We denote LX := N and LA := M . Let ωX := B and ωA := Λ. For convenience, we now begin

using V as a stand-in for either A or X so that we can describe both cases at once.

Our construction of theta bases for the V-algebras will involve the construction of a scattering

diagram DVq in LV,R := LV ⊗ R. Each generic point Q in LV,R then determines an isomorphism

ιQ : V̂S
q

∼−→ Z
ωV
σS,V ,tJLVK,(1)

cf. §4.7. We refer to the set of isomorphisms ιQ for generic Q ∈ LV,R as the scattering atlas for V̂S
q .

So for each f ∈ V̂S
q and each generic Q ∈ LV,R, we can use ιQ to obtain an expansion

ιQ(f) =
∑

v∈LV

av,Qz
v ∈ Z

ωV
σS,V ,tJLVK,
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where each av,Q is an element of Zt. We say that a nonzero element f ∈ V̂S
q is universally positive with

respect to the scattering atlas if each av,Q (for each v and each generic Q) is positive. A universally

positive element is called atomic (or indecomposable) if it cannot be written as a sum of two other

universally positive elements.

In fact, for V = X , we can define an isomorphism ιQ : X̂S
q

∼−→ ZB
σS,X ,tJLX K for any generic Q ∈

LAprin,R ⊃ LX ,R, cf. §4.7. Here, LAprin = Mprin = M ⊕N is the analogue of LA associated to Sprin,

i.e., the seed with principal coefficients associated to S. We refer to this set of isomorphisms ιQ as

the principal coefficients scattering atlas. Note that the notions of universally positive and atomic

elements make sense for this atlas as well.

Theorem 1.1. Let V denote either A or X . There is a topological1 Zt-module basis {ϑp : p ∈ LV} for

V̂S
q , elements of which are called (quantum) theta functions, which contains all of the global monomials.

The basis {ϑp}p∈LV is uniquely characterised as the set of elements of V̂S
q which are atomic with respect

to the scattering atlas. For V = X , this is the same as the set of elements of X̂S
q which are atomic

with respect to the principal coefficient scattering atlas.

For generic Q in LAprin,R (for the X case) or LA,R (for the A case), each ιQ(ϑp) is positive and

p-pointed, i.e. admits an expansion

(2) ιQ(ϑp) =
∑

v∈L⊕
V

cp,v,Q(t)zp+v

where each cp,v,Q(t) ∈ Z≥0[t±1] ⊂ Zt is a positive Laurent polynomial in t (not just t1/D) and

cp,0,Q(t) = 1. Each cp,v,Q(t) is moreover pre-Lefschetz (cf. §2.1), bar-invariant (i.e. cp,v,Q(t−1) =

cp,v,Q(t)), and satisfies cp,v,Q(−t) = ±cp,v,Q(t), where the sign depends only on v and p (cf. Proposi-

tion 3.11).

For p1, p2, p ∈ LV , let α(p1, p2; p) ∈ Zt denote the corresponding structure constant, i.e.,

(3) ϑp1ϑp2 =
∑

p∈LV

α(p1, p2; p)ϑp.

Then each α(p1, p2; p) ∈ Zt is positive (we thus call the theta basis “strongly positive”). Furthermore,

α(p1, p2; p1 + p2) = tω(p1,p2), and α(p1, p2; p) = 0 whenever p /∈ p1 + p2 + L⊕
V .

Using the above quantum theta bases, we produce quantum analogues of all of the main results

of [GHKK18] regarding the algebras associated to theta bases, in particular the A and X cluster

algebras. Here we collect together all of the main features and our results on these bases and algebras

for the convenience of the reader.

Let KX := Z〈ei : i ∈ F 〉 ⊂ N , and let κX : N → KX denote the projection with kernel Z〈ei : i ∈

I \F 〉. Consider the maps B1, B2 : N →M , B1(n) := B(n, ·) and B2(n) := B(·, n). Let Ki := ker(Bi)

(this is of course independent of i since B is skew-symmetric — cf. Remark 4.4 for comments on the

non skew-symmetric setup). Let κA denote the projection M →M/(B1(N)sat) ∼= K∗
2 =: KA.

Finally, let HV denote the set of u ∈ LV such that ωV(u, v) = 0 for all v ∈ σS,V , and let τu denote

the Zt-module automorphism of ZωV
σS,V ,tJLVK taking zp to zp+u for each p ∈ LV . E.g., if ωV(u, p) = 0,

then τu(zp) = zuzp.

1See §2.2.2 for background on topological bases. Roughly, this means that we may need to allow infinite linear

combinations of the basis elements.



4 BEN DAVISON AND TRAVIS MANDEL

Theorem 1.2. (1) The classical limits of the quantum theta functions are the classical theta

functions of [GHKK18, Thm. 0.3].

(2) Let Θmid
V ⊂ LV be the set of p such that ϑp is a Laurent polynomial (as opposed to merely

a formal Laurent series). Then ϑp ∈ Vup
q for p ∈ Θmid

V . The set Θmid
V is the same as

in the corresponding classical cluster algebra setup of [GHKK18, Thm. 0.3]. In particular,

Θmid
V = Θmid

V,R ∩ LV for some cone Θmid
V,R ⊂ LV,R which is convex (but not necessarily strongly

convex, rational polyhedral, or closed) and remains convex under the application of any of the

piecewise-linear automorphisms TV
~ of LV,R as defined in (65) and (111).

(3) The theta functions {ϑp : p ∈ Θmid
V } form a Zt-module basis for the Zt-subalgebra Vmid

q of

Vup
q which they generate. Every global monomial is a theta function corresponding to some

p ∈ Θmid
V , so we have the inclusions

Vord
q ⊂ Vmid

q ⊂ Vup
q ⊂ V̂

S
q .

(4) Let Vcan
q denote the sub Zt-algebra of V̂S

q generated by the theta functions. The theta functions

form a topological Zt-module basis for Vcan
q , and they form an ordinary Zt-module basis if and

only if the corresponding classical theta functions form a Z-module basis for the Z-algebra

Vcan which they generate. If Vq has enough global monomials (cf. Definition 4.17 — this

is equivalent to the corresponding condition in the classical setup up as in [GHKK18, Def.

0.11]), then Vcan
q is finitely generated over Zt, and each element of Vup

q is a finite Zt-linear

combination of theta functions. In particular, we then have Vup
q ⊂ V

can
q .

(5) We have the equality Vmid
q = Vcan

q , i.e., Θmid
V = LV , if and only if the corresponding equality

holds in the classical setting. So if we furthermore have that Vq has enough global monomials,

then the full quantum Fock–Goncharov conjecture holds, by which we mean that Vmid
q = Vup

q =

Vcan
q .

(6) Up to canonical isomorphism ψV
~ , the Zt-algebras Vcan

q and Vmid
q depend only on the mutation

equivalence class of the initial seed, as do their theta functions (cf. Corollary A.4 for the

precise statement). In addition, Vcan
q ⊂ V̂up

q , the formal quantum upper cluster algebra defined

in §A.3.1.

(7) The mutations µV
S,~ respect the KV-gradings of V̂S

q and V̂
S~
q induced by κV , thus implying that

we have a KV-grading on Vup
q . More generally, the adjoint action of any path-ordered product

associated to DVq (or DAprin
q when V = X ) respects the KV-grading on V̂S

q . Furthermore, the

theta functions are homogeneous with respect to the KV-grading on V̂S
q .

(8) Suppose that Λ satisfies the compatibility condition (47) for all i ∈ I (not just i ∈ I \F ). Then

the map B1 induces homomorphisms B1 : X̂S
q → Â

S
q and B1 : X ∗

q → A
∗
q for ∗ = ord,mid, up,

or can. Furthermore, for any p ∈ LX , we have B1(ϑp) = ϑB1(p).

(9) For u ∈ HV , p ∈ LV , and generic Q ∈ LV,R, we have ιQ(ϑu+p) = τu(ιQ(ϑp)). In particular,

for u ∈ HV , ιQ(ϑu) = zu for all generic Q, and so ϑu ∈ Vord
q .

1.2. The cluster atlas. There is a fan C forming a sub cone-complex of DAq (alternatively, of DAprin
q ,

the scattering diagram associated to Sprin), called the cluster complex, whose elements naturally

correspond to the seeds S~ (cf. Proposition 4.9). For Q~ a generic point in the chamber corresponding

to S~, denote ι~ := ιQ~ . This set of charts ι~ is what we call the cluster atlas. In (67), we also define

a certain linear automorphism ψ~ of M which induces automorphisms of kΛt [M ], also denoted ψ~.
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Proposition 4.9(4) says that ψ~ ◦ ι~ and µV
S,~ agree on Vup

q , so the restriction of the cluster atlas to Vup
q

is the usual set of clusters on the quantum upper cluster algebra. See §4.7 for more details.

In [FG09], the notion of being universally positive and atomic (called “extremal” there) is defined

using the cluster atlas. The scattering atlas or principal coefficients scattering atlas typically includes

more charts than the cluster atlas, so universal positivity with respect to the scattering atlas is a

stronger condition. Indeed, it is often strictly stronger — [LLZ14, Thm 1.2] shows that the atomic

elements would often be linearly dependent (at least in the classical setup) if we used the cluster atlas.

Atomicity with respect to the scattering atlas was suggested and proven for the classical setting in

[Man17].

The quantum global monomials generating Aord
q are precisely those ϑp for p ∈ C, with the quantum

cluster variables corresponding to the primitive generators for the rays of C, and we have C ⊂ Θmid
A,R,

cf. Theorem 1.2(3) above. Applying the statement from Theorem 1.1 that cp,v,Q(t−1) = cp,v,Q(t) ∈

Z≥0[t±1] in the special case in which both p and Q are in C, we thus deduce the main result of [Dav18]:

Corollary 1.3 (Quantum positivity conjecture). The expression of any quantum cluster variable in

any cluster is a bar-invariant Laurent polynomial in t with non-negative integer coefficients.

Taking the classical limit of Corollary 1.3 recovers the main result of [LS15], i.e. the positivity

conjecture for skew-symmetric cluster algebras.

In fact, [Dav18] shows something more than Corollary 1.3 — it shows that the coefficients have

Lefschetz type (as defined in §2.1). This motivates our main conjecture:

Conjecture 1.4. For any p ∈ LV and generic Q ∈ LV,R, the coefficients of ιQ(ϑp) have Lefschetz

type.

The main theorem of [Dav18] ensures that Conjecture 1.4 holds for V = A with Q and p both in

the cluster complex. We show that the coefficients of ιQ(ϑp) always at least satisfy a weaker condition

which we call pre-Lefschetz. Also, using a result of [MR19], we prove Conjecture 1.4 in the acyclic

cases (i.e., for Acan
q and X can

q associated to seeds whose corresponding quiver has acyclic unfrozen

part), cf. §4.9.

Theorem 1.5. Conjcture 1.4 holds in acyclic cases.

1.3. Dequantization. As an application of our results, we generalize the main result of [GLS20],

which we shall now recall. Note that setting t1/D equal to 1 determines a homomorphism

lim
t→1

: Zω
t [L]→ Z[L]

(for convenience, we write limt→1 instead of limt1/D→1). This extends to the formal versions, giving

a homomorphism

lim
t→1

: Zω
σ,tJLK→ ZσJLK := Z[L]⊗Z[L⊕] ZJL⊕K.

The images under this homomorphism are what we refer to as “classical limits” in Theorem 1.2(1).

For ∗ denoting ord,mid, up, or can, the algebras V∗
q are Zt-algebras, and torsion-free as Zt-modules.

As such it is natural to consider the “classical limits”

cl(V∗
q ) := V∗

q /(t
1/D − 1)V∗

q
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as dequantizations of the quantum cluster algebras that we are considering in this paper. On the

other hand, there are already well-defined classical cluster algebras V∗ ⊂ ZσS,V JLVK, and it is natural

to ask whether these two dequantizations are the same.

To approach this question we consider the restriction of limt→1 to V∗
q , which for each choice of ∗

above has image contained in V∗. The kernels of these homomorphisms of course always contain the

ideal generated by (t1/D−1), but the reverse containment is not so obvious, i.e. it is not clear a priori

that the induced map cl(V∗
q )→ V∗ is injective. In fact, the main result of [GLS20] is that the kernel of

limt→1 : Aord
q → Aord really is equal to the ideal (t1/D−1)Aord

q , and the natural map cl(Aord
q )→ Aord

is an isomorphism, assuming that Aord = Aup, and further assuming that Aord has a Z-grading with

finite-dimensional homogeneous components. As an application of our main results, we obtain a new

proof of their result without the grading condition. More generally, we prove the following:

Theorem 1.6. Let V denote A or X . Then limt→1 induces an injective morphism cl(V∗
q ) → V∗ if

∗ = mid, up or can. The same holds for ∗ = ord whenever Vord = Vmid (which at least holds when

Vord = Vup). Moreover, the natural map cl(V∗
q )→ V∗ is surjective if ∗=ord,mid or can (and so it is

surjective for ∗ = up if Vup = Vmid, which at least holds if Vord = Vup).

Geiss–Leclerc–Schröer had suggested this application of quantum theta functions to the second

author while [GLS20] was in progress. Thanks to our positivity result, we are now able to show that

their suggestion was correct. See §4.9 for the proof.

Remark 1.7. The statement that cl(V∗
q ) → V∗ is an isomorphism means that V∗

q is a deformation

quantization of V∗. By construction, the quantum cluster X -variety of [FG09, §3] (and the quantum

cluster A-variety that could be analogously defined) is, in the sense of [Bou20a, Def. 5], a deformation

quantization of the corresponding classical cluster variety. The surjectivity of cl(Vup
q ) → Vup then

follows if the cluster variety is affine (at least up to codimension 2), cf. [Bou20a, Lem. 7].

1.4. Additional properties and context for theta functions. It is clear that being atomic as in

Theorem 1.1 uniquely determines the theta functions, at least once the scattering atlas is given. It

would be interesting to have additional characterizations of the theta bases which could be checked

using only the cluster algebra structure. E.g., [LLRZ14, Conj. 14] suggests that the quantum theta

basis {ϑp : p ∈ LV} may be the unique minimal topological Zt-module basis amongst the set S of

all pointed, bar-invariant, strongly positive topological Zt-module bases for Vcan
q including all global

monomials. Here, by minimal one means that fp − ϑp ∈ V̂S
q has positive coefficients whenever fp is

the p-pointed element in another such basis.

A standard argument (cf. [LLRZ14, §5]) shows that for V = A, any (not necessarily minimal) basis

in S is universally positive with respect to the cluster atlas. The conjecture of [LLRZ14] would follow

if every basis in S was universally positive with respect to the scattering atlas. On the other hand, if

the theta functions are atomic with respect to the cluster atlas, then it would follow that they are a

minimal basis in S, though possibly not the unique minimal basis in S. In fact, [LLRZ14, Conj. 14]

is stated for quantum greedy bases (which are defined for rank 2 quantum cluster algebras) instead of

quantum theta bases, but we expect the two to be equal whenever both are defined — the classical

analog of this equivalence was proved in [CGM+17].

We also expect our bases to agree with those defined for quantum cluster algebras from surfaces

as in [AK17] — quantum Laurent positivity for these was proved in [All, Thm 5.7] for disks and

then in [CKKO20, Thm. 1.1] in general. We further expect agreement with a quantum version of
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the bracelets basis of [MSW13] — this would prove [Thu14, Conj. 4.20]. On the other hand, the

“triangular bases,” as considered for some quantum cluster algebras in [Qin17], seem to be different

from ours — [LLRZ14, Conj. 13] suggests that they might be the maximal bases in S.

We note that our construction of the quantum theta functions was previously given in [Man].

However, all results on positivity properties and results stating that these theta functions really are

related to the cluster algebras (as opposed to just the formal version V̂S
q without the cluster structure)

are new. Since our quantum theta functions agree with those of [Man], we know that they satisfy the

following:

(1) Fock and Goncharov’s quantum Frobenius map conjecture [FG09, Conj. 4.8.6], cf. [Man,

Thm. 4.3];

(2) The structure constants of the form α(p1, p2; 0) and α(p1, p2, p3; 0) are sufficient to uniquely

determine all the structure constants [Man, Thm. 2.16];

(3) All the structure constants and the scattering diagrams are determined by certain refined

counts of tropical disks (which may have negative multiplicities).

The classical versions of (2) and (3) above are used in [Man21] to show that the classical theta functions

are determined by certain descendant log Gromov–Witten numbers — in fact, all the classical structure

constants admit Gromov–Witten theoretic descriptions [KY, GS], and as [KY] notes, the classical

strong positivity follows from the unobstructedness of the relevant moduli of curves.

The anticipation of such mirror symmetry type statements was the motivation for the develop-

ment of the techniques used in [GHKK18], cf. [KS06, GPS10, GS11, CPS, KS14, GHK15b, GHK15a,

GHS]. It would be interesting to find similar geometric descriptions in the quantum setting. In-

deed, it is known that the tropical disk counts relevant to rank 2 scattering diagrams are related

to certain real/open Gromov–Witten invariants [Mik17] or higher-genus Gromov–Witten invariants

[Bou19, Bou20b], and we expect versions of such invariants to describe the quantum theta function

multiplication more generally.

On the other hand, from the perspective of representation theory, it would be desirable to un-

derstand positivity in terms of a monoidal categorification of the (quantum) cluster algebra, cf.

[HL10, Nak11, KKKO18]. In this perspective, the (quantum) cluster algebra is identified with the

Grothendieck ring of a monoidal category, and we expect the theta functions to correspond to simple

objects of the category — the atomicity statement of Theorem 1.1 is strong evidence for this. Co-

efficients of the multiplication should then arise as graded dimensions of vector spaces decomposing

the tensor products of these simple objects, cf. [All19, §1.5.4]. Our arguments proceed by considering

categorifications of the functions appearing on walls in scattering diagrams. We leave for the future

the project of categorifying the theta functions themselves (and hence the cluster algebra).

1.5. Positivity for scattering diagrams from DT theory. As in [GHKK18], we deduce our

results regarding (quantum) cluster algebras from positivity results for scattering diagrams, which in

turn are derived from positivity results in DT theory. We now explain how all of these positivity

results fit together.

First, note that the scattering diagram DVq comes about in a particular way. Namely, we start

with a simple, inconsistent scattering diagram D
Vq
in for which the only walls are full hyperplanes vω⊥

i ,

and the functions on these walls are E(−zvi). See §2.4 for the definition of E in terms of plethystic

exponentials/quantum dilogarithms. To this initial scattering diagram of incoming walls, we then add

outgoing walls to obtain the consistent scattering diagram DVq (see Theorem 2.13).
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The important thing to note is that if all new walls carry functions of the form E(−pd(t)zvd)

for pd(t) ∈ Zt positive, then the coefficients cp,v,Q(t) and α(p1, p2; p) appearing in Theorem 1.1 are

positive elements of Zt as well. By the lemmas of §3.2, the same statement is true if we replace

the property “positive” by “bar-invariant,” “pre-Lefschetz,” or “Lefschetz.” The constant polynomial

p(t) = 1 enjoys all four of these properties, and so the functions on the initial walls satisfy all of

these properties. So whichever of “positive,” “bar-invariant,” “pre-Lefschetz,” or “Lefschetz” we have

chosen as the property we want to prove that theta functions possess, our job becomes to prove

the corresponding preservation theorem for scattering diagrams, stating that when we start adding

walls as in Theorem 2.13 in order to make D
Vq
in consistent, we can proceed by only adding walls with

functions that are positive/bar-invariant/pre-Lefschetz/Lefschetz. So far we are just recalling the

strategy of [GHKK18] for proving positivity of classical theta functions (the other three properties

have no analog in the non-quantum setting).

The precise form of our preservation theorem (regarding positive, bar-invariant, and pre-Lefschetz

incoming functions) is given in Theorem 2.15. For now we are concentrating on the positivity result,

since that is the most fundamental. Similarly to [GHKK18, §C.3], via perturbation arguments and

various other tricks, the preservation theorem reduces to the case in which D
Vq
in consists of only two

walls, with attached functions E(−tm1zv1) and E(−tm2zv2). In the classical case, there are no powers

of t to worry about, and as in [GHKK18, §C.3, Step IV], one can further reduce to the case in which

ω(v1, v2) = 1, and so there is just one two-wall base case. It is straightforward to prove by hand that

the consistent scattering diagram built out of this base case is positive — one only needs to add a

single outgoing wall (by the pentagon identity), and its attached function is positive.

In the quantum case, we have to allow ω(v1, v2) to take any value in Z≥1, and furthermore the

problem turns out to depend fundamentally on the parities of m1 and m2. So we are confronted by

four infinite families of base cases, almost all of which are extremely complicated (with infinitely many

outgoing walls, almost always dense in some region of nonzero measure — see for instance Examples

7.9 and 7.10 in §7.2.2).

Our approach to proving positivity in all of these base cases is to translate the problem into the

DT theory of quiver representations. The links between scattering diagrams, quantum dilogarithm

identities and DT theory is well established (see [Kel11], [KS14] or [Bri17] for background). We show

that the positivity problem in the base cases involves the DT invariants of a quiver depending on

n = ω(v1, v2), and the parities of m1 and m2. In the case in which m1 and m2 are both even, this

turns out to be a problem that has already been solved: positivity amounts to proving positivity of

the DT invariants for the n-Kronecker quiver, which has been established as a very special case of a

positivity result of Meinhardt and Reineke regarding acyclic quivers [MR19] using refined DT theory.

In all three of the other infinite families, the situation is not so simple: the quiver for which we

have to establish positivity of DT invariants involves loops, i.e. it is non-acyclic. To deal with these

cases, we prove a generalization of the result of [MR19], namely the positivity of refined DT invariants

for arbitrary quivers. This is the content of our Theorem 6.15, which we restate here:

Theorem 1.8 (Positivity for refined DT invariants). Let ζ ∈ RQ0 be a generic stability condition.

Let Sζ
θ ⊂ Z

Q0

≥0 be the submonoid of dimension vectors of slope θ with respect to ζ. There is an equality

of generating series
∑

v∈Z
Q0
≥0

χt(H(Mv(Q),Q))xvtχQ(v,v) =
∏

∞ θ
−→−∞

∏

06=v∈Sζ
θ

E(fv(t)xv)
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where the fv(t) ∈ Z≥0[t±1] have positive coefficients and are even or odd Laurent polynomials, depend-

ing on whether χQ(v, v) is odd or even, respectively, where χQ(·, ·) is the Euler form for Q.

This theorem turns out to be an easy consequence of the cohomological wall crossing and integrality

theorems of [DM20]. In fact, it follows from a very special case since we do not have to consider

potentials (equivalently, we set W = 0). We hope that for the audience coming from the theory of

cluster algebras, the absence of potentials and the resulting absence of arguments involving vanishing

cycles and monodromic motives/mixed Hodge modules from e.g. [Nag13, Efi12, Dav18] will make this

paper more approachable. Using Theorem 1.8, we can prove preservation of positivity for all four

infinite families of 2-wall base cases (cf. Corollary 7.8) and deduce all of our other positivity results.

By combining the parity statement of Theorem 1.8 with our positivity result for scattering diagrams

and the consistency of Bridgeland’s Hall algebra scattering diagrams [Bri17], we prove a general

parity statement for scattering diagrams, Theorem 2.19. This then implies the parity statement

cp,v,Q(−t) = ±cp,v,Q(t) from Theorem 1.1, cf. Proposition 3.11.

The strategy for proving preservation of the pre-Lefschetz property is the same as for the preser-

vation of positivity. The main difference in the proof is that the preservation result for the basic two

wall case (Proposition 7.12) can be proved by translating it into the DT theory of acyclic quivers,

allowing us to use the Meinhardt–Reineke theorem to settle it. The pre-Lefschetz property implies

positivity, and so this provides a second proof of all of the positivity results in this paper.

1.6. Logical structure of the paper. We derive our main results as consequences of results on

scattering diagrams and DT theory. On the other hand, we have deferred all of the DT theory until

after the proofs of Theorems 1.1 and 1.2 at the end of Section §4, in an effort to not over-burden the

reader who is primarily interested in cluster algebras. The result is that the logical structure of the

paper is somewhat nonlinear, and so for the reader’s benefit we have drawn a map of it below. Since

we have pared the paper down to its essentials in this diagram, we have ignored all results and parts

of results regarding Lefschetz type/bar invariance/parity while drawing it.

Section 4
Theta functions and

quantum cluster algebras

cor 4.13, prop 4.15

global monomials
are ϑ-functions

Section 3
Results on

theta functions

atomicity
thm 3.16

Section 5
Reduction to

rank 2

Theorem 1.2
Structure of quantum

cluster algebras

Theorem 1.1
Strong positivity+atomicity

for quantum theta bases

Theorem 2.15
Preservation of positivity
for scattering diagrams

positivity thms
3.9 and 3.10

Proposition 7.7
Positivity for stability
scattering diagrams

cor 7.8
2 wall case

Theorem 6.15
Positivity for DT

invariants of quivers
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2. Quantum scattering diagrams

2.1. Laurent polynomials.

2.1.1. Notation. Let k be an arbitrary characteristic 0 field, or more generally, any commutative ring

containing Q. Denote kt := k[t±1/D] for a fixed positive integer D (we do not worry about the

ambiguity of D in this notation because one could instead just take kt to include all fractional powers

of t).

For a ∈ Z, we denote

(a)t := ta − t−a ∈ Z[t±1],(4)

and when a ∈ Z≥1 we denote

[a]t :=
(a)t
(1)t

=
ta − t−a

t− t−1
= t−a+1 + t−a+3 + . . .+ ta−3 + ta−1 ∈ Z[t±1].(5)

We will use t throughout to denote the quantum deformation parameter, avoiding q1/2, as the meaning

of this parameter is ambiguous2 up to a sign. We say p(t) is even if p(t) = p(−t) and odd if p(t) =

−p(−t). We define the parity function on the set of polynomials satisfying p(−t) = ±p(t) by

par(p(t)) =





0 if p(t) is even

1 if p(t) is odd.

Note that par([a]t) ≡ a+ 1 (mod 2).

We say that a polynomial p(t) ∈ Z[t±1] is of Lefschetz type if it is a sum of the polynomials [n]t

for n ∈ Z≥1. For n ∈ Z we define

(6) Pn(t) =




tn if n is even

tn−1[2]t = tn−2 + tn if n is odd.

and we say that p(t) is pre-Lefschetz, or just pL, if it is a sum of polynomials Pn(t) for n ∈ Z.

A Lefschetz type polynomial is pL. We say that p(t) is bar-invariant if it is invariant under the

transformation t 7→ t−1.

2See e.g. [DMSS15, Rem 4.25] for a discussion of this point.
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2.1.2. The Lefschetz property. The origin of Lefschetz polynomials in geometry is as follows. Let X

be an irreducible variety, and assume that for some complex of constructible sheaves F on X there

are isomorphisms

Hi(X,F) ∼= H2 dim(X)−i(X,F)∗

for all i ∈ Z. The classical example would be given by setting F to be the constant sheaf QX , where

X is smooth projective — then the above isomorphism is given by Poincaré duality. We normalise

the cohomology of X with coefficients F by writing

V = H(X,F)vir := H(X,F)[dim(X)].

Then the Poincaré polynomial

χt(V ) :=
∑

i∈Z

dim(V i)ti(7)

is bar-invariant. Assume that, moreover, V carries an operator L : V → V [−2], i.e. a linear map L

of cohomological degree 2, such that for every i ≥ 1 the linear map L i : V −i → V i is an isomorphism.

Then χt(V ) is of Lefschetz type. In the classical example mentioned above, this isomorphism is

provided by the hard Lefschetz theorem, and the operator L is the Lefschetz operator, defined by

capping with a hyperplane section.

2.2. Quantum tori.

2.2.1. The quantum torus algebra. Given any finite-rank lattice L, we write LQ := L ⊗ Q and LR :=

L ⊗ R. We denote the dual pairing between L and its dual lattice L∗ := Hom(L,Z) by 〈·, ·〉. We call

a nonzero vector n ∈ L primitive if it is not a positive integer multiple of any other element of L. If

m = km′ for k ∈ Z≥0 and m′ ∈ L primitive, we call k the index of m, denoted |m|.

Let L denote a lattice of finite rank r, equipped with a 1
DZ-valued skew-symmetric bilinear form

ω for some D ∈ Z≥1 (we take kt := k[t±1/D] for this D). We consider the quantum torus algebra

kt[L] := kt〈z
v : v ∈ L〉/〈zazb = tω(a,b)za+b : a, b ∈ L〉.(8)

This is a unital associative algebra, which is noncommutative if ω is nonzero. Note that kt[L] is

L-graded. We may write kt[L] as kωt [L] if ω is not clear from context.

Now fix a strongly convex rational polyhedral cone σ ⊂ LR. Let L⊕ := σ ∩L, and L+ := L⊕ \ {0}.

For each k ∈ Z≥1, let

kL+ := {v1 + . . .+ vk ∈ L : vi ∈ L
+ for each i = 1, . . . , k}.(9)

We consider the formal Laurent series ring kσ,tJLK := kt[L] ⊗kt[L⊕] ktJL
⊕K, i.e., kσ,tJLK is spanned

by formal sums of the form
∑

v∈L⊕ avz
v+w for w ∈ L and coefficients av ∈ kt. Where the cone

σ is clear from the context or not explicitly important, we will omit it from the notation, writing

ktJLK := kσ,tJLK.

For p ∈ L, we say f ∈ kσ,tJLK is p-pointed if it has the form

f = zp

(
1 +

∑

v∈L+

avz
v

)

with av ∈ kt.
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2.2.2. Topological structure. In general, the theta functions will only provide topological bases, roughly

meaning that we may need infinite linear combinations of the theta functions in order to reach every

element of the algebras we consider. We carefully review this notion here.

For the purposes of the following, we endow kt with the discrete topology. We make kt[L] into

a topological kt-module as follows: let m denote the unique maximal monomial ideal of kt[L
⊕], i.e.,

m is spanned by monomials zv for v ∈ L+, and so mk is spanned by monomials zv for v ∈ kL+.

Let U0 denote the set of kt-submodules U ⊂ kt[L] which are closed under left (equivalently, right)

multiplication by elements of m and such that for every f ∈ kt[L], there exists some k such that

mkf ⊂ U . Let U denote the set of cosets of these submodules, i.e., U := {a+ U : a ∈ kt[L], U ∈ U0}.

We consider the topology on kt[L] with basis of open sets U. Note that U0 is a neighborhood basis

for the point 0, and the intersection of the sets in U0 is zero, so the topology is Hausdorff.

For each S ⊂ L, denote

US :=
⊕

v∈S

kt · z
v ⊂ kt[L].

Then the kt-submodule US ⊂ kt[L] is open if S satisfies the following two conditions:

(1) S is closed under addition by elements of L⊕;

(2) For all v ∈ L there exists some k such that v + kL+ ⊂ S.

It will sometimes be useful to let L± denote the Z-span of L⊕ in L, and let π : L→ L := L/L± denote

the projection.

Definition 2.1. Let R be a commutative ring, which we endow with the discrete topology, and let A

be a topological R-module with a basis of open neighborhoods of 0 consisting of R-submodules. By a

Cauchy sequence in A, we mean a sequence (fk)k of elements of A, indexed by k ∈ Z≥1, such that

for any open neighborhood U of 0 ∈ A, we have fk1 − fk2 ∈ U for all sufficiently large k1, k2. Two

Cauchy sequences (fk)k and (gk)k are then equivalent if, for each open neighborhood V of 0, we have

fk − gk ∈ V for all sufficiently large k. The assumption that 0 has a basis of neighborhoods that are

modules ensures that this is an equivalence relation.

Note that the Cauchy completion Â of A, i.e., the set of all equivalence classes of Cauchy sequences

in A, naturally inherits a topological R-module structure from A. More precisely, (fk)k + (gk)k =

(fk + gk)k, and r · (gk)k = (r · gk)k; a subset Û ⊂ Â is open if it is the set of all classes of Cauchy

sequences equivalent to sequences of elements of some open set U ⊂ A.

Proposition 2.2. With the above topology, ktJLK is the Cauchy completion of kt[L].

Proof. Given an element f =
∑

v∈L⊕ avz
v+w ∈ zwktJL⊕K ⊂ ktJLK, av denoting coefficients in kt, we

form the sequence of Laurent polynomials fk =
∑

v∈L⊕ av,kz
v+w ∈ kt[L] via the rule

av,k =




av if v /∈ w + kL+

0 otherwise.

Let U ⊂ kt[L] be an open set containing 0. Then there exists a kU ∈ Z≥1 such that zwmkU ⊂ U , from

which it follows that fk1−fk2 ∈ U for all k1, k2 ≥ kU , i.e., (fk)k is indeed Cauchy. Since every element

of ktJLK is a finite sum of such elements f , we see that ktJLK is contained in the Cauchy completion

of kt[L].
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For the reverse implication we break the proof into two steps, firstly reducing to the special case

in which σ is a top dimensional cone. Let (gk)k be a sequence in kt[L], and let S ⊂ L be defined as

the set of v such that the zv-coefficient of gk is nonzero for some k. Let S := π(S), let s : S → S be

a section of π|S, and let U := UL\(s(S)−L⊕). Then U is open. If S is infinite, then since each gk is a

Laurent polynomial, for all k we must be able to find a k′ > k such that gk− gk′ 6∈ U . In particular, if

(gk)k is Cauchy, then the set S must be finite. So since ktJLK is closed under finite sums, it suffices to

deal with the case |S| = 1. Then by restricting to US+L± , we can assume that σ is a top-dimensional

cone.

So we make this assumption. For v ∈ L we define

|v|−= min(k ∈ Z≥0 : v = a− b with a ∈ L⊕ and b ∈ kL+).

For instance v ∈ L⊕ if and only if |v|−= 0.

Now let (gk)k be a Cauchy sequence, and assume for a contradiction that there does not exist a w

with gk ∈ zwkt[L⊕] for each k. Then for all N ∈ Z≥0, there exists a vN ∈ L with |vN |−> N such that

the zvN coefficient of gk is nonzero for some k — otherwise we could take

w =
∑

v∈NL+\(N+1)L+

v,

and then we would have gk ∈ z
−wkt[L

⊕] for all k. After fixing such a choice of vN for each N , let

S =
⋂

N≥0

(L \ (vN − L
⊕)).

We claim that US is open. The fact that S +L+ ⊂ S is clear, so to prove the claim, we fix v ∈ L and

show that there exists a k such that v + kL+ ⊂ S.

If N ≥ |v|−, then |vN |− > |v|−, and so vN /∈ v + L+. Since there are only finitely many N ∈ Z≥0

with N < |v|−, and since
⋂

k(v+ kL+) = ∅, there exists some fixed k such that vN /∈ v+ kL+ for any

N . Then for this k, we have (v+ kL+)∩ (vN −L⊕) = ∅ for all N , and so v+ kL+ ⊂ S, as desired. On

the other hand, by construction, there is no N such that gn−gn′ ∈ US for all n, n′ ≥ N , contradicting

the assumption that (gk)k is Cauchy. �

For A a topological R-module, we say that S topologically spans A over R if, for every f ∈ A

and each open neighborhood U of 0, there exists a finite linear combination g =
∑

s∈S ass with as ∈ R

such that f − g ∈ U . Equivalently, A is the closure of the space spanned by S in the usual sense. One

says that S forms a topological R-module basis for A if no proper subset of S topologically spans

A. In the case in which {0} is open, this is just the usual notion of a basis.

One easily sees the following:

Lemma 2.3. The set {zv}v∈L is a topological kt-module basis for ktJLK.

More generally, we have the following:

Lemma 2.4. Let {fp}p∈L be a subset of ktJLK, indexed by L, such that fp is p-pointed for each p.

Then {fp}p∈L is a topological kt-module basis for ktJLK.

Proof. Let

f =
∑

v∈L⊕

avz
w+v ∈ zwktJL

⊕K ⊂ ktJLK.
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Modulo Uw+L+ , the pointedness implies that fw ≡ zw, and so f ≡ g0 := a0fw. Now suppose that

there exist constants bv ∈ kt for v ∈ L⊕ \ kL+ such that

f ≡ gk :=
∑

v∈L⊕\kL+

bvfw+v (modulo Uw+kL+).

Then there exist additional constants bv ∈ kt for v ∈ kL+ \ (k + 1)L+ such that

f − gk ≡
∑

v∈w+(kL+\(k+1)L+)

bvz
w+v (modulo Uw+(k+1)L+)

≡
∑

v∈w+(kL+\(k+1)L+)

bvfw+v (modulo Uw+(k+1)L+),

the last equivalence using that fw+v is (w + v)-pointed. Thus,

f ≡
∑

v∈L⊕\(k+1)L+

bvfw+v (modulo Uw+(k+1)L+).

Proceeding in this way we recursively define bv ∈ kt for all v ∈ L⊕. For every open neighborhood U of

0, we have that Uw+kL+ ⊂ U for sufficiently large k, hence f ≡
∑

v∈L⊕\kL+ bvfw+v modulo U . Since

every element of ktJLK is a finite sum of elements like f , we see that {fp}p∈L topologically spans.

We now show that no proper subset of {fp}p∈L topologically spans ktJLK. Say for a contradiction

that there is such a proper subset {fp}p∈L′ for some L′ ⊂ L. Let p ∈ L\L′. We define S = L\(p−L⊕).

Then US is open. Assume that we can pick a finite subset S′ ⊂ L′ such that (
∑

s∈S′ asfs)− zp ∈ US

for some set of nonzero as ∈ kt. If s /∈ p− L⊕, then fs ∈ US by definition and s-pointedness, and so

we can assume that S′ ⊂ p − L⊕. In fact, S′ ⊂ p − L+ since p /∈ L′. Now pick s ∈ S′ minimal with

respect to the partial ordering: l ≤ l′ if l′ ∈ l + L⊕. Then the zs coefficient of (
∑

s∈S′ asfs) − zp is

as 6= 0, and since the zs coefficient of every element of US is zero, this gives a contradiction. �

We note that the same argument applies in the classical limit.

Remark 2.5. Let {fp}p∈L be as in Lemma 2.4. By the lemma, for p, p′ ∈ L we may write

fpfp′ =
∑

v∈p+p′+L⊕

a(p, p′; v)fv

for certain a(p, p′; v) ∈ kt. Let A denote the kt-algebra spanned by formal sums
∑

v∈w+L⊕ bvFv, for

various w ∈ L and some collection of symbols {Fv}v∈L, with structure constants given by a(p, p′; v),

i.e. for coefficients bv, cv ∈ kt we define


 ∑

v∈w+L⊕

bvFv




 ∑

v∈w′+L⊕

cvFv


 =

∑

v∈w+w′+L⊕

∑

u∈w+L⊕

u′∈w′+L⊕

a(u, u′; v)bucu′Fv

where the sum is well defined since unless v − (u+ u′) ∈ L⊕ the structure constant a(u, u′; v) is zero.

Then as in the first part of the proof of Proposition 2.2, a formal power series
∑

v∈w+L⊕ bvFv defines

a Cauchy convergent series in ktJLK by replacing each Fv with fv, and the induced map A → ktJLK

is an isomorphism of algebras via the proof of Lemma 2.4.
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2.2.3. The quantum torus Lie algebra. Let L0 ⊂ L be a sublattice such that ω(u, v) ∈ Z whenever

u ∈ L0 and v ∈ L. Define L+
0 := L0 ∩ L+. Consider the Lie algebra over k[t±1]

g′ :=
⊕

v∈L+
0

k[t±1] · zv

with bracket [za, zb] = (ω(a, b))tz
a+b, using the notation of (4). Note that this is a Lie subalgebra of

the commutator algebra of kt[L]. Now define the quantum torus Lie algebra g = gL+
0 ,ω to be the

Lie subalgebra of g′ ⊗k[t±1] k(t) generated over k[t±1] by the elements of the form

ẑv :=
zv

(|v|)t
=

zv

t|v| − t−|v|(10)

for v ∈ L+
0 , recalling that |v| denotes the index of v. We define an L+

0 -grading on g by letting the

degree v part be

gv := g ∩ (k(t) · zv) ⊂ g.

Here, being L+
0 -graded means that for all a, b ∈ L+

0 , we have [ga, gb] ⊂ ga+b. Note that g and ω satisfy

the following compatibility condition:

if ω(a, b) = 0, then [ga, gb] = 0.(11)

The adjoint action of g′ induces an action of the Lie algebra g on the noncommutative torus kt[L]

by L-graded kt-algebra derivations:

adẑa(zb) =
(ω(a, b))t

(|a|)t
za+b ∈ kt[L].

Here, we use our assumption that ω(a, b) ∈ Z, as well as the observation that if a and c are positive

integers with a|c, then

(c)t
(a)t

=

c/a∑

k=1

t−c+(2k−1)a ∈ k[t±1] ⊂ kt.(12)

Let g≥k ⊂ g denote the Lie algebra ideal spanned by the summands gv with v ∈ kL+
0 . We define

gk := g/g≥(k+1), and

ĝ := lim
←−
k

gk.

By the Baker–Campbell–Hausdorff formula, we can apply exp to gk and ĝ to obtain unipotent

(respectively, pro-unipotent) algebraic groups Gk and Ĝ = lim
←−k

Gk, respectively. Note that Ĝ comes

with a projection to Gk for each k ∈ Z≥1, and that we naturally have

Ĝ ⊂ 1 + mk[t±1]JL⊕K ⊂ k[t±1]JL⊕K ⊂ ktJL
⊕K ⊂ ktJLK

for m the maximal monomial ideal of kt[L
⊕].

The (adjoint) action of g on kt[L] by L-graded kt-derivations induces an action of ĝ on ktJLK

by (topologically)3 L-graded kt-derivations, hence an (Adjoint) action of Ĝ on ktJLK by kt-algebra

automorphisms: for g = exp(b) ∈ Ĝ and a ∈ ktJLK, the action is Adg(a) = gag−1 = exp([b, ·])(a).

Lemma 2.6. For each g ∈ Ĝ, Adg : ktJLK→ ktJLK is a homeomorphism.

3A topological L-grading on a topological R-module A is an L-grading for an R-submodule which topologically spans

A. For convenience, we may just refer to this as an L-grading.
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Proof. Let m̂ be the subspace of ktJLK topologically spanned by the elements zn for n ∈ L+. Since

g is graded by L+
0 ⊂ L+ and the action respects the grading, the action of Ĝ must preserve m̂,

i.e., Adg(m̂) ⊂ m̂. Since the same holds for g−1, we have Adg−1(m̂) ⊂ m̂, so m̂ ⊂ Adg(m̂). Hence,

Adg(m̂) = m̂.

Let S be the set of open sets obtained by taking closures of images of the sets in U0 under the

inclusion kt[L]→ ktJLK. So S is a basis of open neighborhoods of 0 ∈ ktJLK, and translates of sets in

S form a basis for all open sets in ktJLK. Now, a set U ∋ 0 is in S if and only if it is a kt-submodule

of ktJLK such that for all k ∈ Z≥0 we have m̂kU ⊂ U , and, for all f ∈ ktJLK, there exists a k0 ∈ N

such that k > k0 implies m̂kf ⊂ U . Applying Adg to both sides, the first containment is equivalent

to m̂Adg(U) ⊂ Adg(U) and so Adg(U) satisfies the first condition for being in S. The second

containment is equivalent to m̂k Adg(f) ⊂ Adg(U). Then since Adg is a bijection, this is equivalent to

the condition that for all f ∈ ktJLK, there exists some k0 ∈ N such that k > k0 implies m̂kf ⊂ Adg(U).

But this is equivalent to the second condition for Adg(U) to be in S. So Adg takes sets in S to sets

in S. Additionally, Adg(U + f) = Adg(U) + Adg(f) and so Adg takes translates (under addition) of

sets in S to other translates of sets in S. Applying the same argument to Adg−1 = Ad−1
g yields the

claim. �

2.2.4. Classical limits. One can take classical limits of everything above. In place of kt[L], one

considers the usual torus algebra k[L]. Taking t1/D 7→ 1 defines a surjective graded algebra homo-

morphism

lim
t→1

: kt[L]→ k[L].

Similarly, we can define the (classical) torus Lie algebra,

gcl :=
⊕

v∈L+
0

k · zv,

equipped with the bracket

[za, zb] := ω(a, b)za+b.

Then t 7→ 1 and ẑv 7→ 1
|v|z

v determines a graded Lie algebra homomorphism

lim
t→1

: g→ gcl.

Indeed,

lim
t→1

[ẑa, ẑb]g = lim
t→1

(
(ω(a, b))t(|a+ b|)t

(|a|)t(|b|)t
ẑa+b

)
=
ω(a, b)

|a||b|
za+b = [za/|a|, zb/|b|]gcl .

We similarly see that these maps limt→1 respect the action of g on kt[L]:

lim
t→1

adẑa(zb) = lim
t→1

(
(ω(a, b))t

(|a|)t
za+b

)
=
ω(a, b)

|a|
za+b = [za/|a|, zb]gcl .

Since the morphisms limt→1 respect the L-gradings, they induce morphisms limt→1 on the respective

completed Lie algebras, giving limt→1 : ktJLK → kJLK, limt→1 : ĝ → ĝcl, and limt→1 Ĝ → Ĝcl, each

intertwining the corresponding actions on ktJLK and kJLK.

2.3. Scattering diagrams.
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2.3.1. Walls and scattering diagrams. We assume as above that L is a lattice equipped with a skew-

symmetric rational bilinear form ω, L0 ⊂ L is a sublattice satisfying ω(u, v) ∈ Z whenever u ∈ L0

and v ∈ L, and σ ⊂ LR is a strongly convex rational polyhedral cone. We let g be any L+
0 -graded Lie

algebra satisfying (11). One defines gk, ĝ, Gk, and Ĝ analogously to the case in which g = gL+
0 ,ω.

Given a primitive v ∈ L+
0 (primitive as an element of L0), we define a Lie subalgebra

g‖v :=
∏

k∈Z>0

gkv ⊂ ĝ,

and a pro-unipotent algebraic subgroup G
‖
v := exp(g

‖
v) ⊂ Ĝ. Note that g satisfying (11) implies that

g
‖
v and G

‖
v are Abelian. Consider the map ω1 : L→ L∗, v 7→ ω(v, ·). We denote

vω⊥ := ω1(v)⊥ = {a ∈ LR : ω(v, a) = 0} ⊂ LR.

A wall in LR over g is a pair (d, fd), where4

• fd ∈ G
‖
vd for some primitive vd ∈ L

+
0 \ ker(ω1), and

• d is a closed, convex (but not necessarily strongly convex), (r − 1)-dimensional, rational-

polyhedral affine cone in LR parallel to vω⊥
d .

Here, by a closed, convex, rational polyhedral affine cone in LR, we mean an intersection of sets of

the form {v ∈ LR : 〈ui, v〉 ≥ 〈ui, v0〉} for some fixed (but possibly not uniquely determined) v0 ∈ LR

called the apex of the cone, and some finite collection {ui} of elements of L∗. Note that the primitive

vector vd ∈ L
+
0 is uniquely determined by fd (assuming fd 6= 1). We call −vd the direction of the

wall. A wall is called incoming if v + R≥0vd ⊂ d for all v ∈ d, and it is called outgoing otherwise.

A scattering diagram D in LR over g is a set of walls in LR over g such that for each k > 0, there

are only finitely many (d, fd) ∈ D with fd not projecting to 1 in Gk. For each k ∈ Z>0 and scattering

diagram D over g, let Dk ⊂ D denote the finite scattering diagram over g consisting of the (d, fd) ∈ D

for which fd is nontrivial in the projection to Gk. We may also view Dk as a scattering diagram over

gk by taking the projections of the functions fd.

2.3.2. Path-ordered products. We will sometimes denote a wall (d, fd) by just d. Denote Supp(D) :=⋃
d∈D d, and

Joints(D) :=
⋃

d∈D

∂d ∪
⋃

d1,d2∈D
dim d1∩d2=r−2

d1 ∩ d2.(13)

Consider a smooth immersion γ : [0, 1] → LR \ Joints(D) with endpoints not in Supp(D) which is

transverse to each wall of D it crosses. Let (di, fdi), i = 1, . . . , s, denote the walls of Dk crossed by γ,

and say they are crossed at times 0 < t1 ≤ . . . ≤ ts < 1, respectively (if ti = ti+1, then the fact that

each G
‖
v is Abelian will imply that the ordering of these two walls does not affect (15) and therefore

does not matter). Define

θdi := f
sgnω(vdi ,−γ′(ti))
di

∈ Gk.(14)

4Our definition of walls is consistent with that of [Man, Def. 2.2] (for md there taken to be ω(vd, ·) ∈ L∗ in our setup)

but slightly different from that of [GHKK18, Def. 1.4]. In the convention used by [GHKK18], the support d would live

in L∗
R

and would be parallel to v⊥d . We find that our approach is more natural for the quantum setup, especially for

defining the scattering diagrams DXq of §4.3. See [Man, Rmk. 2.3] or §2.3.4 for an explanation of how to pass between

the different conventions.
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Let

θkγ,D := θds · · ·θd1 ∈ Gk,(15)

and define the path-ordered product:

θγ,D := lim
←−
k

θkγ,D ∈ Ĝ.(16)

Definition 2.7. Two scattering diagrams D and D′ are equivalent if θγ,D = θγ,D′ for each smooth

immersion γ as above (assuming transversality with the walls of both D and D′). A scattering diagram

D is consistent if each θγ,D depends only on the endpoints of γ, or equivalently, if θγ,D = Id whenever

γ is a closed path.

Examples 2.8.

(1) If (d, f1) and (d, f2) are two walls of a scattering diagram with the same support and direction,

then replacing these two walls with the single wall (d, f1f2) results in an equivalent scattering

diagram.

(2) Replacing a wall (d, fd) ∈ D with a pair of walls (di, fd), i = 1, 2, such that d1 ∪ d2 = d and

codim(d1 ∩ d2) = 2 produces an equivalent scattering diagram.

(3) One says that x ∈ LR is general if it is contained in at most one hyperplane of the form

u⊥ for u ∈ L∗. For D a scattering diagram in LR over g and x ∈ LR general, denote

fx,D :=
∏

d∋x fd ∈ Ĝ, where the product is over all walls (d, fd) ∈ D with d ∋ x. Note that

g satisfying (11) and x being general ensures that these fd commute, so fx,D is well-defined.

One easily sees (cf. [GHKK18, Lem. 1.9]) that two scattering diagrams D and D′ in LR over

g are equivalent if and only if fx,D = fx,D′ for all general x ∈ LR.

2.3.3. Operations on scattering diagrams. We introduce a few tools that will prove useful throughout

the paper in passing between (consistent) scattering diagrams. As above, we retain our standing

assumptions on L,L0, ω,σ and allow g to be any L+
0 -graded Lie algebra satisfying (11).

Let π : g→ g′ (or π : ĝ→ ĝ′) be a morphism of L+
0 -graded Lie algebras satisfying (11). We denote

by expπ : Ĝ→ Ĝ′ the induced morphism of pro-unipotent algebraic groups. Let D = {(dj , fj)}j∈J be

a scattering diagram in LR over g. Then we define π∗D = {(dj , expπ(fj))}j∈J . This gives a scattering

diagram in LR over g′, as we have not altered the gradings of the functions or the underlying cones

for the walls. The scattering diagram π∗D is consistent if D is.

Proposition 2.9. Let D = {(dj , fj)}j∈J be a scattering diagram in LR over g. We define the opposite

scattering diagram Dop = {(dj , fj)}j∈J , a scattering diagram in L−
R over gop (i.e., g with its bracket

negated), where L−
R is identified with LR and is endowed with the form −ω. Then D is consistent

if and only if Dop is, and the subset Jin ⊂ J parameterizing incoming walls is the same for both

scattering diagrams.

Proof. The fact that the above pairs really define walls is immediate from the definitions, as is the

statement regarding incoming walls, since the underlying cones of the walls, as well as their directions,

are identified.
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Now let γ be a smooth immersion as in §2.3.2. Then

θkγ,Dop =θ−1
ds
·op θ−1

ds−1
· · ·op θ

−1
d1

=θ−1
d1
· · ·θ−1

ds

=(θds · · ·θd1)−1

and the statement regarding consistency follows. �

Corollary 2.10. Let D = {(dj , fj)}j∈J be a scattering diagram in LR over g. Then D− := {(dj , f
−1
j )}j∈J

is a scattering diagram in L−
R over g, with the same incoming walls as D, which is consistent if and

only if D is.

Proof. There is an isomorphism

s : gop → g

a 7→ −a

and D− = s∗(Dop). �

It will prove extremely useful to be able to take direct images of scattering diagrams along mor-

phisms of lattices as well as graded Lie algebras, and so we generalize the definition of π∗ given above.

We say that a scattering diagram is saturated if for every wall (d, f) in D, the cone d is closed

under addition of elements in ker(ω1). It is easy to check that every consistent scattering diagram is

equivalent to a saturated scattering diagram.

Lemma 2.11. Consider L,L0, ω as above, and assume moreover that we have a lattice L̃ with a

sublattice L̃0 and a Q-valued skew-symmetric form ω̃ on L̃. Let π : L̃ → L be a map of lattices such

that ω̃ = π∗ω and πR : L̃R → LR is surjective. Let σ̃ ⊂ L̃R be a strongly convex rational polyhedral

cone such that π(σ̃) ⊂ σ. Set L̃+
0 = (L̃0 ∩ σ̃) \ {0}.

Let g and g̃ be L+ and L̃+-graded Lie algebras satisfying (11) with respect to ω and ω̃ respectively.

We assume that we are given a morphism of Lie algebras ̟ : g̃ → g, such that ̟(g̃v) ⊂ gπ(v) for all

v ∈ L̃+
0 (where we write g0 = 0). We denote by exp̟ the induced morphism of the pro-unipotent

algebraic groups associated to the completions of g̃ and g.

If D̃ := {(dj , fj)}j∈J is a scattering diagram in L̃R over g̃, then

D := (π, ̟)∗(D̃) := {(π(dj), exp̟(fj))}j∈J(17)

is a scattering diagram in LR over g. If D̃ is consistent and saturated, then so is D. If (dj , fj) is

incoming then so is the corresponding wall in D, and if D̃ is saturated, then the reverse implication

also holds.

Proof. Firstly, since π(kL̃+
0 ) ⊂ kL+

0 , there is a morphism of quotient groups exp̟ : G̃k → Gk (this is

also why the induced map on the completions is well-defined) and the finiteness condition for D to be

a scattering diagram is satisfied.

Let dj be a wall of D̃. Since πR is surjective, the codimension of the span of π(dk) is at most one.

On the other hand, π(vdj ) /∈ ker(ω1) since vdj /∈ ker(ω̃1), and so π(dj) ⊂ π(vdj )
ω⊥ has codimension

at least one, i.e. it has the required codimension: one.
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Now, let γ ⊂ LR be a path for which θγ,D is defined. Saturation of the walls of D̃ implies that they

are invariant under translation by elements of ker(π)⊗ R, and so any smooth lift γ̃′ of γ′ to L̃R will

satisfy exp̟(θ
γ̃′,D̃) = θγ′,D. It follows that consistency of D̃ implies consistency of D, as desired.

Let (dj , fj) be a wall in D̃. Then there is a (possibly non-unique) αj ∈ L̃R such that dj + αj has

the origin as an apex. Then the cone π(dj) +π(αj) ⊂ LR has the origin as an apex as well. If (dj , fj)

is incoming, then vdj ∈ dj + αj , and so π(vdj ) ∈ π(dj + αj) = π(dj) + π(αj), meaning that the

corresponding wall in D is incoming.

Conversely, suppose that the wall in D indexed by j is incoming, so π(vdj ) ∈ π(dj) + π(αj). Then

there exists a ṽ ∈ dj +αj such that π(ṽ)−π(vdj) = 0, and so ṽ−vdj ∈ ker(ω̃1). Now if D̃ is saturated,

then vdj ∈ dj + αj , so dj is incoming, as desired. �

Finally, as well as being able to take the above direct image of scattering diagrams, it will be useful

to be able to take inverse images, at least along inclusions of lattices.

Lemma 2.12. Let L,L0, ω,σ be as above. Let i : L̃ →֒ L be a saturated sublattice such that the

projection of σ along LR → LR/L̃R is strongly convex, and define σ̃ := σ ∩ L̃R, L̃0 := L0 ∩ L̃,

L̃+
0 := (L̃0 ∩ σ̃) \ {0}, g̃ :=

⊕
v∈L̃+

0
gv, and ω̃ = ω|L̃. We denote by

p :
⊕

v∈L+
0

gv →
⊕

v∈L̃+
0

gv.

the retraction of Lie algebras obtained by taking the quotient by the factors gv for v /∈ L̃+
0 .

Let D := {(dj , fj)}j∈J be a scattering diagram in LR over g. Denote by J ′ ⊂ J those walls

such that vdj ∈ L̃0 and codimL̃R

(L̃R ∩ dj) = 1 (so in particular, vdj /∈ ker(ω̃)). We assume that

codimL̃R

(L̃R ∩ ∂dj) ≥ 2 for each j ∈ J ′ — up to equivalence, this always holds for consistent D. Then

i∗D := {(dj ∩ L̃R, exp(p)(fj))}j∈J′

is a scattering diagram in L̃R over g̃ which is consistent if D is. The incoming walls of i∗D are given

by those j ∈ J ′ such that (dj , fj) is an incoming wall of D.

Proof. The proof of finiteness is as in the proof of Lemma 2.11, and the fact that the cones in i∗D

have the right dimension follows from the assumptions, so i∗D is indeed a scattering diagram. The

claim regarding incoming walls is immediate from the definition.

Let γ be a smooth closed path [0, 1]→ L̃R \ Joints(i∗D) with base-points not in Supp(i∗D) which

is transverse to each wall of i∗D it crosses, which we may moreover consider as a path in LR. Fix

a k ≥ 1. First, we may perturb γ so that it avoids any walls d of D satisfying codim(L̃R ∩ d) ≥ 2,

without affecting the associated path ordered product θkγ,D. We then perturb γ in LR to a smooth

closed path γ′ which is transverse to all walls of Dk, has base-point in the complement of Supp(Dk),

crosses the same walls of {(dj , fj) : j ∈ J ′} ∩Dk as before in the same order as before, and crosses no

walls dj with vdj ∈ ker(ω̃1). Then θkγ,i∗D = exp(p)(θkγ′,D) = exp(p)(1) = 1. The consistency claim

follows.

We now consider the claim that, for consistent D considered up to equivalence, the condition

codimL̃R

(L̃R ∩ ∂dj) ≥ 2 is always satisfied for j ∈ J ′. Suppose dj is a wall failing this condition. Then

consistency around the corresponding joint of dj forces there to be additional such walls. But for any

two such walls dj , dj′ , we have ω̃(vdj , vdj′ ) = 0, hence [fj , fj′ ] = 0 by (11). The only possibility then is

that the collection of such walls can be glued (as in Example 2.8(2)) to remove the existence of such

joints. �
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2.3.4. Existence and uniqueness of consistent scattering diagrams. The following theorem is a funda-

mental result on scattering diagrams. The two-dimensional case over gcl was proved in [KS06], while

the generalization to higher dimensions (and more general affine spaces than just LR) was proved in

[GS11]. An extension to more general Lie algebras, including the quantum torus Lie algebra gL+
0 ,ω,

is given by [KS14, Prop. 3.2.6, 3.3.2], (cf. [GHKK18, Thm. 1.21] for a review of this argument in the

cluster setup).

Theorem 2.13. Let Din be a finite scattering diagram in LR over g whose only walls are incoming.

Then there is a unique-up-to-equivalence scattering diagram D, also denoted Scat(Din), such that D

is consistent, D ⊃ Din, and D \Din consists only of outgoing walls.

As noted in Footnote 4, our definition of a wall is slightly different from that used in [KS14,

GHKK18], and our quantum torus Lie algebras are different from the Lie algebras used in [GS11],

so we briefly explain how to recover Theorem 2.13 in our setup. First, we note that the uniqueness

statement follows from exactly the same argument used in the proof of [CM20, Thm. 3.5] (just

replace the Λ∨
R there with ΛR, which in our notation is LR — also, gk there is gk−1 here). On the

other hand, the existence follows from taking the asymptotic scattering diagram of the perturbed

scattering diagram D∞
k constructed in [Man, §3.2.2]. We note that the assumption in [CM20, Thm.

3.5] that walls of Din are full hyperplanes is not needed for the uniqueness proof, and since incoming

walls can always be extended to full affine hyperplanes by adding outgoing walls and then applying

the equivalence of Example 2.8(2), we can assume this property holds when applying the existence

proof.

Alternatively, one may use the operations of §2.3.3 to recover the existence result in our setup

directly from that of [KS14]:

We apply what we call the principal coefficients trick, which involves essentially the same procedure

used for defining cluster algebras with principal coefficients, cf. §4.1. Let v1, . . . , vr be a basis for L,

and consider the lattice L◦ := Z〈v1, . . . , vr, f1, . . . , fr〉 for f1, . . . , fr some new formal generators.

Denote by iR : LR →֒ L◦
R, the natural inclusion. We extend ω to a skew-symmetric form ω◦ on L◦

by defining ω◦(vi, fj) = δij and ω◦(fi, fj) = 0 for all i, j. We set σ◦ = iR(σ). The matrix for ω◦ in

this basis is

(
A B

C D

)
, where A,B,C,D are r × r matrices, A being the matrix for ω, B the identity

matrix, C negative the identity, and D the 0-matrix. Such a matrix has determinant 1, so the map

ω◦
1 : L◦ → (L◦)∗, v 7→ ω◦(v, ·), is an isomorphism.

Let Din be as in Theorem 2.13. As noted above, we may assume that the initial walls are full affine

hyperplanes, i.e. all the walls are of the form (vω⊥
j , fdj ) for vj ∈ L+ indexed by j ∈ J . We define D◦

in

to be the scattering diagram in L◦
R over g with walls given by (i(vj)

ω◦⊥, fdvj ) for j ∈ J . The scattering

diagram D◦
in has only incoming walls. Let Scat(D◦

in) be a consistent scattering diagram in L◦
R over g

such that Scat(D◦
in) \D◦

in only contains outgoing walls. Then by Lemma 2.12 the scattering diagram

i∗ Scat(D◦
in) is consistent, with incoming walls equal to

i∗D◦
in = Din.

So now for the existence proof, it suffices to deal with the cases where ω is unimodular, i.e.,

ω1 : L→ L∗ is an isomorphism. For such cases, the two viewpoints on scattering diagrams can easily

be seen to be equivalent as follows: given a wall parallel to v⊥d and having direction −ω1(vd) as in

the [GHKK18] perspective, applying ω−1
1 to the support and direction of the wall yields a wall in our
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perspective. Paths and the corresponding path-ordered products are similarly related using ω1 and

ω−1
1 to pass between the two perspectives. Thus, existence follows from the usual formulation of the

result.

2.4. The quantum and plethystic exponentials.

2.4.1. The quantum exponential. For g = gL+
0 ,ω and v ∈ L+

0 , define the quantum dilogarithm

−Li(−zv; t) :=

∞∑

k=1

(−1)k−1

k(tk − t−k)
zkv ∈ ĝ.(18)

Note that k divides the index |kv|, so zkv

tk−t−k
= (|kv|)t

(k)t
ẑkv has coefficient in k[t±1] by (12), hence

−Li(−zv; t) is indeed in ĝ. Consider the quantum exponential

Ψt(z
v) := exp(−Li(−zv; t)) ∈ Ĝ.

Ψt(z
v) is the plethystic exponential (defined in §2.4.2 below) of zvt

1−t2 , implying that

Ψt(z
v) =

∞∏

k=1

1

1 + t(2k−1)zv
(19)

(this equality is well-known; cf. [Kir95, Lem. 8]).

Let p ∈ L, and let ǫ := sgnω(v, p). Using (19), one easily checks that the adjoint action of Ψt(z
v)ǫ

on zp ∈ kt[L] is given by

AdΨt(zv)ǫ(z
p) = Ψt(z

v)ǫzpΨt(z
v)−ǫ = zp

|ω(v,p)|∏

k=1

(1 + tǫ(2k−1)zv).(20)

We use the notation (0)t! := 1 and

(k)t! := (k)t(k − 1)t · · · (2)t(1)t

for k ∈ Z≥1. For a, k ∈ Z≥0 with a > k, we consider the bar-invariant quantum binomial coefficient
(
a

k

)

t

:=
(a)t!

(k)t!(a− k)t!
∈ Z≥0[t±1].(21)

With this notation, the quantum analog of the binomial theorem gives

a∏

k=1

(1 + tǫ(2k−1)x) =

a∑

k=0

tǫka
(
a

k

)

t

xk.(22)

Combining (20) with (22), one obtains

AdΨt(zv)ǫ(z
p) =

|ω(v,p)|∑

k=0

(
|ω(v, p)|

k

)

t

zkv+p.

One easily extends this to obtain

AdΨt(tazv)ǫ(z
p) =

|ω(v,p)|∑

k=0

(
|ω(v, p)|

k

)

t

tkazkv+p(23)

for any a ∈ Z.
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2.4.2. The plethystic exponential. We generalize the above via the plethystic exponential. Let

R = Z((t))Jx1 , . . . xnK and let I ⊂ R be the maximal ideal generated by x1, . . . , xn. We write K = Zn
≥0

and for v ∈ K we define xv =
∏
xvii as usual. The plethystic exponential is a group isomorphism from

I (viewed as a group under addition) to 1 + I , defined by

Exp−t,x1,...,xn



∑

06=v∈K
r∈Z

avrx
v(−t)r


 =

∏

06=v∈K
r∈Z

(1− xv(−t)r)−avr .

We denote by

(24) Log−t,x1,...,xn : 1 + I → I

the inverse isomorphism of groups. The plethystic exponential can be equivalently defined (see [Get96])

in terms of the Adams operators ψk(f(x1, . . . xn,−t)) = f(xk1 , . . . x
k
n, (−t)

k) via

Exp−t,x1,...,xn(f(x1, . . . xn,−t)) = exp


∑

k≥1

ψk(f(x1, . . . xn,−t))/k


 .

Given f(x1, . . . xn, t) ∈ I we define

E(f(x1, . . . xn, t)) := Exp−t,x1,...,xn

(
f(x1, . . . xn, t)(t+ t3 + t5 + . . .)

)
.

It follows from the definition that

E(f(zv, t) + g(zv, t)) =E(f(zv, t)) · E(g(zv, t))(25)

E(−zv) =E(zv)−1 = Ψt(z
v)(26)

E(f(zv, t)) =E(f(t−jzv, t))zv 7→tjzv for j ∈ 2 · Z.(27)

Note that (27) fails if we allow odd j.

Similarly, it is straightforward to compute that for any a ∈ Z, we have

E(−t2azv) = E(t2azv)−1 = Ψt(t
2azv),(28)

and

E(t2a+1zv) =

∞∏

k=1

1

1− t2a+2kzv
.(29)

Using the identity 1
1−x =

∏∞
r=0(1 + x2

r

), (29) becomes

E(t2a+1zv) =

∞∏

k=1

∞∏

r=0

[1 + (t2a+2kzv)2
r

]

=

∞∏

r=0

∞∏

k=1

[1 + (t2
r

)2k−1(t2
r(2a+1))z2

rv)]

=

∞∏

r=0

Ψt2r (t2
r(2a+1)z2

rv)−1,

i.e.,

E(−t2a+1zv) =
∞∏

r=0

Ψt2r (t2
r(2a+1)z2

rv).(30)

Lemma 2.14. Let p(t) ∈ Z[t±1]. Then log(E(−p(t)zv)) is bar-invariant if and only if p(t) is.
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Proof. First, assume that p(t) is bar-invariant. We can write p(t) = α(t) +β(t) where α(t) is odd and

β(t) is even, and both are bar-invariant. Since

log [E(−α(t)− β(t))] = log [E(−α(t))E(−β(t))]

= log [E(−α(t))] + log [E(−β(t))] ,

it suffices to prove the claim for both α(t) and β(t) separately. Write α(t) =
∑

i αit
i. Then by (30)

we have

log[E(α(t))] = log




∞∏

r=0

∏

i∈Z|αi 6=0

Ψt2r (t2
riz2

rv)αi




=−
∞∑

r=0

∑

i∈Z|αi 6=0

αi Li(−t2
riz2

rv; t2
r

)

and the statement follows from

Li(−t2
riz2

rv; t2
r

)t7→t−1 = Li(−t−2riz2
rv; t2

r

)

and αi = α−i. The proof for β(t) is similar, but simpler.

The reverse implication follows from the fact that the zv coefficient of log(E(−p(t)zv)) is precisely

p(t)/(1)t. �

2.4.3. Characteristic function interpretation of the plethystic exponential. The operations Exp and E

have a natural interpretation in terms of generating functions of graded vector spaces, which we now

explain. Let K = Zn
≥0 be as above. Let C denote the Abelian category of (K ⊕ Z)-graded vector

spaces. We consider the Z-grading as a cohomological grading, and for V ∈ ob(C) and v ∈ K we

denote by Vv the cohomologically graded vector space obtained by taking the vth graded piece with

respect to the K-grading. We denote by Vect+K the full subcategory of C containing those objects such

that for every i ∈ Z and v ∈ K, the vector space V i
v is finite-dimensional, and for every v ∈ K there

is an Nv ∈ Z such that V i
v = 0 for all i ≤ Nv. We define the characteristic function of an object

of Vect+K by

(31) χK,t(V ) =
∑

v∈K

∑

i∈Z

dim(V i
v )xvti ∈ R.

Given an object V ∈ Vect+K we can form the free supercommutative algebra Sym(V ) generated by V ,

i.e. the quotient of the free tensor algebra of V by the two-sided ideal spanned by elements of the

form

a⊗ b− (−1)αβb⊗ a

for a and b homogeneous elements with respect to the cohomological grading, of degrees α and β.

Decomposing V = V odd ⊕ V even, with V odd the summand of V concentrated in odd cohomological

degree, and V even the summand concentrated in even cohomological degree, we have

Sym(V ) ∼= Sym(V even)⊗
∧

(V odd)

where Sym(V even) is the free commutative algebra generated by V even and
∧

(V odd) is the free exterior

algebra generated by V odd.
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The object Sym(V ) will again be an object of Vect+K if V0 = 0. This condition also implies that

χK,t(V ) ∈ I . The plethystic exponential is uniquely determined by the facts that it is a group

homomorphism and satisfies

(32) Exp−t,x1,...xn(χK,t(V )) = χK,t(Sym(V ))

for V ∈ ob(Vect+K) satisfying the condition that V0 = 0. We write B := H(pt /C∗,Q)[−1] = Q[u]

where ur has cohomological degree 2r + 1. Then if a ∈ V has degree (v, i), i.e. cohomological degree

i and K-degree v, the element a⊗ ur ∈ V ⊗ B has degree (v, i + 2r + 1). The tensor product V ⊗ B

is again an object of Vect+K . Assuming that V0 = 0, we may write

(33) E(χK,t(V )) = χK,t

(
Sym

(
V ⊗H(pt /C∗,Q)[−1]

))
.

Following [KS11, Sec. 6.1] we define the quantum tropical vertex group Gqtr to be the closure

of the subgroup of Ĝ generated by the elements E(−tazv), and we define the quantum tropical

vertex algebra gqtr ⊂ ĝ to be the image of Gqtr under log. By (28) and (30), gqtr is a Lie subalgebra

of ĝ, considered as a Lie algebra over Z. Precisely, it is the closure of the Lie algebra generated by

quantum dilogarithms, which in turn is a Lie subalgebra of our quantum torus Lie algebra ĝL+
0 ,ω.

2.5. Main result for scattering diagrams. The following theorem, for which the proof will be

completed in §5–§7, is the quantum analog of [GHKK18, Thm. 1.13] and is the key to all our other

results.

Theorem 2.15. Let Din be a finite scattering diagram in LR over g = gL+
0 ,ω of the form

Din =
{

(vω⊥
i ,E(−pi(t)z

vi)) : vi ∈ L
+
0 , i = 1, . . . , s

}
,(34)

where pi(t) ∈ Z≥0[t±1] for all i. Then there is some D representing the equivalence class of Scat(Din)

such that the incoming walls of D are precisely the walls (34), and all walls of D are of the form

(d,E(−pd(t)zvd))(35)

for various cones d ⊂ LR, vectors vd ∈ L+
0 , and Laurent polynomials pd(t) with positive integer

coefficients. If each pi(t) is of pL type, then we can choose the pd(t) to be of pL type as well. If each

pi(t) is bar-invariant in addition to having positive integer coefficients, then we can take each pd(t) to

be bar-invariant as well.

In particular, by (28) and (30), we could alternatively find D representing Scat(Din) such that the

set of incoming walls of this D forms a scattering diagram equivalent to Din, and such that all the

scattering functions of D have the form Ψt(t
2azv) or Ψt2r (t2

r(2a+1)z2
rv) for various a ∈ Z, r ∈ Z≥0,

and v ∈ L+
0 .

Proof. For the statements regarding pi(t) being positive or pL, we will in §5 inductively reduce to the

case of just two initial walls. Then Corollary 7.8 and Proposition 7.12 will prove the positivity and

pL statements, respectively, for these two-wall cases.

For bar-invariance, recall from Lemma 2.14 that p(t) is bar-invariant if and only if log(E(−p(t)zv))

is bar-invariant. Note that we can view g = gL+
0 ,ω as a Lie algebra over k rather than k[t±1], and

then we can consider the Lie subalgebra gbar (over k) consisting of the bar-invariant elements. So the

bar-invariance of the Laurent polynomials pi(t) implies that we can view Din as a scattering diagram

over gbar, and then applying Theorem 2.13 over gbar yields D defined over gbar as well. Then each

pd(t) must be bar-invariant, as desired. �
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Remark 2.16. In [Bou20b, §8], the polynomials pd(t) of (35) for certain scattering diagrams are

interpreted as (higher-genus) log BPS invariants. Theorem 2.15 thus recovers the integrality result

of [Bou20b, Thm. 33], and furthermore, proves positivity for these log BPS invariants, as well as

bar-invariance and pL type (we note that positivity for acyclic cases was proved in [Bou20b, Prop.

41]). Theorem 2.19 also yields a parity result for these log BPS invariants.

Theorem 2.15 combined with (23) will imply that the coefficients of the monomials attached to our

broken lines in §3 are Laurent polynomials in t with positive integer coefficients. This is the key to

proving Theorems 3.9 and 3.10, hence Theorem 1.1.

Conjecture 2.17. For Din as in (34), if each pi(t) is of Lefschetz type, then we can choose D

representing Scat(Din) so that all walls are as in (35) with each pd(t) of Lefschetz type.

For cases of interest for studying theta bases of quantum cluster algebras associated to acyclic

quivers, we can in fact prove Conjecture 2.17:

Theorem 2.18. Assume that Din is as in (34), and furthermore that each pi(t) = 1, and also that

the s× s matrix (ω(vi, vj))i,j is the signed adjacency matrix of an acyclic quiver Q. Then Conjecture

2.17 holds for Scat(Din).

This follows by combining results of [Bri17] and [MR19]. Since both of these papers are written in

terms of DT theory, we defer the proof to §7.2, where the result will appear as part of Proposition

7.7. Then in §7.2.3, we will combine Proposition 7.7 with Theorem 2.15 to prove the following.

Theorem 2.19. For Din as in (34) with each pi(t) having positive integer coefficients, assume that

for 1 ≤ i ≤ s′ the polynomial pi(t) is even, and that for s′ < i ≤ s the polynomial pi(t) is odd. Define

a bilinear form on Zs = Z〈e1, . . . , es〉 by

(36) λ(ei, ej) =





max(0, ω(vi, vj)) if i 6= j

1 if i = j ≤ s′

0 if i = j > s′.

Then we can find D representing DScat such that all the walls are of the form

(d,E(−pd(t)zvd))(37)

for various cones d ⊂ LR, where the Laurent polynomials pd(t) are positive and are either even or

odd, with par(pd(t)) ≡ 1 + λ(a, a) (mod 2) for some a = (a1, . . . , as) ∈ Zs
≥0 satisfying vd =

∑
i aivi,

ai ∈ Z≥0.

3. Broken lines and theta bases

3.1. Definitions and basic properties. Fix a consistent scattering diagram D in LR over g. Let

p ∈ L, Q ∈ LR \ Supp(D). A broken line γ with respect to D with ends (p,Q) is the data of a

continuous map γ : (−∞, 0] → LR \ Joints(D), values −∞ < τ0 ≤ τ1 ≤ . . . ≤ τℓ = 0, and for each

i = 0, . . . , ℓ, an associated monomial ciz
vi ∈ kt[L], with ci ∈ k[t±1] and vi ∈ L, such that:

(i) γ(0) = Q.

(ii) For i = 1 . . . , ℓ, γ′(τ) = −vi for all τ ∈ (τi−1, τi). Similarly, γ′(τ) = −v0 for all τ ∈ (−∞, τ0).

(iii) c0 = 1 and v0 = p.
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(iv) For i = 0, . . . , ℓ− 1, γ(τi) ∈ Supp(D). Let

fi :=
∏

(d,fd)∈D

d∋γ(τi)

f
sgnω(vd,vi)
d ∈ Ĝ.(38)

I.e., fi is the ǫ→ 0 limit of the element θγ|(τi−ǫ,τi+ǫ),D defined in (16) (using a smoothing of

γ). Then ci+1z
vi+1 is a homogeneous (with respect to the L-grading) term of Adfi(ciz

vi), not

equal to ciz
vi (this term ciz

vi is instead obtained by forgetting the time τi from the data).

If every wall of D has apex at the origin, then we say that Q ∈ LR is generic if Q is not in v⊥

for any v ∈ L∗. For more general D, we call Q generic as long as it is not in some bad5 measure-zero

subset of LR (we shall have no need for broken lines associated to these more general D). For each

p ∈ L and each generic Q ∈ LR, we define an element ϑp,Q ∈ ktJLK which we view as the local

expression of a theta function in a chart corresponding to Q. For any p ∈ L, we define

ϑp,Q :=
∑

Ends(γ)=(p,Q)

cγz
vγ ∈ ktJLK(39)

(the fact that ϑp,Q is well-defined is part of Proposition 3.1). Here, the sum is over all broken lines

γ with ends (p,Q), and cγz
vγ denotes the monomial attached to the final straight segment of γ. In

particular, we always have ϑ0,Q = 1. We define Acan
Q to be the kt-algebra generated by the set of

theta functions ΘQ := {ϑp,Q : p ∈ L}.

The following is essentially [Man, Prop. 2.13], but we include a more detailed proof here for

completeness. We note that exactly the same argument can be used in the classical setting.

Proposition 3.1. For fixed generic Q ∈ LR and any p ∈ L, (39) gives a well-defined element ϑp,Q ∈

ktJLK of the form

ϑp,Q = zp


1 +

∑

v∈L+
0

avz
v


 .(40)

Furthermore, the theta functions ΘQ := {ϑp,Q : p ∈ L} form a topological kt-module basis for AQ :=

ktJLK. Hence, ΘQ also forms a topological basis for the subalgebra Acan
Q ⊂ AQ.

Proof. Given n ∈ L+ ⊂ L, let δ(n) ∈ Z≥1 denote the largest number k such that n ∈ kL+ as defined

in (9). We extend this to δ : L⊕ → Z≥0 by taking δ(0) := 0. Note that δ(n1 + n2) ≥ δ(n1) + δ(n2) for

any n1, n2 ∈ L⊕.

Since g is L+
0 -graded and acts on ktJLK by L-graded kt-derivations, we see that for any v ∈ L+

0 ,

f ∈ Ĝ
‖
v, c ∈ k[t±1], and p ∈ L, the element Adf (czp) ∈ ktJLK must have the form

Adf (czp) = czp


1 +

∑

k∈Z>0

ckz
kv




for some collection of coefficients ck ∈ k[t±1]. From this it is clear that if γ is a broken line with ends

(p,Q), then vγ ∈ p + L⊕. Furthermore, we see that vγ = p if and only if γ is the unique straight

broken line with ends (p,Q), and in this case we have cγz
γ = zp. In particular, once we show that

ϑp,Q is well-defined, it will immediately follow that it has the form given in (40).

5Specifically, Q ∈ LR \ Supp(D) is generic unless it is an endpoint for some “degenerate broken line” which passes

through a joint, cf. [CPS, Rmk. 4.5].
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Now to show that θp,Q is well-defined, we need to show that for each fixed v ∈ p + L+, there are

only finitely many broken lines γ with ends (p,Q) and with vγ = v. Suppose (d, fd) ∈ D \Dδ(v−p).

Then if (d, fd) contributes to a bend of a broken line γ with ends (p,Q), we have δ(vγ−p) > δ(v−p).

Thus, it suffices to restrict to the finite scattering diagram Dδ(v−p).

By starting at τ = 0 and flowing backwards, we see that a broken line γ with ends (p,Q) and

vγ = v is uniquely determined by its kinks, i.e., by the data of where it bends and the degrees δ which

it bends by. But since each kink increases δ(vγ − p), such γ can have at most δ(v − p) many kinks,

and since Dδ(v−p) is finite, there are only finitely many places where γ can cross a wall of Dδ(v−p).

This shows that there are only finitely many such γ, as desired, and so ϑp,Q is well-defined.

Finally, since (40) says that ϑp,Q is p-pointed, Lemma 2.4 tells us that ΘQ is indeed a topological

basis for ktJLK. �

The theta functions also satisfy the following important compatibility condition, due to [CPS] in

the classical limit and [Man, Thm 2.14] in the quantum setup.

Theorem 3.2. Consider D = Scat(Din) as in Theorem 2.13. Fix two generic points Q1,Q2 ∈ LR.

Let γ be a smooth path in LR \Joints(D) from Q1 to Q2, transverse to each wall of D it crosses. Then

for any p ∈ L,

ϑp,Q2 = Adθγ,D
(ϑp,Q1).

As a special case of Theorem 3.2, if Q1 and Q2 are two generic points in LR in the same path

component of LR \ Supp(D), then there is an equality ϑp,Q1 = ϑp,Q2 .

Given p1, . . . , ps, p ∈ L, the structure constant α(p1, . . . , ps; p) ∈ kt is defined by

ϑp1,Q · · ·ϑps,Q =
∑

p∈
∑
s
i=1 pi+L⊕

α(p1, . . . , ps; p)ϑp,Q.

Here, Theorem 3.2 and Lemma 2.6 ensures that these structure constants are independent of the

generic choice of Q.

Let A denote the kt-algebra defined as in Remark 2.5, replacing the formal symbols Fv there with

formal symbols ϑv, and using the structure constants α(p1, p2; q) defined above. Let Acan denote the

kt-subalgebra generated by Θ = {ϑp : p ∈ L}. By Remark 2.5, the maps ιQ : ϑp 7→ ϑp,Q give kt-algebra

isomorphisms

ιQ : A ∼−→ AQ = ktJLK

for each Q.

The maps ιQ restrict to isomorphisms ιQ : Acan ∼−→ Acan
Q . Theorem 3.2 and Lemma 2.6 ensure that

the isomorphisms ιQ2 ◦ ι
−1
Q1

: AQ1
∼−→ AQ2 or Acan

Q1

∼−→ Acan
Q2

, can be given directly by θγ,D for γ a

path from Q1 to Q2.

The following formula for the structure constants is [Man, Prop. 2.15] (the classical case being

[GHKK18, Prop 6.4(3)]):

Proposition 3.3. For any p1, . . . , ps, p ∈ L, the corresponding structure constant is given by

α(p1, . . . , ps; p)z
p =

∑

γ1,...,γs
Ends(γi)=(pi,Q), i=1,...,s

vγ1+...+vγs=p

(cγ1z
vγ1 ) · · · (cγsz

vγs ) ∈ zp · kt,(41)

where Q is any generic point of LR which is sufficiently close to p.
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3.2. Properties preserved by adjoint actions. The following lemma implies that if D has the

form of (35) with each pd(t) being bar-invariant and having positive integer coefficients, then the

theta functions defined with respect to D will be bar-invariant as well.

Lemma 3.4. Let v ∈ L+
0 , p ∈ L, and ǫ := sgnω(v, p). Suppose p(t) is a bar-invariant positive Laurent

polynomial in t. Then AdE(−ǫp(t)zv)(z
p) is bar-invariant.

Proof. This can be seen using (28) or (30) to relate E(−ǫp(t)zv) to a product of functions of the

form Ψta(t−bzcv)Ψta(tbzcv) for various a, b, c, and then applying (23) to compute how these act on

zp. Alternatively, by Lemma 2.14, bar-invariance of p(t) implies bar-invariance of log(E (−p(t)zv)),

and then the claim follows from noting that the adjoint action of bar-invariant elements of ĝL+
0 ,ω on

kωσ,tJLK preserves bar-invariance, and so exp([log(E(−p(t)zv)), ·]) does as well. �

The next lemma implies that if Conjecture 2.17 holds, then the coefficients of the theta functions are

in fact of Lefschetz type as predicted in Conjecture 1.4, cf. Conjecture 3.13. In particular, combining

Theorem 2.18 with Lemma 3.5 will yield Theorem 1.5, cf. §4.9.

Lemma 3.5. Let v ∈ L+
0 , p ∈ L, and let ǫ := sgnω(v, p). Then

AdE(−ǫ[a]tzv)(z
p) =

∑

r≥0

pr(t)zp+rv

where the Laurent polynomials pr(t) are of Lefschetz type.

Proof. Let K = Z≥0 and let V be an integrable K-graded sl2-representation. Let h be a nonzero

element in the Cartan subalgebra of sl2. We give V a cohomological grading by placing the ith weight

space with respect to the action of h in cohomological degree i. Then V acquires a K ⊕ Z grading,

and

(42) χK,t(V ) =
∑

n∈K

fn(t)xn

with each fn(t) a Lefschetz type polynomial. Let Vi be the irreducible i-dimensional sl2-representation

(without any K-grading). Then the characteristic function χt(V ) of Vi is [i]t, and so the characteristic

function of a K ⊕ Z-graded vector space V satisfies the condition that all fn(t) defined as in (42) are

of Lefschetz type if and only if V can be constructed from a K-graded sl2-representation in this way.

We calculate

E (−ǫ[a]tz
v) zp E (ǫ[a]tz

v) =zp E
(
−ǫ[a]tt

2ω(v,p)zv
)
E (ǫ[a]tz

v)(43)

=zp Exp−t,z

(
[a]t

t−|ω(v,p)| − t|ω(v,p)|

t−1 − t
tω(v,p)zv

)

=zp Exp−t,z

(
[a]t[|b|]tt

bzv
)

(44)

where b = ω(v, p). The parity of the polynomial

[a]t[|b|]tt
b =

(
ta − t−a

)(
t|b| − t−|b|

)
tb/(t− t−1)2

is equal to the parity of the number a, or equivalently, that of 1 + par([a]t).

Now we deal with two cases. If a is odd, the znv coefficient of Exp−t,z([a]t[|b|]ttbzv) is equal to

tnbχt(
∧n

(Va ⊗ V|b|)) by (32), and so the zp+nv coefficient of (44) is χt(
∧n

(Va ⊗ V|b|)). In particular,

this coefficient is of Lefschetz type since it arises from an integrable sl2-representation. Similarly, if a
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is even, then by (32) again, the zp+nv coefficient of (44) is equal to χt(Symn(Va ⊗ V|b|)), and again of

Lefschetz type. �

The next lemma plays a similar role in showing that if the functions on walls are all pre-Lefschetz,

then so are the theta functions.

Lemma 3.6. Let v ∈ L+
0 , p ∈ L, let n ∈ Z≥0, and let ǫ := sgnω(v, p). Then

AdE(−ǫPn(t)zv)(z
p) =

∑

r≥0

pr(t)z
p+rv

where the Laurent polynomials pr(t) are of pre-Lefschetz type.

Proof. Substituting zv 7→ tmzv for m even, we deduce that

AdE(−ǫtmPn(t)zv)(z
p) =

∑

r≥0

tmrpr(t)zp+rv.

Since the property of being pre-Lefschetz is invariant under multiplication by even powers of t, we

deduce that it is enough to prove the cases n = 0, 1, since all other Pn(t) are obtained from P0(t)

and P1(t) by multiplication by even powers of t. Both P0(t) and P1(t) are Lefschetz, and so in both

of these cases, by Lemma 3.5 the polynomials pr(t) are Lefschetz, and hence pre-Lefschetz. �

The next lemma enables us to control the parities of some theta function coefficients in k[t±1].

Lemma 3.7. Let v ∈ L+
0 , p ∈ L, and let ǫ = sgnω(v, p). Let a(t), b(t) ∈ Z≥0[t±1] be positive Laurent

polynomials, satisfying par(a(t)) = α and par(b(t)) = β. Then

AdE(−ǫa(t)zv)(b(t)z
p) =

∑

r≥0

pr(t)zp+rv

where par(pr(t)) ≡ β + r(ω(p, v) + α + 1) (mod 2).

Proof. Define positive numbers ai by a(t) =
∑n

i=m ait
i for [m,n] a sufficiently large interval with

m,n ∈ Z, n−m ∈ 2 · Z≥0. Then writing

AdE(−ǫa(t)zv)(b(t)z
p) =b(t) AdE(−ǫa(t)zv)(z

p)

=b(t) Adam
E(−ǫtmzv)

(
Ad

am+2

E(−ǫtm+2zv)

(
· · ·Adan

E(−ǫtnzv) (zp)
))

we see that it is enough to prove the lemma in the special case in which both a(t) and b(t) are

monomials. For this the calculation is as in (44). �

3.3. Main results for theta functions. For the entirety of §3.3 we assume that Din is as in (34)

with each pi(t) a Laurent polynomial in t with positive integer coefficients, and D is a consistent

scattering diagram representing Scat(Din) and having one of the forms described in Theorem 2.15.

3.3.1. Positivity. Equation (23), together with the definition of a broken line, implies the following:

Lemma 3.8. Let D be a consistent scattering diagram representing Scat(Din) as in Theorem 2.15

such that all scattering functions have the form Ψt(t
2azv) or Ψt2r (t2

r(2a+1)z2
rv) for various a ∈ Z,

r ∈ Z≥0. Let γ be a broken line with ends (p,Q), and let czv be the monomial attached to some

straight segment of γ, other than the initial straight segment (whose attached monomial is zp). Then

v ∈ p+ L+ ⊂ L, and c is a Laurent polynomial in t with positive integer coefficients.

The following is an immediate corollary of Lemma 3.8 together with the definition of ϑp,Q.
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Theorem 3.9 (Universal positivity). For any p ∈ L and generic Q ∈ LR, the function ϑp,Q ∈ ktJLK

has the form

ϑp,Q = zp +
∑

v∈L+

cvz
p+v

where each cv is a Laurent polynomial in t with positive integer coefficients.

Similarly, the following is a corollary of Lemma 3.8 and (41).

Theorem 3.10 (Strong positivity). For any p1, p2 ∈ L,

ϑp1ϑp2 = ϑp1+p2 +
∑

v∈L+

α(p1, p2; p1 + p2 + v)ϑp1+p2+v,

where each α(p1, p2; p1+p2+v) ∈ kt is positive. More generally, all structure constants α(p1, . . . , ps; p) ∈

kt are positive.

3.3.2. Parity. Using Theorem 2.19 and applying Lemma 3.7 inductively, we obtain the following result

concerning the parities of the coefficients of the theta functions.

Proposition 3.11. Let Din be as (2.15), with the polynomials pi(t) satisfying the parity assumptions

of Theorem 2.19, and furthermore assume that the vectors v1, . . . , vs are linearly independent in LR.

Then in the expression

ϑp,Q = zp +
∑

v∈L+

cv(t)zp+v,

each cv(t) is even or odd, with parity given by that of ω(v, p) + λ(a, a), where a is determined by

v =
∑s

i=1 aivi, and λ is as in (36).

Proof. Define P to be the span over R of v1, . . . , vs. We define λ on P by

λ

(
s∑

i=1

aivi,

s∑

i=1

bivi

)
= λ(a, b).

This gives a well-defined bilinear form by linear independence of v1, . . . , vs, and we moreover have

ω(v, v′) = λ(v, v′)− λ(v′, v)

for v, v′ ∈ P .

Let γ be a broken line with ends (p,Q), and let cj(t)z
p+wi be the monomials associated to the

straight line segments of γ. We assume for all j ≤ k that the parity of cj(t) is given by ω(p, wj) +

λ(wj , wj). Assume that γ(τk) lies on the wall

(d,E(−d(t)zvd)).(45)

Then by Theorem 2.19, par(d(t)) = λ(vd, vd) + 1.

Combining Lemma 3.7 and the inductive hypothesis, writing

AdE(−ǫd(t)zvd)(ck(t)zp+wk) =
∑

i≥0

gi(t)z
p+wk+ivd
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we calculate that (mod 2)

par(gi(t)) ≡par(ck(t)) + i(ω(vd, p+ wk) + par(d(t)) + 1)

≡[ω(p, wk) + λ(wk, wk)] + [iω(vd, p+ wk) + iλ(vd, vd)]

≡[ω(p, wk) + ω(ivd, p+ wk)] + [λ(wk + ivd, wk + ivd)− ω(wk, ivd)]

≡ω(p, wk + ivd) + λ(wk + ivd, wk + ivd)

as required. �

3.3.3. Bar-invariance, pre-Lefschetz, and Lefschetz type. The following is an immediate consequence

of Lemmas 3.4 and 3.6.

Proposition 3.12. Suppose Din is as in (34) with each pi(t) ∈ Z≥0[t±1] being pL (respectively,

bar-invariant), and that D is the resulting consistent scattering diagram with pL (respectively, bar-

invariant) scattering functions as in Theorem 2.15. If czv is the monomial attached to a straight

segment of a broken line γ defined with respect to D, then c is pL (respectively, bar-invariant). Conse-

quently, for any p ∈ L and generic Q ∈ LR, the coefficients cv as in Theorem 3.9 are pL (respectively,

bar-invariant).

As previously noted, if the first part of Conjecture 2.17 is true, then by Lemma 3.5, we could deduce

the following conjecture in the same way as Theorems 3.10 and 3.9:

Conjecture 3.13. Assume that Din is as in (34) and satisfies the stronger assumption that each of

the Laurent polynomials pi(t) is of Lefschetz type. Then for p ∈ L and generic Q ∈ LR, the coefficients

cv in Theorem 3.9 are of Lefschetz type.

Conjecture 1.4 is then a restatement of special cases of Conjecture 3.13. For cases corresponding

to acyclic quivers, we can in fact prove Conjecture 3.13 by combining Theorem 2.18 with Lemma 3.5,

yielding the following:

Theorem 3.14. Assume that Din is as in (34), and satisfies the stronger assumption that each of

the polynomials pi(t) is equal to 1, and also that the s× s matrix (ω(vi, vj))i,j is the signed adjacency

matrix of an acyclic quiver and is nondegenerate. Then Conjecture 3.13 holds.

3.3.4. An application of positivity. One of the most useful consequences of positivity is that it ensures

that broken lines and structure constants do not vanish when applying limt→1. We illustrate this in

the proof of the following lemma, which will be useful when proving Theorem 1.6 in §4.9.

Lemma 3.15. Consider subsets Θ ⊂ Θ′ ⊂ L, and let AΘ denote the subalgeba generated by {ϑp}p∈Θ

(e.g., AΘ = Acan if Θ = L). If the classical limits of the theta functions {limt→1 ϑp}p∈Θ′ form a

k-module basis for limt→1(AΘ), then the theta functions {ϑp}p∈Θ′ form a kt-module basis for AΘ (not

just a topological basis).

Proof. By definition, AΘ is spanned over kt by products of theta functions, so it suffices to check

that each product
∏s

i=1 ϑpi of theta functions (with pi ∈ Θ for each i) can be expressed as a finite

kt-linear combination of theta functions ϑp for p ∈ Θ′. Note that strong positivity in the quantum

setting (i.e., Theorem 3.10) implies that α(p1, . . . , ps; p) is nonzero if and only if its classical limit is

nonzero. Hence, for p1, . . . , ps ∈ Θ, we have that α(p1, . . . , ps; p) is zero except at a finite collection

of p ∈ Θ′, as desired, simply because the same is true in the classical limit. �
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3.3.5. Atomicity. Recall that for each generic Q ∈ LR, we have an isomorphism ιQ : A ∼−→ ktJLK.

Given f ∈ A, let fQ := ιQ(f) ∈ ktJLK. One says that a nonzero element f ∈ A is universally

positive (with respect to the scattering atlas) if for each genericQ ∈ LR, the coefficients of fQ ∈ ktJLK

are Laurent polynomials in t with non-negative integer coefficients. We say that a universally positive

function f is atomic (or indecomposable) if it cannot be written as a sum of two other universally

positive functions. We obtain the following by the same argument used to prove the atomicity of the

classical theta basis in [Man17, Thm. 1].

Theorem 3.16. The quantum theta functions are the atomic elements of A.

Proof. Theorem 3.9 tells us that the quantum theta functions are universally positive with respect to

the scattering atlas. To show atomicity, it thus suffices to show that for any f ∈ A universally positive

with respect to the scattering atlas, the expansion f =
∑

p∈L apϑp has positive integer coefficients. For

any p ∈ L, one can choose a positive integer k which is large enough to ensure that that p /∈ p′ + kL+
0

for any p′ with ap′ 6= 0. Then for Q sharing a chamber of Dk with p, the only possible broken line with

respect to D, with ends (p′,Q) for ap′ 6= 0, and with vγ = p is the straight broken line with attached

monomial zp. It follows that for Q sufficiently close to p, ap is equal to cp in the formal Laurent

series expansion ιQ(f) =
∑

p∈L cpz
p. This is indeed positive by the universal positivity assumption

on f . �

3.3.6. Homogeneity of theta functions. The classical theta functions are known to be eigenfunctions for

various torus actions, cf. [GHKK18, Prop. 7.7 and Prop. 7.19] for the Aprin and A cases, respectively,

and also [GHK15b, Thm. 5.2] for what can be interpreted as a special case of a torus action on the

X -space. In other words, the theta functions are homogeneous with respect to certain gradings. This

property is important since, for example, the weight spaces of these torus actions on Aprin and A are

related to spaces of global sections of line bundles on X and on various (partial) compactifications of

X — cf. [GHK15a, §4] and [Man19], respectively. Applications of this to representation theory are

given in [GHKK18, §0.4] and in [Mag, Mag20]. These results on the homogeneity of theta functions for

various gradings are all special cases of the following general observation (which holds in the quantum

and classical settings):

Proposition 3.17 (Homogeneity of theta functions). Let κ : L → K be a morphism of lattices such

that the directions of all walls of Din (hence all walls of Scat(Din)) lie in ker(κ). Then Adα with

α = θγ,D defined as in (16) respects theK-grading on the algebras AQ, and so κ canonically determines

a K-grading on Acan and on any AΘ as in Lemma 3.15. The theta functions are homogeneous with

respect to this grading, and deg(ϑp) = κ(p).

3.3.7. Fibration over a torus. The following will yield Theorem 1.2(9). In the classical setting, it

essentially says that Spec of an algebra of theta functions can be viewed as a flat family over an

algebraic torus such that each fiber has a theta basis which is canonical up to a global re-scaling.

Proposition 3.18. Let H := {u ∈ L : ω(u, v) = 0 for all v ∈ L+}. Let τu denote the kt-module

automorphism of ktJLK taking zv to zv+u for each v ∈ L. Then for u ∈ H, p ∈ L, and any generic

Q ∈ LR, we have ϑp+u,Q = τu(ϑp,Q).
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Proof. Note that HR is parallel to all walls of D, so we can project to LR/HR without changing the

set of walls crossed by a broken line. Also, u ∈ H implies that gzu = zug for all g ∈ Ĝ, hence

Adg(τuz
v) = Adg(t−ω(u,v)zuzv) = t−ω(u,v)zu Adg(zv) = τu(Adg(zv)).

It follows that the projections to LR/HR of the broken lines with ends (p,Q) are precisely the same

as for the projections of the broken lines with ends (p + u,Q), except that the monomials attached

to the straight segments of the latter broken lines are obtained by applying τu to the corresponding

monomials in the former set of broken lines. The proposition then follows. �

4. Quantum cluster algebras

4.1. Seeds. We review the definitions of seeds and cluster algebras from the perspective of [FG09].

A (skew-symmetric) seed is a collection of data

S = {N, I, E := {ei}i∈I , F,B},(46)

where N is a finitely generated free Abelian group, I is a finite index-set, E is a basis for N indexed

by I, F is a subset of I, and B(·, ·) is a skew-symmetric Q-valued bilinear form on N such that

B(ei, ej) ∈ Z whenever i and j are not both in F . When i ∈ F , we say ei is a frozen vector. Let

Nuf denote the span of {ei}i∈I\F in N . If the seed S is not clear from the context, we may write the

data with subscripts S to clarify, e.g., S = {NS, IS , ES = {eS,i}, FS , BS}.

Let M = N∗ := HomZ(N,Z). We define elements e∗i ∈ M by e∗i (ej) = δij , i.e. the e∗i form a

dual basis to the ei. We define maps B1 and B2 from N to M by B1 : n 7→ B(n, ·) and B2 : n 7→

B(·, n). Given a seed S and a skew-symmetric Q-valued bilinear form Λ on M , we say (following the

quantization of cluster algebras from [BZ05]) that (S,Λ) forms a compatible pair if6

Λ(·, B1(ei)) = ei for each i ∈ I \ F .(47)

Note that the existence of such a Λ is equivalent to the condition that B1|Nuf
is injective (called the

“Injectivity Assumption” in [GHKK18]). Also note that Λ(u, v) ∈ Z for any u ∈ B1(Nuf), v ∈M .

Given a seed S as above, one associates another seed Sprin defined as follows:

• NSprin := N ⊕M , often written as just Nprin.

• ISprin is the disjoint union of two copies of I. We will call them I1 and I2 to distinguish

between them.

• ESprin := {(ei, 0): i ∈ I1} ∪ {(0, e∗i ) : i ∈ I2}.

• FSprin := F1 ∪ I2, where F1 is F viewed as a subset of I1.

• BSprin((n1,m1), (n2,m2)) := B(n1, n2) +m2(n1)−m1(n2).

We denote the analog of B1 for BSprin by Bprin
1 : Nprin → Mprin := (Nprin)∗ = M ⊕ N , identifying

N = N∗∗. I.e.,

Bprin
1 : (n,m) 7→ BSprin((n,m), ·) = (B1(n)−m,n).(48)

Note that the form BSprin is unimodular (i.e., has determinant 1) on NSprin by the argument given for

ω◦ in §2.3.4. Thus, Bprin
1 is an isomorphism, and so one can always find a skew-symmetric form Λprin

6Our B is actually what [FG09] would call ǫ, and this is the transpose of what is typically called B in the Fomin-

Zelevinsky [FZ02] perspective used by [BZ05].
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on Mprin such that (Sprin,Λprin) forms a compatible pair. For example, we may take Λprin to be the

skew-symmetric bilinear form on Mprin determined by

Λprin(Bprin
1 (a), Bprin

1 (b)) = BSprin(a, b).(49)

Alternatively, if (S,Λ) is a compatible pair, we can obtain a compatible Λprin for Sprin by taking

Λprin = ρ∗Λ where ρ is the map M ⊕N →M , (m,n) 7→ m. That is, we can choose Λprin to be given

by

Λprin((m1, n1), (m2, n2)) := Λ(m1,m2)(50)

for all (m1, n1), (m2, n2) ∈Mprin.

4.2. Construction of quantum cluster algebras. Given a compatible pair (S,Λ), we define the

quantum torus algebra

AS
q := kΛt [M ]

as in (8). For each i ∈ I, we denote

AS,i := ze
∗
S,i ∈ AS

q

where {e∗S,i}i∈I is the basis for M dual to ES . Let

C+
S := {m ∈MR : 〈ei,m〉 ≥ 0 ∀i ∈ I \ F}.(51)

Let ÅS
q denote the skew-field of fractions of AS

q — cf. [BZ05, §11] for a brief review of skew-fields

of fractions including a proof of the fact that quantum torus algebras satisfy the (left) Ore condition

and thus have well-defined (right) skew-fields of fractions, into which they embed.

Similarly, we obtain from S (without needing the existence of a compatible Λ) another quantum

torus algebra

XS
q := kBt [N ].

We write X̊S
q for the skew-field of fractions of XS

q .

Given a seed S = (N, I, E = {ei}i∈I , F,B), the mutation of S with respect to j ∈ I \ F is the

seed µj(S) := (N, I, E′ = {e′i}i∈I , F,B), where the vectors e′i are defined by

e′i := µj(ei) :=

{
ei + max(0, B(ei, ej))ej if i 6= j

−ej if i = j.
(52)

We can use the new seed to define another copy of the X version of the quantum torus algebra,

X
µj(S)
q = kBt [Nµj(S)] ∼= X

S
q — this last isomorphism is a by-product of the fact that the construction

of the quantum torus algebra is independent of ES . For the A version, recall that (S,Λ) being a

compatible pair implies that

B1 : Nuf,R → B1(Nuf,R) ⊂MR

is an isomorphism onto its image, and by (47), m 7→ Λ(·,m) is the inverse isomorphism. Since

mutation preserves Nuf and B, it follows that for each j ∈ I \ F , (µj(S),Λ) is again a compatible

pair. It therefore makes sense to define A
µj(S)
q = kΛt [M ], using the same Λ as in the definition of AS

q .

In order to consider formal versions of the quantum cluster algebras, we define certain completions

of kBt [N ] and kΛt [M ]. Taking σS,X to be the cone generated by {eS,i : i ∈ I \ F}, we consider the

completion

X̂S
q := kBσS,X ,tJNK.
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We similarly define the formal completion

ÂS
q := kΛσS,A,tJMK,

where σS,A is the cone spanned by {B1(eS,i) : i ∈ I \ F} (the existence of Λ satisfying (47) ensures

that the vectors in this set are linearly independent, thus determine a strongly convex cone). Similarly

in the principal coefficients case, we define Âprin,S
q := ÂSprin

q .

For j ∈ I \ F , the quantum dilogarithm Ψt(z
ej ) is an element of the completion X̂S

q = kBσS,X ,tJNK.

One may easily verify, e.g., using (23), that for p ∈ N satisfying B(ej , p) ≤ 0 (with ej = eS,j), we have

µX
S,j(z

p) := AdΨt(z
ej )−1(zp) =

B(p,ej)∑

n=0

(
B(p, ej)

n

)

t

zp+nej .(53)

It follows that the automorphism AdΨt(z
ej )−1 : X̂S

q
∼−→ X̂S

q induces a well-defined algebra isomorphism

µX
S,j : X̊S

q
∼−→ X̊µj(S)

q ,

with inverse defined similarly and induced by AdΨt(z
ej ).

We define

µA
S,j : ÅS

q
∼−→ Åµj(S)

q

similarly using the algebra automorphism Ad
Ψt(z

B1(ej ))−1 of ÂS
q = kΛσS,A,tJMK. By (23) again, we

deduce that

(54) µA
S,j(AS,i) =




AS,i if i 6= j

AS,i + ze
∗
i+B1(ei) if i = j.

One refers to µA
S,j and µX

S,j as the cluster A-mutations and cluster X -mutations, respectively.

Now consider an s-tuple ~ = (j1, . . . , js) ⊂ (I \ F )s. For k = 1, . . . , s, s + 1 we let ~k denote the

tuple (j1, . . . , jk−1). The tuple ~ determines a new seed

S~ := µjs ◦ · · · ◦ µj1 (S),(55)

as well as an isomorphism

µA
S,~ := µA

S~s ,js
◦ · · · ◦ µA

S~1 ,j1
: ÅS

q
∼−→ Å

µ~(S)
q ,

and similarly, an isomorphism µX
S,~ : X̊S

q
∼−→ X̊

µ~(S)
q . If ~ is empty, these are the identity isomorphisms.

In particular, S~1 = S, and S~s+1
= S~. Define

A~
q := (µA

S,~)
−1(A

S~
q ) ⊂ ÅS

q ,

and similarly,

X~
q := (µX

S,~)
−1(X

S~
q ) ⊂ X̊S

q .

For each i ∈ I, we obtain an element A~,i := (µA
S,~)

−1(AS~,i) ∈ A
~
q. The elements

⋃

~

{A~,i : i ∈ I} ∪ {A−1
~,i : i ∈ F} ⊂ A~

q

are called the quantum cluster variables. By a quantum cluster monomial, we mean an element

of the form (µA
S,~)

−1(zm) ∈ A~
q for m ∈ C+

S~
.
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The ordinary quantum cluster algebra Aord
q is defined to be the sub kt-algebra of ÅS

q generated

by the quantum cluster variables. The upper quantum cluster algebra Aup
q is defined by

Aup
q :=

⋂

~

A~
q ⊂ Å

S
q

where the intersection is over all finite tuples of elements of I \ F . The algebras A~
q are called

clusters of Aup
q (note that two different tuples ~ may yield the same cluster). The “quantum Laurent

phenomenon” [BZ05, Cor. 5.2] says that the quantum cluster variables can be expressed as quantum

Laurent polynomials in every cluster, i.e.,

Aord
q ⊂ Aup

q .(56)

The upper quantum cluster X -algebra X up
q is similarly defined by

X up
q :=

⋂

~

X~
q ⊂ X̊

S
q .

We say an element f ∈ X up
q is a (quantum) global monomial if there is some ~ such that µX

S,~(f)

is a monomial zn ∈ X
S~
q for some n ∈ NS~ . Then the ordinary quantum cluster X -algebra X ord

q

is defined to be the subalgebra of X up
q generated by the quantum global monomials.

We may define global monomials in Aup
q analogously to the definition in X up

q . In light of (56), one

sees that the quantum cluster monomials are global monomials. On the other hand, let m ∈M \C+
Sj

.

Then in A
µ~(S)
q , we have zm = tazm

′

A−k
S~,j

for some j ∈ I \F , m′ in the span of {e∗S~,i}i∈I\{j}, a ∈ 1
DZ,

and k ∈ Z≥1. By (54) it follows that µA
S~,j

(zm) is a genuine rational function, and not a Laurent

polynomial, and so zm is not a global monomial. In conclusion, the quantum cluster monomials are

precisely the global monomials in Aup
q .

Given a seed S and a compatible Λprin for the corresponding seed with principal coefficients Sprin,

we write Aprin,up
q to denote the upper quantum cluster algebra with principal coefficients, i.e., the

upper quantum cluster algebra associated to the compatible pair (Sprin,Λprin). Similarly, Aprin,ord
q

denotes the ordinary quantum cluster algebra with principal coefficients.

The following lemma relates Aprin,up
q to Aup

q and X up
q .

Lemma 4.1. Let S be a seed, and let (Sprin,Λprin) be a compatible pair. If Λprin|Bprin
1 ((N,0)) is

given as in (49), then the map ξ : N → M ⊕ N , n 7→ (B1(n), n) induces injective homomorphisms

ξ : XS
q →֒ A

prin,S
q , extending to ξ : X̊S

q →֒ Å
prin,S
q and ξ : X̂S

q →֒ Â
prin,S
q , which intertwine all sequences

of mutations, thus also inducing an injection ξ : X up
q →֒ Aprin,up

q .

On the other hand, suppose that (S,Λ) is a compatible pair and that Λprin is given as in (50).

Then the map ρ : M ⊕N →M , (m,n) 7→ m induces surjective homomorphisms ρ : Aprin,S
q → AS

q and

ρ : Âprin,S
q → ÂS

q intertwining sequences of mutations, thus also inducing ρ : Aprin,up
q → Aup

q .

Proof. First we must check that ξ and ρ induce well-defined maps of the quantum torus algebras. For

ξ, this means checking that

Λprin(ξ(n1), ξ(n2)) = B(n1, n2).(57)

By the definition of ξ, the left-hand side of (57) is Λprin((B1(n1), n1), (B1(n2), n2)), which by (48)

equals Λprin(Bprin
1 (n1, 0), Bprin

1 (n2, 0)). The equality (57) is now equivalent to the condition that
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Λprin|B1,prin((N,0)) is given as in (49). It is clear that ξ is injective and thus extends to the skew-

fields of fractions. Since ξ(ei) = Bprin
1 (ei), we see that ξ(σS,X ) = σSprin,A, and so ξ extends to the

completions as well.

Similarly, the condition for ρ to induce a well-defined map of quantum torus algebras is just that

Λprin((m1, n1), (m2, n2)) = Λ(ρ(m1, n1), ρ(m2, n2)), and this is the condition we imposed. Since

ρ(Bprin
1 (ei)) = B1(ei), we have ρ(σSprin,A) = σS,A, and so ρ extends to Âprin,S

q → ÂS
q .

It now suffices to check that ξ and ρ commute with mutations. Since the mutations are auto-

morphisms of the corresponding formal quantum cluster algebras, it suffices to check that ξ and

ρ commute with the mutations associated to the initial seed (because the same formulas define

ξ and ρ in the coordinate system associated to any other seed). For ξ, using (48) we have that

ξ(ei) = (B1(ei), ei) = π
prin
1 (ei, 0), so ξ maps Ψt(z

ei) to Ψt(z
π

prin
1 (ei)), and the commutativity of ξ

with the mutations follows. Similarly, for ρ, we have ρ(πprin
1 (ei)) = ρ(B1(ei), ei) = B1(ei), so ρ maps

Ψt(z
π

prin
1 (ei)) to Ψt(z

B1(ei)), as desired. �

Lemma 4.2. Let (S,Λ) be a compatible pair, and suppose Λ(·, B1(ei)) = ei for all i ∈ I, not just

i ∈ I \ F . Then B1 : N →M induces homomorphisms B1 : X up
q → Aup

q and B1 : X̂S
q → Â

S
q .

Proof. The condition is equivalent to requiring that Λ(B1(u), B1(v)) = B(u, v) for all u, v ∈ N , and

it follows that B1 induces a well-defined map of quantum torus algebras. This extends to the formal

quantum tori since B1(σS,X ) = σS,A. Compatibility with mutations now follows from the definitions

of µX
j and µA

j in terms of conjugation by Ψt(z
ej ) and Ψt(z

B1(ej)), respectively, and the observation

that B1(Ψt(z
ej )) = Ψt(z

B1(ej)). The claim for the upper quantum cluster algebras follows. �

4.3. The scattering diagrams associated to a seed. Given a compatible pair (S,Λ), we define

a scattering diagram DAq as follows. Take g := gM+
0 ,Λ for M0 := B1(Nuf) ⊂ M and M+

0 := (M0 ∩

σS,A) \ {0}. We then take the following as our initial scattering diagram in MR over g:

D
Aq
in := {(e⊥i ,Ψt(z

B1(ei))) : i ∈ I \ F}.

Note that we indeed have B1(ei)
Λ⊥ = e⊥i ⊂ MR by (47). We then take DAq := Scat(D

Aq
in ) as in

Theorem 2.13.

We define D
Aprin
q

in and DAprin
q in the same way as D

Aq
in and DAq above, but using a compatible pair

(Sprin,Λprin) in place of (S,Λ).

Similarly, given a seed S and taking N+ := (N ∩σS,X )\{0}, we construct the X -scattering diagram

in NR over gN+,B as follows:

D
Xq
in := {(B2(ei)

⊥,Ψt(z
ei)) : i ∈ I \ F, B2(ei) 6= 0} and DXq := Scat(D

Xq
in ).

Note that we indeed have B2(ei)
⊥ = eB⊥

i . Also, the condition that B2(ei) 6= 0 ensures that ei /∈

ker(B), as required for our definition of a wall. We can always treat ei ∈ ker(B) as a frozen vector

without changing the construction of the X -spaces or D
Xq
in , so for simplicity, one may assume that no

unfrozen vectors in ker(B) exist. We make the following observations:

Lemma 4.3. All hypotheses (hence conclusions) from Theorem 2.15 apply to the scattering diagrams

DAq , DAprin
q , and DXq . Similarly, all results of §3.3 (except possibly Theorem 3.14) apply to the theta

functions constructed from these scattering diagrams.

For the rest of this section, we assume that all consistent scattering diagrams are in one of the

forms described in the conclusions of Theorem 2.15.
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Remark 4.4 (Non skew-symmetric quantum cluster algebras). Throughout this article, we assume

that all seeds are skew-symmetric, i.e., that the bilinear form B is skew-symmetric. More generally

though, B might be merely “skew-symmetrizable,” i.e., of the form B(ei, ej) = djβ(ei, ej) for some

skew-symmetric Q-valued form β and some numbers dj ∈ Q>0 such that B(ei, ej) ∈ Z whenever i and

j are not both in F . Then following [BZ05] for the A-side and [FG09] for the X -side, the constructions

of the quantum cluster algebras change in the following ways. The maps B1 and B2 are defined in

the same way using B, but the quantum torus algebra XS
q is defined using β, i.e., XS

q := k
β
t [N ].

The compatibility condition (47) is changed to Λ(·, B1(ei)) = 1
di
ei. The mutations µA

j and µX
j are

defined using AdΨ
t1/di

(zB1(ei))−1 and AdΨ
t1/di

(zei )−1 , respectively. Then as suggested in [Man, §4.2],

the appropriate initial scattering diagrams seem to be D
Aq
in := {(e⊥i ,Ψt1/di (z

ei)) : i ∈ I \ F} and

D
Xq
in := {(B2(ei)

⊥,Ψt1/di (z
B1(ei))) : i ∈ I \ F,B2(ei) 6= 0}, because crossing these walls recovers the

quantum mutations associated to the initial seed as defined in [BZ05] and [FG09], respectively (defining

these scattering diagrams in a way compatible with limt→1 requires some careful modifications to the

definition of g). However, it is suspected that positivity for quantum theta functions will fail in this

general setup — in rank 2, the quantum theta functions are expected to agree with the quantum

greedy bases, and positivity for some greedy basis elements (outside the cluster complex) is known to

fail, cf. [LLRZ14, end of §3].

4.4. Relating theta functions for different spaces. In this subsection we explain how the theta

functions for the algebras Âq, Âprin
q , and X̂q are related to each other. We then use this to relate the

quantum theta functions to the classical theta functions as defined in [GHKK18]. We will use the

maps ξ : N → M ⊕ N and ρ : M ⊕ N → M from Lemma 4.1, and by abuse of notation we extend

these to maps between the respective lattices tensored with R.

Suppose that (S,Λ) is a compatible pair and that Λprin is given by ρ∗Λ as in (50), so we can consider

ρ as in Lemma 4.1. Then ker(ρ) = (0, NR) is parallel to the supports of the walls in D
Aprin
q

in , hence also

parallel to the supports of the walls in DAprin
q . Furthermore, as observed in the proof of Lemma 4.1,

ρ maps Ψt(z
Bprin

1 (ei)) to Ψt(z
B1(ei)). Thus, using the uniqueness of the consistent scattering diagram

in Theorem 2.13, we have (up to equivalence) that

DAq = {(ρ(d), ρ(f)) : (d, f) ∈ DAprin
q },(58)

and furthermore, for each (d, f) ∈ DAprin
q , d = ρ−1(ρ(d)). We thus obtain the following (cf. Lemma

2.11):

Lemma 4.5. Suppose that (S,Λ) and (Sprin,Λprin) are compatible pairs such that Λ(m1,m2) =

Λprin((m1, n1), (m2, n2)) for all (m1, n1), (m2, n2) ∈ Mprin, so ρ is well-defined as in Lemma 4.1.

Then for any p ∈Mprin and generic Q ∈Mprin
R , the theta function ϑp,Q defined with respect to DAprin

q

and the theta functions ϑρ(p),ρ(Q) defined with respect to DAq are related via

ϑρ(p),ρ(Q) = ρ(ϑp,Q).

Now suppose that Λprin is given as in (49) so we can consider the map ξ as in Lemma 4.1. We

similarly saw in the proof of Lemma 4.1 that ξ takes the scattering functions of D
Xq
in to those of D

Aprin
q

in .

Furthermore, if n ∈ B2(ei)
⊥, then ξ(n) = (B1(n), n) ∈ (ei, 0)⊥, so ξ maps the supports of walls of

D
Xq
in to the supports of the respective walls of D

Aprin
q

in . It follows that we can use ξ to identify DXq
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with the intersection of DAprin
q and

ξ(NR) = {(m,n) ∈Mprin
R : m−B1(n) = 0}.(59)

I.e.,

DXq = {(ξ−1(d), fd) : (d, fd) ∈ DAprin
q , codim(ξ−1(d)) = 1}.(60)

Note that directions of walls in DAprin
q lie in

N ′ := Bprin
1 (N ⊕ 0) = {(B1(n), n) ∈M ⊕N : n ∈ N},(61)

and by (59), this is the same as ξ(N). Define

κ : M ⊕N →M(62)

(m,n) 7→ m−B1(n).

We note that this map κ agrees with the grading deg considered in [Man19] and the weight w as in

[GHKK18, (B.3)]. Then N ′ = ker(κ), and by Proposition 3.17, Âprin
q is M -graded.

Lemma 4.6. Let S be a seed, and let (Sprin,Λprin) be a compatible pair such that Λprin|Bprin
1 ((N,0))

is given as in (49), so the map ξ of Lemma 4.1 is well-defined. For p ∈ N and generic Q ∈ NR, the

theta function ϑp,Q defined with respect to DXq is related to the theta function ϑξ(p),ξ(Q) defined with

respect to DAprin
q via

ξ(ϑp,Q) = ϑξ(p),ξ(Q).

Proof. For γ a broken line in DXq , we obtain a broken line in DAprin
q by considering ξ◦γ and replacing

the monomials ciz
vi associated to straight sections with ciz

ξ(vi). By (60) these are exactly the broken

lines with ends of M -degree zero. �

We similarly find the following:

Lemma 4.7. Suppose Λ(·, B1(ei)) = ei for all i ∈ I so that Lemma 4.2 applies. Then for all p ∈ N

and generic Q ∈ NR, the theta function ϑp,Q defined with respect to DXq is related to the theta function

ϑB1(p),B1(Q) defined with respect to DAprin
q via

B1(ϑp,Q) = ϑB1(p),B1(Q).

Proposition 4.8. The classical limits of the quantum theta functions in ÂS
q , Â

prin,S
q and X̂S

q are the

corresponding classical theta functions of [GHKK18].

Proof. It is straightforward to check that applying limt→1 to DAq yields the corresponding clas-

sical scattering diagram Din,s of [GHKK18]. The claim thus follows for Âprin,S
q , since for these

cases the [GHKK18] theta functions are constructed directly from the broken lines corresponding

to limt→1 D
Aprin
t

q = Din,sprin . For ÂS
q , [GHKK18, §7.2] constructs the theta functions by applying

the classical analog of our map ρ from Lemma 4.1.7 Lemma 4.5 states that ρ takes quantum theta

functions to quantum theta functions, so the classical limits of the quantum theta functions in Âq are

indeed the classical theta functions of [GHKK18].

7The reason that [GHKK18] does not just directly construct the theta functions for the A-space using Din,s is that

they allow A-spaces for which their “injectivity assumption” is not satisfied, i.e., for which there is no compatible pair

Λ, hence no quantization. In such cases, there might not exist a strictly convex cone σS,A containing the negative

directions of the initial walls.
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In the classical limit, applying ξ−1 to the theta functions of M -degree 0 is precisely the construction

of the theta functions on the X -space in [GHKK18, Constr. 7.11]. So by Lemma 4.6, the classical

limits of our theta functions in X̂S
q are the classical theta functions of [GHKK18]. �

4.5. The cluster complex. Let (S,Λ) be a compatible pair. For each j ∈ I \ F , define an integral

piecewise linear bijection Tj : MR →MR by

Tj(m) :=




m+ 〈ej ,m〉B1(ej) if 〈ej ,m〉 ≥ 0

m otherwise.
(63)

We may write Tj as T S
j if S is not clear from context — the vector ej above is more precisely eS,j.

Note that by (52), we have for each i ∈ I \ {j} that

T S
j (B1(eS,i)) = B1(eµj(S),i),(64)

while T S
j (B1(eS,j)) = −B1(eµj(S),j). We note that one may use the compatibility condition (47) to

express Tj in terms of Λ as follows:

Tj(m) :=




m+ Λ(m,B1(ej))B1(ej) if Λ(m,B1(ej)) ≥ 0

m otherwise.

Given a tuple ~ = (j1, . . . , js) ⊂ (I \ F )s, we define8

T~ := TA
~ := T

S~s
js
◦ · · · ◦ T

S~1
j1

: MR →MR.(65)

Given generic Q ∈MR, let

ψ~,Q : M ∼−→M(66)

denote the linear automorphism obtained by restricting T~ to a neighborhood of Q and then extending

linearly. Writing T S
j,−(m) = m and T S

j,+(m) = m + 〈eS,j,m〉B1(ej), we see that each T S
j,± preserves

Λ. Since ψ~,Q is a composition of such maps, it follows that ψ~,Q preserves Λ and thus induces an

automorphism of kΛt [M ].

Recall that for each seed S~, we have a cone C+
S~
⊂MR defined as in (51) to be the dual to the cone

spanned by {eS~,i}i∈I\F . This may be computed explicitly using the dual to the mutation, i.e.,

(e∗µj(S),i) :=




e∗S,i for i 6= j

−e∗S,j +
∑

k 6=j max(0, B(eS,k, eS,j))e
∗
S,k for i = j.

The following property of DAq is key for relating the theta functions to the cluster algebras.

Proposition 4.9 (Chamber structure of DAq ). There exists a fan9 C in MR, called the cluster

complex, such that

(1) C is a sub cone-complex of the cone-complex induced by the supports of the walls of DAq .

(2) The chambers of C (i.e., the top-dimensional cones of C) are in bijective correspondence with

the clusters of Aup
q . Furthermore, the chamber CS~ corresponding to the seed S~ is equal to

T−1
~ (C+

S~
), for C+

S~
defined as in (51).

8As noted in [GHKK18, Prop. 2.4], TS
~

may be viewed as the Fock–Goncharov tropicalization of µS,~.
9Cones of C are convex, but if F 6= ∅, they will not be strongly convex.
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(3) Each chamber of C has exactly #(I \ F ) facets. For two seeds S~ and S~k mutation equivalent

to S, the chambers CS~ and CS~k in C intersect along a facet d if and only if the clusters

A~
q and A

~k
q are related by a mutation µA

j for some j ∈ I \ F , i.e., if µA
S~,j

(A~
q) = A

~k
q . Let

v = ±ψ−1
~ (B1(eS~,j)), with the sign chosen so that v lies in σS,A (using ~k instead of ~ would

result in the opposite sign). Then d ⊂ vΛ⊥, and the scattering function along d is Ψt(z
v).

(4) For generic Q~ ∈ CS~, denote

ψ~ := ψ~,Q~ .(67)

Let Q be another generic point, this time in CS, and let γ be a path from Q to Q~ for which

the path-ordered product p = θγ,DAq is well-defined. Let

ι~ := Adp .

Then on Aup
q , we have

ψ~ ◦ ι~ = µA
~ .

The classical version of Proposition 4.9(1)–(3) follows from applying [GHKK18, Thm. 1.24] induc-

tively, cf. [GHKK18, Construction 1.30]. The quantum analog of [GHKK18, Thm. 1.24] is Proposition

A.1, and Proposition 4.9(1)–(3) similarly follows from applying this inductively.

The classical version of Proposition 4.9(4) is equivalent to [GHKK18, Thm. 4.4], specifically, cf.

the commutative diagram (4.6) of loc. cit in the case v = v′ there. The arguments of loc. cit. apply

to yield the quantum version in the same way, i.e., as a consequence of Proposition A.1.

While deducing (1)–(3) from Proposition A.1 is fairly simple, the proof of (4) is more involved.10

We therefore present a different argument which uses positivity to deduce Proposition 4.9 directly

from its classical analog. We will need the following Lemmas:

Lemma 4.10. For any linear automorphism φ : M ∼−→M , any v,m ∈M , and ǫ = ±1, we have

φ ◦Adǫ
Ψt(zv) ◦φ

−1(zm) = Adǫ
Ψt(zφ(v))(z

m)(68)

in ÅS
q . Here, Ψt(z

v) is viewed as an element of kΛt,σJMK for some cone σ containing v, and Ψt(z
φ(v))

is viewed as an element of kΛt,σ′JMK for some cone σ′ containing φ(v). As usual, we define φ on ÅS
q

via φ(zm) := zφ(m), and similarly for φ−1.

Proof. Note that φ induces a kt-algebra isomorphism φ : kΛt [M ] ⊗kt[zv] ktJz
vK → kΛt [M ] ⊗kt[zv ]

ktJz
φ(v)K, so the left-hand side of (68) becomes

φ(Ψt(z
v)ǫφ−1(zm)Ψt(z

v)−ǫ) = Ψt(z
φ(v))ǫ(zm)Ψt(z

φ(v))−ǫ.

This is the right-hand side of (68), as desired. �

Lemma 4.11. If n := Λ(v, p) and zp ∈ kΛt [M ], then

AdΨt(z−v) ◦AdΨt(zv)(z
p) = zp+nv.

In order to make sense of the operators on the left hand side, we proceed as in the definition of µA
j .

First we embed kΛt [M ] →֒ ÅS
q . Then AdΨt(zv)(z

p) is an automorphism of (some) completion of kΛt [M ]

containing Ψt(z
v), which induces an automorphism of ÅS

q , while AdΨt(z−v) is an automorphism of

some (other) completion of kΛt [M ], inducing another automorphism of ÅS
q .

10The fact that two seeds correspond to the same cluster only if they correspond to the same chamber of C is actually

not immediate from Proposition A.1. This instead follows from (4).
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Proof. Suppose n ≥ 0. Then

AdΨt(z−v) ◦AdΨt(zv)(z
p) =zp(1 + zvt)(1 + zvt3) · · · (1 + zvt2n−1)(1 + z−vt1−2n)−1 · · · (1 + z−vt−1)−1

=zpznvtn
2

=zp+nv.

A similar calculation applies for n ≤ 0. �

Proof of Proposition 4.9. The existence of the fan C satisfying Properties (1) and (2) follows from the

classical case [GHKK18, Construction 1.30] because positivity implies that the set of walls is unchanged

when we take the t 7→ 1 limit. Consider a wall (d, f) of C with associated vector v = ±ψ−1
~ (B1(eS~,j))

as in the statement of (3). The classical analog of (3) says that

lim
t→1

f = lim
t→1

Ψt(z
v).(69)

Theorem 2.15 tells us that f = E(−p(t)zv) for p(t) a bar-invariant Laurent polynomial in t with

positive integer coefficients. By (69), p(1) must equal 1, and so (using positivity and bar-invariance)

the only possibility is that p(t) = 1, as desired.

For (4), let ~ = (j1, . . . , js), and suppose inductively that ψ~s ◦ ι~s = µA
~s

. By (3), we know

that the wall-crossing automorphism for crossing from C~s to C~ is given by Adǫ

Ψt(z
ψ
−1
~

(−ǫv)
)
, where

v = B1(eS~s ,js), so µA
S~s ,js

= Ad−1
Ψt(zv)

. The sign ǫ = ±1 is, on one hand, determined by the requirement

that ǫv ∈ σS,A. On the other hand, by the definition of the wall-crossing automorphism (14), the

exponent for Ad should be sgn(Λ(ψ−1
~s

(−ǫv), p)) for p in the interior of C~s . To see that this is ǫ, we

compute

sgn(Λ(ψ−1
~s

(−ǫv), p)) = −ǫ sgn(Λ(v, ψ~s(p))) = ǫ sgn(〈eS~s ,js , ψ~s(p)〉) = ǫ,

where the last equality uses part (2) to say that p ∈ C+
S~s

.

Now, we have

ψ~ ◦ ι~ = ψ~ ◦Adǫ

Ψt(z
ψ
−1
~

(−ǫv)
)
◦ι~s

= ψ~ ◦Adǫ

Ψt(z
ψ
−1
~

(−ǫv)
)
◦ψ−1

~s
◦ µA

S,~s

= Adǫ
Ψt(z−ǫv) ◦ψ~ ◦ ψ

−1
~s
◦ µA

S,~s ,

where the second equality uses the inductive assumption and the last equality uses Lemma 4.10. Since

µA
S,~ = µA

S~s ,js
◦ µA

S,~s
, applying (µA

~s
)−1 on the right and applying Ad−ǫ

Ψt(z−ǫv) on the left reduces the

desired result to

ψ~ ◦ ψ
−1
~s

= Ad−ǫ
Ψt(z−ǫv) ◦Ad−1

Ψt(zv)
.

For ǫ = −1, the right-hand side is the identity, and for ǫ = 1, Lemma 4.11 tells us that the right-hand

side is given by zp 7→ zp−Λ(v,p)v. So it suffices to check that ψ~ ◦ψ
−1
~s

is determined by the appropriate

linear map. Since the above arguments all apply in the classical limit in the same way, and we know

the result holds in the classical limit, it follows that ψ~ ◦ψ
−1
~s

is indeed determined by this linear map,

and the result follows. �

Remark 4.12. [Mou] proves the analogous chamber decomposition for Hall algebra scattering diagrams

(as in [Bri17]) associated to quivers with non-degenerate potential. It is not always the case that the

associated quantum stability scattering diagram is equivalent to DAq (unless the potential is genteel
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as in Def. 7.3), but [Mou, Thm. 1.1] together with Proposition 4.9 above imply that, if the potential

is non-degenerate, then the two will at least agree on the support of C.

4.6. Theta functions as elements of the quantum cluster algebras. We now use Proposition

4.9 to deduce our results on the ordinary and middle quantum cluster algebras. Recall the linear maps

ψ~ as in (67), as well as the induced automorphisms of the quantum torus algebras, also denoted ψ~.

Corollary 4.13. Consider p ∈M and generic Q,Q~ in CS and CS~ , respectively. Suppose ϑp,Q ∈ AS
q ,

i.e., ϑp,Q is a Laurent polynomial, not just a formal Laurent series. Then ϑp,Q~ is also a Laurent

polynomial. Furthermore, ψ~(ϑp,Q~) = µA
S,~(ϑp,Q) ∈ A

S~
q , so ϑp determines an element of Aup

q .

If p ∈ C+S~ ∩M and Q is a generic point in the interior of C+S~, then ϑp,Q = zp, and so ϑp,Q is

a quantum cluster monomial. On the other hand, all quantum cluster monomials are quantum theta

functions.

Proof. The statement that each ϑp,Q~ is a Laurent polynomial follows from its classical analog [GHKK18,

Prop. 7.1] and the positivity of broken lines — since the classical limit has contributions from only

finitely many broken lines, and applying limt→1 does not cause any broken lines to vanish, the quan-

tum theta function must consist of contributions from only finitely many broken lines as well. The

claim that ψ~(ϑp,Q~) = µA
S,~(ϑp,Q) ∈ A

S~
q then follows from Theorem 3.2 and Proposition 4.9(4).

For the statements on cluster monomials, [GHKK18, Prop. 3.6 and 3.8] together show that in the

classical limit, the only broken line contributing to ϑp,Q is the straight line with attached monomial

zp. By positivity, this is also the only broken line for the quantum analog (any others would have

non-trivial classical limit), and since it has no kinks, the attached monomial must again be the initial

monomial zp. �

Let Θmid
A denote the set of p ∈ M such that ϑp,Q is a Laurent polynomial for some generic Q ∈ C

(hence for all generic Q ∈ C by Corollary 4.13). I.e., Θmid
A is the set of p such that ϑp ∈ Aup

q rather

than just ÂS
q . In particular,

C ∩M ⊂ Θmid
A ,

because for p ∈ C∩M and Q a generic point of MR sharing a maximal cone of C with p, Corollary 4.13

tells us that ϑp,Q = zp, which in particular is a Laurent polynomial (this yields a new proof of the

quantum Laurent phenomenon (56)). In fact, using positivity again, we find that Θmid
A is the same in

the quantum setup as in the classical setup, and furthermore, we find that all of [GHKK18, Theorem

7.5] carries over to the quantum setup (cf. Lemma 3.15). In particular, we have the following:

Proposition 4.14. Let Amid
q denote the kt-submodule of Aup

q spanned by {ϑp}p∈Θmid
A

. Then Amid
q is

naturally a subalgebra of Aup
q , and we have inclusions of algebras

Aord
q ⊂ Amid

q ⊂ Aup
q ⊂ Âq.

Furthermore, the classical t 7→ 1 limit of Amid
q is the classical middle cluster algebra, called mid(A) in

[GHKK18].

For the quantum X -algebras, recall from the proof of Proposition 4.8 that the theta functions in

X̂S
q can be obtained by applying ξ−1 to the M -degree 0 theta functions of Âprin,S

q , for M -degree as

in (62). Let

Θmid
X := Θmid

Aprin ∩N ′,
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viewed as a subset of N using ξ−1. Here, Θmid
Aprin is defined in the same way as Θmid

A , but for the

seed Sprin in place of S. By [GHKK18, Lem. 7.10(3)], the t 7→ 1 limit of any ϑp with p ∈ Θmid
X is

an element of X up (as opposed to just X̂S). This together with positivity implies that ϑp must have

been in X up
q (as opposed to X̂S

q ). In summary, we have the following:

Proposition 4.15. Let Xmid
q denote the kt-submodule of X̂S

q spanned by {ϑp}p∈Θmid
X

. Then Xmid
q is

naturally a subalgebra of X up
q , and we have the inclusions of algebras

X ord
q ⊂ Xmid

q ⊂ X up
q ⊂ X̂q.

Furthermore, the classical t 7→ 1 limit of Xmid
q is the algebra mid(X ) of [GHKK18].

Here, the fact that Xmid
q is closed under multiplication follows from the observation that it is the

intersection of Aprin,mid
q and ξ(X̂q), and each of these is closed under multiplication. The fact that

X ord
q ⊂ Xmid

q follows from noting that global monomials in X up
q are just global monomials in Aprin,up

q

having degree 0 with respect to the M -grading (precisely as in the classical analog, [GHKK18, Lem.

7.10(3)]), and these are theta functions in Aprin,mid
q .

4.7. Atlases. We will now describe various atlases — i.e., sets of morphisms to (formal) quantum

torus algebras — on our quantum cluster algebras.

4.7.1. Atlases for A. LetQ,Q0 ∈MR be generic with Q0 in the interior of C+
S . Let γ be a smooth path

from Q0 to Q which is transverse to the walls of DAq . Then the isomorphism ιQ : ÂS
q

∼−→ kΛσS,A,tJMK

of (1) is given by the path-ordered product

ιQ := θγ,DAq .

These charts ιQ for generic Q ∈MR form the scattering atlas for ÂS
q .

The subset of charts ιQ for generic Q ∈ C is what we call the cluster atlas. For Q ∈ C+
S~
⊂ C, denote

the corresponding chart ιQ by ι~. If Q ∈ C+
S~

, then Proposition 4.9(4) implies that ψ~ ◦ ιQ = µA
S,~ on

Aup
q . Since ψ~ is a kt-algebra automorphism of kΛt [M ], we may view the restriction of the cluster atlas

to Aup
q as agreeing with the usual set of quantum clusters.

4.7.2. Atlases for X . To construct ιQ for the X -spaces in terms of path-ordered products, we use the

injections ξ : X̂S
q →֒ Â

prin,S
q and ξ : NR →֒ Mprin

R . Let Q be a generic point in NR, and let Q0 be a

generic point in the interior of C+
Sprin ⊂ Mprin

R . Let γ be a smooth path from Q0 to ξ(Q) in Mprin
R ,

transverse to the walls of DAprin
q . Then ιQ : X̂S

q
∼−→ kBσS,X ,tJMK is given by

ιQ := ξ−1|
ξ(X̂S

q ) ◦ θγ,DA
prin
q
◦ ξ.

Here we use from the proof of Proposition 4.8 that scattering with respect to DAprin
q preserves the

M -degree and that ξ(X̂S
q ) can be identified with the subalgebra of degree 0 elements of Âprin,S

q . This

gives the scattering atlas for X̂S
q .

In fact, we could more generally allow γ to end at any generic Q ∈ Mprin
R , not just restricting to

Q ∈ ξ(NR), giving what we call the principal coefficients scattering atlas. Theorems 3.9 and 3.16 still

hold for X̂S
q when we allow these more general choices of Q, by the same arguments.

Suppose Q is in the cluster complex for Aprin
q , say in the chamber corresponding to a sequence of

mutations ~, and denote the corresponding ιQ by ι
prin
~ . Let ψprin

~ denote the linear automorphism of

Mprin defined as in (67) but using Sprin. Then ψprin
~ ◦ ιprin~ agrees with µAprin

Sprin,~ on Aprin,up
q , and by
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further restricting, they agree on X up
q . Thus, as in the A-case, we can view the cluster atlas on X up

q

as agreeing with the usual set of quantum clusters, as considered in [FG09].

4.8. Enough global monomials. Consider the subalgebrasAcan
q ⊂ ÂS

q and X can
q ⊂ X̂S

q generated by

the theta functions. By Proposition 3.1, the theta functions form topological bases for these algebras.

The theta functions will form an ordinary basis precisely when the multiplication rule is polynomial,

i.e., if for each p1, p2, there are only finitely many p such that the structure constant α(p1, p2; p) is

nonzero. By strong positivity, nonzero structure constants never vanish when applying limt→1, so this

polynomiality property is equivalent to the analogous property in the classical limit (alternatively,

this equivalence follows from Lemma 3.15, with Θ and Θ′ both equal to the full lattice). Thus,

Proposition 4.16. The theta functions form a kt-module basis for Acan
q (resp. X can

q ) if and only if

their classical limits form a k-module basis for the corresponding classical algebra Acan (resp. X can).

Conditions implying polynomiality in the classical setup are explored in [GHKK18]. In particular,

[GHKK18, Thm. 0.12(1)] states that the multiplication of theta functions in Acan (resp. X can) is

polynomial whenever Acan (resp. X can) has “Enough Global Monomials,” as we will now define.

Consider a Laurent polynomial g =
∑

v∈L cvz
v in a quantum torus algebra kωt [L] or in the classical

limit k[L]. Let u ∈ L∗. Then gtrop(u) is defined by

gtrop(u) := min
v∈L|cv 6=0

〈v, u〉.

Geometrically (at least in the classical setup), this should be viewed as the valuation of g along the

toric boundary divisor corresponding to the direction u.

Definition 4.17. One says that Aq (resp., Xq) has enough global monomials (EGM) if for every

u ∈ NS (resp., every u ∈ MS), there exists a global monomial g ∈ Aord
q ⊂ AS

q = kΛt [M ] (resp.

g ∈ X ord
q ⊂ XS

q = kBt [N ]) such that gtrop(u) < 0.

The analogous definition applies in the classical setup. Of course, having EGM in the quantum

setup is equivalent to having EGM in the classical setup by our usual argument: positivity implies

that no terms vanish when applying limt→1. See [GHKK18, Prop. 0.14] for conditions implying that

Aprin has EGM.

Proposition 4.18. Suppose Aq (resp. Xq) has enough global monomials. Then Acan
q (resp., X can

q )

is finitely generated over kt. Furthermore, each element of Aup
q (resp. X up

q ) is a finite kt-linear

combination of theta functions, so in particular we have Aup
q ⊂ A

can
q (resp., X up

q ⊂ X can
q ).

Proof. The classical analog of the first statement for Aprin and X is [GHKK18, Cor. 8.21], while

the classical analog of the second statement for Aprin is [GHKK18, Prop. 8.22]. The same argument

applies to prove the second statement for X , and if the injectivity assumption holds, then the same

arguments also apply to A. The proof of the quantum version is the same. Indeed, the arguments

of [GHKK18, §8.1-§8.3] are based entirely on properties of convex piecewise-linear functions and on

the directions of broken lines/exponents of the associated monomials, and this data is identical in the

classical and quantum setups. �
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4.9. Proofs of the main theorems.

Proof of Theorem 1.1. We now put our results together to complete the proof of Theorem 1.1. First,

note that all broken lines, mutations, and actions of path-ordered products could be defined over Zt

rather than kt, so we may work over Zt as in §1.1. The statement that the theta functions form

a topological basis for V̂S
q is part of Proposition 3.1. The statement that the global monomials are

elements of the theta basis is Corollary 4.13 in the A case and the proof of Proposition 4.15 in the X

case.

The fact that ιQ(ϑp) has coefficients in Z[t±1] instead of Z[t±1/D] was already implicit in our

definition of the theta functions in §3.1 — the fundamental point here is the assumption that ω(L0, L)

is contained in Z instead of just Q. That ϑp is p-pointed is given by (40). Next we note that the

functions on the walls of DVq are bar-invariant and pre-Lefschetz by the corresponding statements in

Theorem 2.15. That ϑp is bar-invariant and pre-Lefschetz then follows as a special case of Proposition

3.12. The claim regarding the parity of the coefficients is a special case of Proposition 3.11.

Next, positivity of the coefficients α(p1, p2; p) is given by Theorem 3.10. Finally, atomicity is a

special case of Theorem 3.16, with the extension to the principal coefficients scattering atlas following

as in §4.7.2. �

Proof of Theorem 1.2.

(1) is just Proposition 4.8. (2) follows from our usual positivity arguments — the cardinality of

the set of broken lines with nonzero attached monomial is unchanged when we apply limt→1. The

statement that Θmid
V = Θmid

V,R ∩LV for Θmid
V,R a convex cone then follows from [GHKK18, Thm. 0.3(4)].

That this remains a convex cone under the application of any TV
~ is then a consequence of (6), which

itself follows from Corollaries A.4 and A.5.

(3) is Proposition 4.14 for V = A and Proposition 4.15 for V = X . (4) is the combination of

Propositions 4.16 and 4.18. The first statement of (5) is a special case of (2), and the second statement

then follows from the last part of (4). (7) follows from Proposition 3.17.

Next, (8) follows from Lemmas 4.2 and 4.7. The ∗ = up case is part of Lemma 4.2, while the

∗ = can case follows from the fact that B1 takes theta functions to theta functions, which is the

statement of Lemma 4.7. Combining these, a theta function in X up
q maps to a theta function and also

to an element of Aup
q , so the ∗ = mid case follows. The ∗ = ord case follows from noting that B1 takes

global monomials to global monomials. The fact that the image has degree 0 is immediate from the

definition of the KA–grading and from the homogeneity of the theta functions as in Proposition 3.17.

Finally, (9) is a special case of Proposition 3.18. �

Proof of Theorem 1.5. By definition, S being acyclic means that (B(ei, ej))i,j∈I\F is the signed ad-

jacency matrix of an acyclic quiver. If there is a compatible Λ, then (47) implies that

(Λ(B1(ei), B1(ej)))i,j∈I\F

is also the signed adjacency matrix of an acyclic quiver. Theorem 2.18 thus applies to by DXq and

DAq . Finally, the claim for the theta functions follows using Lemma 3.5. �

Proof of Theorem 1.6. It follows from Theorem 1.2(2,3) for ∗ = mid, can, or more directly for ∗ = ord,

that the images of these restrictions are the corresponding classical analogs, so in these three cases

they indeed give surjective homomorphisms limt→1 : V∗
q → V

∗. Now, since 〈t1/D − 1〉V̂S
q is the kernel
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of limt→1 : V̂S
q → V̂

S := kσJLK, the injectivity problem amounts to showing that

(
〈t1/D − 1〉V̂S

q

)
∩ V∗

q ⊂ 〈t
1/D − 1〉V∗

q

(the reverse containment being obvious).

Suppose ∗ = up. If f ∈ V̂S
q \ V

up
q , then there is some cluster where f is an infinite Laurent series

(not a Laurent polynomial), and then (t1/D − 1)f is also an infinite series in this cluster. So then

(t1/D − 1)f /∈ Vup
q . I.e., (t1/D − 1)f can be in Vup

q only if f ∈ Vup
q . The desired containment follows.

Now suppose ∗ = mid or ∗ = can. Let f =
∑

p apϑp ∈ V
∗
q lie in the kernel of limt→1. Let ϑp denote

the classical theta function corresponding to p as in [GHKK18], so ϑp = limt→1(ϑp) by Theorem

1.1(4). Then

lim
t→1

(f) =
∑

p

lim
t→1

(ap)ϑp,

and since the classical theta functions are linearly independent, this implies that limt→1(ap) = 0 for

each p. Hence, each ap is divisible by (t1/D − 1), and so f must be divisible by (t1/D − 1) in V∗
q , as

desired.

Finally, suppose that Vord = Vmid. Since we have proven the claim for ∗ = mid, the ∗ = ord case

follows as long as Vord
q = Vmid

q . Let Θ denote the set of p ∈ LV for which ϑp is a global monomial

(alternatively, a quantum cluster variable), and let Θ′ = Θmid
V . Then the claim follows from Lemma

3.15, because Vord = Vmid exactly means that {limt→1 ϑp}p∈Θ′ spans AΘ = Vord as in the hypotheses

there. �

5. Reduction of quantum positivity to the two-wall cases

Our goal for the remainder of the paper is to prove Theorem 2.15. In this section, we will use the

arguments of [GHKK18, §C.3] to reduce to the case of two initial walls, i.e., we will reduce to the case

Din = {(vω⊥
1 ,E(−ta1zv1)), (vω⊥

2 ,E(−ta2zv2))}(70)

for a1, a2 ∈ Z to prove the positivity statement in Theorem 2.15, and the case

Din = {(vω⊥
1 ,E(−Pa1(t)zv1)), (vω⊥

2 ,E(−Pa2(t)zv2))}(71)

to prove the statement regarding pL type polynomials. Furthermore, we will be able to assume that v1

and v2 form part of a basis for L. From here, [GHKK18] uses their “change of lattice trick” to further

reduce to the case where |ω(v1, v2)| = 1. However, this final trick does not work in the quantum

setting! We will therefore use different methods, developed in §6 and applied in §7, to tackle the cases

of (70) and (71).

5.1. The change of monoid trick. For any v ∈ L+
0 , we say v has order k if v ∈ kL+

0 \ (k + 1)L+
0 .

The change of monoid trick from [GHKK18, §C.3] is essentially a way to reduce to the case where the

vectors v1, . . . , vs in (34) all have order 1 and form part of a basis for L. We review this here.

Let u1, . . . , ur be a basis for L. For Din as in (34), consider the lattice

L̃ := Z〈ṽ1, . . . , ṽs, ũ1, . . . , ũr〉
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together with the map

π : L̃→ L,

s∑

j=1

aj ṽj +
r∑

i=1

biũi 7→
s∑

j=1

ajvj +
r∑

i=1

biui.

The form ω on L pulls back to give a new rational skew-symmetric form ω̃ := π∗ω on L̃. Let σ̃ be the

cone in L̃ spanned by ṽ1, . . . , ṽs. Note that π(σ̃) ⊂ σ. Define L̃0 = Z〈ṽ1 . . . , ṽs〉 and L̃+
0 := (σ̃∩L̃0)\{0}.

Consider the scattering diagram D̃in in L̃R over gL̃+
0 ,ω̃ given by

D̃in :=
{

(π−1(di),E(−pi(t)z
ṽi)) : i = 1, . . . , s

}
.

Define the Lie algebra homomorphism

̟ : gL̃+
0 ,ω̃ → gL+

0 ,ω

ẑv 7→
zπ(v)

t|v| − t−|v| .

Then Lemma 2.11 gives us a well-defined consistent scattering diagram in LR over gL+
0 ,ω, namely,

(π, ̟)∗(Scat(D̃in)) := {(π(d), ̟(fd) : (d, fd) ∈ Scat(D̃in)}, and the incoming walls of (π, ̟)∗(Scat(D̃in))

correspond to the incoming walls of Scat(D̃in), which are given by D̃in. It follows that the incoming

walls of (π, ̟)∗(Scat(D̃in)) are precisely the walls of Din, so by the uniqueness part of Theorem 2.13,

we have that up to equivalence,

Scat(Din) = (π, ̟)∗(Scat(D̃in)).

So to prove that each scattering function of Scat(Din) can be chosen to be of the form E(−tazv)

or E(−Pa(t)zv), it suffices to prove the analogous statement for Scat(D̃in) in L̃R over gL̃+
0 ,ω̃. Note

that each ṽi has order 1 in L̃+
0 . We thus reduce to the case where each vi has order 1 and they in fact

form a basis for L⊕ and for L0.

5.2. The perturbation trick. Firstly, using (25) and Example 2.8(1), if Din is a scattering diagram

for which all the walls have the form given in (34), we may replace Din with an equivalent scattering

diagram for which all of the walls are of the form

(vω⊥
i ,E(−tazvi))(72)

where the number of such walls appearing in the equivalent scattering diagram is the coefficient of ta

in pi(t). Similarly, if all of the polynomials pi(t) are of pL type, we may replace Din with an equivalent

diagram in which all walls are of the form

(73) (vω⊥
i ,E(−Pj(t)z

vi))

where the number of copies of this wall is given by λj in the decomposition

pi(t) =
∑

j∈Z

λj Pj(t).

For any scattering diagram D, the asymptotic scattering diagram Das of D is defined as follows:

every wall (v+ d, fd) ∈ D, with d denoting a rational polyhedral cone (apex at the origin) and v ∈ LR

translating this cone, is replaced by the wall (d, fd). Note that consistency of D implies consistency of
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Das. Indeed, for each k > 0 and each closed path γ : [0, 1]→ LR crossing the walls of Das transversely,

we can find R≫ 0 such that

θγ,(Dk)as = θRγ,(Dk)as = θRγ,Dk
= Id ∈ Gk,

where Rγ is the path mapping t to R · γ(t) in LR. Since this holds for every k, we deduce that

θγ,Das = Id ∈ G.

We deal with the positivity statement in Theorem 2.15 first. So assume that we have replaced Din

with an equivalent scattering diagram in which all walls are of the form (72). Now suppose that we

deform Din by translating each wall by some generic vector in LR, yielding a new scattering diagram

D′
in. Let D′ := Scat(D′

in). Since D′
as = Scat(Din), it suffices to check that all scattering functions of

D′ (up to equivalence) have the form E(−tazv) for various v ∈ L+
0 and a ∈ Z.

Suppose inductively that every wall of any such D′
k (up to equivalence) is of the form (d, fd) for

some fd = E(−tazv) in Gk. Since (D′
in)1 is already consistent over g1 (because g1 is Abelian and

all walls of D′
in are full affine hyperplanes), all walls of D′ \D′

in have order > 1 (the order of a non-

trivial wall (d, fd) is the smallest integer k for which the projection of fd to Gk is non-trivial). Hence,

D′
1 = (D′

in)1 (up to equivalence), and since all walls of D′
in have the desired form, this yields the base

case for the induction.

Now consider D′
k+1. Since this scattering diagram is finite, we can first apply the equivalences

of Example 2.8(1,2) to replace D′
k+1 with an equivalent scattering diagram for which any two walls

intersect in codimension at least 2. Then we again use Example 2.8(1) to replace D′
k+1 with an

equivalent scattering diagram for which all functions on walls are of the form E(ǫtazv) for ǫ = ±1 and

various a ∈ Z and v ∈ L⊕, and any two walls either have identical support, or intersect in codimension

at least two, i.e., only along a joint. We pick this D′
k+1 to be minimal, in the following sense: if two

walls (d1,E(ǫ1t
a1zv1)) and (d2,E(ǫ2t

a2zv2)) satisfy d1 = d2, a1 = a2 and v1 = v2, then ǫ1 = ǫ2. Since

(D′
k+1)k is equivalent to D′

k, it follows from the inductive assumption that if the order of v is less

than k + 1, then any wall of the form (d,E(ǫtazv)) in D′
k+1 has ǫ = −1, as required.

So to complete the inductive step we consider a wall (d,E(ǫtazv)) of D′
k+1 in which v has order

k + 1. If the wall is incoming, then ǫ = −1 by assumption. If it is not incoming, then d contains a

joint j, i.e, a codimension 2 stratum of the affine polyhedral complex formed by D′
k+1. Consider a

point p ∈ j that is not in any other joint of D′
k+1 (i.e., not in a codimension 3 stratum of this affine

polyhedral complex). We define a new scattering diagram Dk+1,p by taking only the walls of D′
k+1

that contain p and extending them to infinity. Precisely, for each wall (d,E(ǫ′ta
′

zv
′

)) of D′
k+1, with

p ∈ d, the scattering diagram Dk+1,p contains the wall

(
{p+ δ(x− p) ∈ LR : x ∈ d, δ ∈ R≥0},E(ǫ′ta

′

zv
′

)
)
.

This scattering diagram is consistent, and contains as its unique joint the codimension 2 subspace of

LR containing j. Also, since walls of D′
in were generically translated, and since all walls of D′ \D′

in

have order > 1, D′
k+1 has at most two order 1 walls containing j, and so Dk+1,p has at most two order

1 walls. Let us label the walls of Dk+1,p as {(dj ,E(ǫjt
aj zvj) : j = 1, . . . , s}. We may assume that any

order 1 walls have j = 1 or 2.

We claim that, up to equivalence, we can assume that every incoming wall (d,E(ǫtazv)) of Dk+1,p

has ǫ = −1. If the order of v is less than k + 1, this follows from the inductive hypothesis. If the

order of v equals k + 1, since E(−tazv) is central in Gk+1, we can add the wall (vω⊥ + p,E(−tazv))
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to Dk+1,p without changing its equivalence class, and then by Examples 2.8(1,2) we can remove any

incoming wall for which ǫ = 1.

Now we apply the change of monoid trick to Dk+1,p. Let D̃k+1,p,in denote the lifted scattering

diagram in L̃R as in §5.1, and consider a wall (d, fd) ∈ Scat(D̃k+1,p,in) whose projection to LR has

order k + 1. Since the order of ṽj is less than the order of vj for j ≥ 3, the order of (d, fd) is ≤ k

in L̃+
0 unless the wall is in Scat({(d̃j ,E(−tajzṽj )) : j = 1, 2}). If the order is ≤ k, then the inductive

assumption applies to show that (d, fd) has the desired form. Thus, it suffices to check the claim for

Scat({(d̃j ,E(−tajzṽj)) : j = 1, 2}).

We have thus reduced the positivity statement in Theorem 2.15 to the case of two incoming walls.

Relabelling and applying the change of monoid trick, we can assume that our initial scattering diagram

is

Din = {(vω
⊥

1 ,E(−ta1zv1)), (vω
⊥

2 ,E(−ta2zv2))}(74)

for v1, v2 forming a basis for L⊕. This is exactly the special case of the positivity statement of Theorem

2.15 that is considered in Corollary 7.8.

Exactly the same argument, starting with replacing Din by a scattering diagram in which all walls

are of the form given in (73), and continuing to replace instances of ta for various a in the proof by

Pa(t), reduces the statement regarding pL type polynomials in Theorem 2.15 to the case of two walls

as in (71).

6. Positivity for Donaldson–Thomas invariants

After a reminder of some notation and constructions regarding quiver representations in §6.1, in

§6.2 we prove Theorem 6.15, our main positivity result for the refined DT invariants of the category

of right modules for the path algebra CQ of a quiver Q. This generalizes a positivity result in [MR19]

which applied only to the case of acyclic quivers. The proof of this theorem is within the framework of

cohomological Donaldson–Thomas theory. The reader who is more interested in cluster algebras than

Donaldson–Thomas theory is advised to focus on this positivity theorem, as opposed to the one that

follows it in §6.3, since it is sufficient to prove the positivity of quantum theta functions and involves

fewer unfamiliar concepts, so it should be easier to digest for the uninitiated.

On the other hand, since with a little work, the original positivity result of Meinhardt and Reineke

[MR19], written in the language of refined DT theory, can be used to prove the pL preservation

statement of Theorem 2.15, we present this version of the theory in §6.3. Since the pL property is

stronger than positivity, this provides an alternative proof of the (strong) positivity of quantum theta

functions.

6.1. Quiver representations. We introduce the background notation for talking about either flavour

of Donaldson–Thomas theory for quivers. We will work with right modules throughout, and so our

sign conventions will agree with [Dav18] and differ slightly from [DM20]. A quiver Q is determined

by two sets Q1 and Q0, the arrows and vertices respectively, along with a pair of maps s, t : Q1 → Q0

taking an arrow to its source and target, respectively. We will always assume that Q0 and Q1 are

finite. In contrast with the usual situation in cluster algebras, we allow Q to contain oriented cyclic

paths of length 1 and 2.

We denote by K = Z
Q0

≥0 the semigroup of dimension vectors for Q. For i ∈ Q0 we denote by 1i ∈ K

the generator corresponding to i. We denote by CQ the free path algebra of Q over C, and for each



52 BEN DAVISON AND TRAVIS MANDEL

i ∈ Q0 we denote by ėi the “lazy path” of length 0 beginning and ending at i. Let v ∈ K. A v-

dimensional right CQ-module ρ is determined by a Q0-tuple of complex vector spaces {ρi := ρ · ėi}i∈Q0

with dimC(ρi) = vi and a linear map ρ(a) : ρt(a) → ρs(a) for each a ∈ Q1. We denote by

(75) Mv(Q) :=
∏

a∈Q1

Hom(Cvt(a) ,Cvs(a))/GLv

the stack of v-dimensional right CQ-modules, where

GLv :=
∏

i∈Q0

GLvi

is the gauge group, acting by change of basis on each of the factors Cvi . This stack is smooth, and so

all open substacks of it are also smooth. We denote by dim(ρ) = (dim(ρi))i∈Q0 ∈ K the dimension

vector of a CQ-module ρ. Then

dim(ρ) =
∑

i∈Q0

dim(ρ)i.

We define the Euler pairing on dimension vectors via

χQ: ZQ0 × ZQ0 → Z

(γ′,γ′′) 7→
∑

i∈Q0

γ′
iγ

′′
i −

∑

a∈Q1

γ′
t(a)γ

′′
s(a),

and we define

BQ(γ′,γ′′) = χQ(γ′′,γ′)− χQ(γ′,γ′′).(76)

Where there is no possibility of confusion we will omit the superscript Q. Note that dimMv(Q) =

−χQ(v, v).

We denote by BQ the Z((t))-algebra freely generated as a Z((t))-module by symbols xv, for v ∈ K.

The multiplication is determined by

xv · xv
′

= tB(v,v′)xv+v′

.

We complete with respect to the two sided ideal IQ ⊂BQ spanned as a Z((t))-module by symbols xv

with 0 6= v ∈ K, to obtain a ring that we denote B̂Q. For i ∈ Q0 we write xi := x1i . The quantum

tropical vertex group Gqtr
Q is defined to be the closure of the subgroup of the group of units B̂

×
Q

generated by elements E(tnxv) for v ∈ K \ {0} and n ∈ Z. As in §2.2.3, this group is obtained by

exponentiation from a Lie subalgebra (defined over Z) g
qtr
Q of a Lie algebra ĝQ. The algebra ĝQ is in

turn obtained by completing a Lie algebra gQ with respect to the sequence of Lie ideals gQ ∩ InQ. The

Lie algebra gQ here is the Lie subalgebra of the commutator Lie algebra of BQ generated over kt by

the elements

x̂v := xv/(|v|)t

for 0 6= v ∈ K, where |v| is the index of v, i.e. the largest positive integer such that v/|v|∈ K. Then

g
qtr
Q is the closure of the Z-span of the quantum dilogarithms −Li(−tazv; t).
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6.1.1. Stability conditions. Let ζ ∈ RQ0 be a stability condition. We define the slope of a non-

trivial CQ-module ρ by

µζ(ρ) =
ζ · dim(ρ)

dim(ρ)
.

We will omit the subscript ζ when the choice of stability condition is clear. We denote by Sζ
θ ⊂ Z

Q0

≥0

the submonoid of dimension vectors of slope θ with respect to ζ. We say that a stability condition ζ

is θ-generic if B(v, v′) = 0 for all v, v′ ∈ Sζ
θ. We say a stability condition is simply generic if it is

θ-generic for every θ.

A CQ-module is called ζ-semistable if for all non-trivial proper submodules ρ′ ⊂ ρ we have the

inequality of slopes µζ(ρ′) ≤ µζ(ρ), and ρ is called ζ-stable if this inequality is strict for all non-trivial

proper submodules. We denote by

Mζ -sst
v (Q) ⊂Mv(Q)

the open substack of v-dimensional ζ-semistable CQ-modules. We denote by Mζ -sst
v (Q) the coarse

moduli space of ζ-semistable v-dimensional CQ-modules defined by King [Kin91], and byMζ -st
v (Q) ⊂

Mζ -sst
v (Q) the smooth open subvariety corresponding to ζ-stable modules.11 As it is constructed as a

GIT quotient, the map fromMζ -sst
v (Q) to its affinization is projective. On the other hand, by [LP90,

Thm. 1] the functions on the affinization are generated by taking traces of evaluations of modules on

oriented cycles in Q. It follows that Mζ -sst
v (Q) is projective if and only if the support of v does not

contain an oriented cycle in Q, and Mζ -sst
v (Q) is projective for all v ∈ K if Q is acyclic.

Let ρ be a non-trivial CQ-module. Then ρ admits a unique Harder–Narasimhan filtration

0 = ρ(0) ⊂ ρ(1) ⊂ . . . ρ(r) = ρ

for some r ∈ Z≥1, such that

(1) Each subquotient ρ(i)/ρ(i−1) for 1 ≤ i ≤ r is a non-trivial ζ-semistable CQ-module.

(2) There is a strict inequality of slopes µζ(ρ(i)/ρ(i−1)) > µζ(ρ(i+1)/ρ(i)) for 1 ≤ i ≤ r − 1.

Let I ⊂ (−∞,∞) be an interval. We denote by Mζ
I (Q) ⊂M(Q) the open substack, the points of which

correspond to modules ρ satisfying the condition that each subquotient ρ(i)/ρ(i−1) appearing in the

Harder–Narasimhan filtration of ρ has slope contained in I. We define Mζ
I,v(Q) = Mζ

I (Q) ∩Mv(Q).

6.2. Cohomological DT theory. We denote by Vect+ the Abelian category of cohomologically

graded vector spaces V such that Hi(V ) = 0 for i≪ 0, and for which dim(Hi(V )) <∞ for all i ∈ Z.

We denote by Vect+K the category of formal direct sums
⊕

v∈K

Vv

with Vv ∈ Vect+. We denote by Vectζ,+θ the full subcategory of Vect+K containing those V such that

Vv = 0 for v /∈ Sζ
θ. We give Vect+K the twisted monoidal structure, defined by

(77) (V ′ ⊗tw V ′′)v =
⊕

v′+v′′=v

V ′
v′ ⊗ V ′′

v′′ [B(v′′, v′)].

The associator for this monoidal product is as defined in [DM20, Sec 3.2]. For ζ a θ-generic stability

condition, the shift by B(v′′, v′) is trivial on Vectζ,+θ and (77) is part of the usual symmetric monoidal

11Strictly speaking, King defines these spaces as GIT quotients under the assumption that ζ ∈ QQ0 . So we define

these moduli spaces by taking a perturbation ζ′v ∈ QQ0 of ζ, which will depend on v in general, such that ζ-(semi)stability

for v-dimensional CQ-modules is equivalent to ζ′-(semi)stability.
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structure on graded vector spaces, incorporating the Koszul sign rule with respect to the cohomological

degree. The monoidal product (77) induces a (noncommutative) ring structure on K0(Vect+K). The

characteristic function

χK,t : K0(Vect+K)→B̂Q(78)

[V ] 7→
∑

i∈Z

∑

v∈K

dim(Hi(Vv))tixv

is an isomorphism satisfying

χK,t(V
′ ⊗tw V ′′) = χK,t(V

′)χK,t(V
′′).

Furthermore, (78) is an isomorphism of Z((t))-algebras, where t acts on K0(Vect+K) by increasing

cohomological degree by one.

For v ∈ K we define Aζ
v(Q) := H

(
Mζ -sst

v (Q),Q
)
vir

. Let ζ ∈ RQ0 , and let θ ∈ (−∞,∞) be a slope.

We define

Aζ
θ(Q) :=

⊕

v∈Sζ
θ

H
(
Mζ -sst

v (Q),Q
)
vir
∈ ob(Vectζ,+θ ).

Here and elsewhere, if X is a disjoint union of connected irreducible stacks X =
∐

i∈I Xi we set

H(X,Q)vir :=
⊕

i∈I

H (Xi,Q) [dim(Xi)].

Via the inclusion of categories Vectζ,+θ ⊂ Vect+K we can consider Aζ
θ(Q) as an object in Vect+K .

6.2.1. Cohomological DT invariants. As in [MR19] we define

(79) BPSζ
v(Q) :=





IC
(
Mζ -sst

v (Q),Q
)

[1− χQ(v, v)] if Mζ -st
v (Q) 6= ∅

0 otherwise,

where in the first line we have taken the total hypercohomology of the intersection complex on the (pos-

sibly singular) irreducible variety Mζ -sst
v (Q) — i.e. the usual intersection cohomology of Mζ -sst

v (Q).

The vector space BPSζ
v(Q) is a finite-dimensional cohomologically graded vector space, and so is in

particular an element of Vect+.

Let C∗ ⊂ GLv denote the subgroup containing Q0-tuples of the form (λ · Idvi×vi)i∈Q0 for λ ∈ C∗.

Assuming that Mζ -st
v (Q) 6= 0, it is the quotient of a free action of GLv /C

∗ on an open subspace of∏
a∈Q1

Hom(Cvt(a) ,Cvs(a)). Moreover, Mζ -st
v (Q) is a dense open subvariety of Mζ -sst

v (Q). It follows

that

(80) dim(Mζ -st
v (Q)) = dim(Mζ -sst

v (Q)) = 1− χQ(v, v).

Remark 6.1. Assume that the support of v contains no oriented cycles in Q, so that Mζ -sst
v (Q) is

projective. Since the cohomological shift in the definition of BPSζ
v is equal to the complex dimension

of Mζ -sst
v (Q), it follows from Poincaré duality for intersection cohomology that χt(BPSζ

v(Q)) is bar-

invariant. By the hard Lefschetz theorem for intersection cohomology [BBD82, Chap. 6], we deduce

moreover that χt(BPSζ
v(Q))) is of Lefschetz type.

Lemma 6.2. For a quiver Q, dimension vector v and stability condition ζ ∈ RQ0 , BPSζ
v(Q) is

nonzero if and only if there exists a ζ-stable v-dimensional CQ-representation, and so in particular
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1− χQ(v, v) ≥ 0. If there exists such a stable module, there are equalities

dim(Hj(BPSζ
v(Q))) =





1 if j = χQ(v, v)− 1

0 if |j|> 1− χQ(v, v).

Proof. First we claim that for any quasiprojective variety X the degree zero intersection cohomology

IC0(X,Q) has a natural basis indexed by the irreducible components of X , which we label Xp for p in

an indexing set PX . This follows from definitions and foundational results in intersection homology,

see [KW06, Chapter 4].

In a little more detail: Firstly, the morphism from the normalization X̃ → X is small, so IC(X,Q) ∼=

IC(X̃,Q) ∼= ⊕p∈PX̃
IC(X̃p,Q), and so it is sufficient to prove the claim under the assumption that

X is irreducible. By results of Whitney [Whi65],  Lojasiewicz [ Lo64] and Goresky [Gor78], there is a

Whitney stratification of X by complex subvarieties, along with a triangulation of X respecting the

stratification. The sum of the top degree simplices of this triangulation gives a spanning top degree

class in intersection homology, i.e. a degree zero class in intersection cohomology, by Poincaré duality.

This proves the claim.

Then the first equality follows from the fact thatMζ -st
v (Q) is a dense open subvariety ofMζ -sst

v (Q),

and is irreducible, as it is a free quotient of an irreducible variety. The second equality follows from

the fact that the degree of IC
(
Mζ -sst

v (Q),Q
)

is bounded above by −2(χQ(v, v)−1), since by (80) this

is the real dimension of Mζ -sst
v (Q). �

6.2.2. Cohomological wall crossing. The following “categorification” of the wall crossing formula from

Donaldson–Thomas theory is a very special case of [DM20, Thm B] (see also [FR18] and the proof of

[Dav18, Thm 3.21]).

Theorem 6.3. Let ζ ∈ RQ0 be a stability condition (not necessarily generic). Then there is an

isomorphism in Vect+K :

(81) H(M(Q),Q)vir ∼=

tw⊗

∞ θ−→−∞

Aζ
θ(Q).

Since the monoidal product is not symmetric, it is important to note the order in which we take

it (i.e., moving from left to right as the slope decreases). Also, in order to define the above infinite

product, note that for each v ∈ K there are only finitely many ways of decomposing v = v1 + . . .+ vl

into nonzero dimension vectors in K. In addition, the v = 0 graded piece of every Aζ
θ(Q) is equal to

Q, the one dimensional vector space concentrated in cohomological degree zero. This is the monoidal

unit in Vect+. So we may write the v-graded piece of the right-hand side of (81) as
⊕

v1,...vl 6=0
v1+...+vl=v

µζ(v1)≥...≥µζ(vl)

Aζ
v1(Q)⊗tw · · · ⊗tw Aζ

vl
(Q),

which is, in particular, a cohomologically graded vector space which is finite-dimensional in every

cohomological degree, as required.

Applying χK,t to both sides of (81), we deduce that there is an equality

(82) χK,t (H(M(Q),Q)vir) =
∏

∞ θ−→−∞

χK,t(A
ζ
θ(Q)) ∈ B̂Q.
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Corollary 6.4. The cohomologically graded vector space Aζ
v is entirely concentrated in even or odd

degrees, depending on whether χQ(v, v) is even or odd, respectively.

Proof. Taking the monoidal unit in every term in the infinite tensor product in (81) except the term

corresponding to θ, there is an inclusion

Aζ
θ(Q) ⊂ H(M(Q),Q)vir,

and so, since (81) respects the K-grading, an inclusion Aζ
v(Q) ⊂ H(Mv(Q),Q)vir for v ∈ Sζ

θ. Now the

result follows from the fact that

H(Mv(Q),Q) ∼= H(pt /GLv,Q)

is entirely concentrated in even degrees, and the dimension of Mv(Q) is −χQ(v, v). �

Remark 6.5. A more elementary proof of the vanishing of even cohomology of H(Mζ -sst
v (Q),Q) avoid-

ing e.g. the use of the decomposition theorem in [DM20] has more recently been provided in [FR18,

Thm 5.1].

6.2.3. Integrality theorem. The second main ingredient we use from cohomological DT theory is a

version of the integrality conjecture. The conditions on ζ for this theorem are slightly stronger than

in Theorem 6.3. Recall that if ζ is θ-generic, the twist in the twisted monoidal product becomes

trivial on Vectζ,+θ and the monoidal product on Vectζ,+θ can be made symmetric, with symmetrizing

morphism incorporating the Koszul sign rule with respect to the cohomological degree. In particular,

under this genericity assumption, given V ∈ Vectζ,+θ we may form

(83) Sym(V ) =
⊕

n≥0

Symn(V ),

the underlying graded object of the free supercommutative algebra generated by V . Recall that this

is isomorphic to

Sym (Heven(V ))⊗
∧

Hodd(V ),

the tensor product of the free commutative algebra generated by Heven(V ) and the free exterior

algebra generated by Hodd(V ). We ignore the extra grading on this vector space determined by the

decomposition on the right hand side of (83). The object Sym(V ) will again be an object of Vectζ,+θ

if V0 = 0.

Theorem 6.6. [DM20, Thm. A] Let ζ ∈ RQ0 be a θ-generic stability condition. There is an isomor-

phism in Vectζ,+θ

(84) Aζ
θ(Q) ∼= Sym


 ⊕

06=v∈Sζ
θ

BPSζ
v(Q)⊗H(pt /C∗,Q)vir


 .

Theorem 6.6, along with (33), implies that χK,t(A
ζ
θ(Q)) ∈ Gqtr

Q . Combining with (82) we deduce

moreover that χK,t (H(M(Q),Q)vir) ∈ G
qtr
Q .

Remark 6.7. If Q is symmetric, in the sense that between any two distinct vertices i and j there are

as many arrows from i to j as from j to i, then the degenerate stability condition ζ = (0, . . . , 0) is

generic, and there is an equality

Aζ
θ=0(Q) = H(M(Q),Q)vir.
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Under these conditions, Efimov [Efi12] proved that Aζ
θ=0(Q) ∼= Sym (Vprim ⊗H(pt /C∗,Q)vir) for some

Vprim ∈ Vect+K such that each Vprim,v has finite-dimensional total cohomology. Theorem 6.6 gives a

precise definition of Vprim in this case.

6.2.4. Examples. We let J(r) denote the quiver with 1 vertex and r loops. The quiver J(1) is known as

the Jordan quiver. Whichever stability condition ζ ∈ R we choose, all CJ(r)-modules are semistable,

and they are stable if and only if they are simple. Thus ζ is not relevant, and we drop it from the

notation when considering the quivers J(r).

Example 6.8. The variety M1(J(0)) = pt is smooth, and so

IC(M1(J(0)),Q) = H
(
M1(J(0)),Q

)

=Q.

On the other hand, there are no simple n-dimensional CJ(0)-modules for n ≥ 2. So

BPSn(J(0)) =




Q if n = 1

0 otherwise.

Example 6.9. Now we consider the one-loop, or Jordan quiver. Again, M1(J(1)) ∼= A1 is smooth,

and now χJ(1)(1, 1) = 0. Also, there are still no simple modules of dimension greater than 1. So we

deduce that

BPSn(J(1)) =




Q[1] if n = 1

0 otherwise.

Example 6.10. Let Kr(2) be the Kronecker quiver, with vertex set {1, 2} and with 2 arrows from 2 to

1. We choose the (generic) stability condition ζ = (1,−1), and consider ζ-semistable CKr(2)-modules of

slope 0. Under Beilinson’s derived equivalence [Bei78] between CKr(2)-modules and coherent sheaves

on P1, ζ-semistable (n, n)-dimensional CKr(2)-modules correspond to coherent sheaves on P1 with

zero-dimensional support, of length n. Since such sheaves are simple precisely if n = 1, we deduce

BPSζ
(n,n)(Kr(2)) =





H(P1,Q)vir = Q[−1]⊕Q[1] if n = 1

0 otherwise.

More generally, let Kr(r) denote the r-Kronecker quiver, with vertices {1, 2} and r arrows, all

oriented from 2 to 1.

Example 6.11. Let ζ = (1,−1) as above. There are precisely three ζ-stable CKr(1)-modules, of

dimension vectors (1, 0), (0, 1) and (1, 1). As such, we deduce that

BPSζ
(n,n)(Kr(1)) =





H(pt,Q)vir = Q if n = 1

0 otherwise.

It is easy to check that for r ≥ 3 there are ζ-stable CKr(r)-modules of dimension (n, n) for all n ∈ Z>0.

There is an equality BPSζ
(1,1)(Kr(r)) = H(Pr−1,Q)vir, and in contrast with the cases r ≤ 2, the higher

order terms BPSζ
(n,n)(Kr(r)) for n ≥ 2 are nontrivial by Lemma 6.2.
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6.2.5. Positivity. Combining Theorem 6.6 with (82), we deduce the following.

Proposition 6.12. Let ζ ∈ RQ0 be a generic stability condition. Then there is an equality

χK,t(H(M(Q),Q)vir) =
∏

∞ θ−→−∞

E


 ∑

06=v∈Sζ
θ

χt(BPSζ
v(Q))xv




where χt is as in (7).

Proof. From Theorem 6.6, we deduce that

χK,t(A
ζ
θ(Q)) = χK,t


Sym


 ⊕

06=v∈Sζ
θ

BPSζ
v(Q)⊗H(pt /C∗,Q)[−1]




(85)

= E


χK,t


 ⊕

06=v∈Sζ
θ

BPSζ
v(Q)






= E


 ∑

06=v∈Sζ
θ

χt

(
BPSζ

v(Q)
)
xv


 ,

where the second equality follows from (33). Then the result follows from (82). �

We will use the following lemma:

Lemma 6.13. Let ζ ∈ RQ0 be a θ-generic stability condition, and assume that µζ(v) = θ. Then the

cohomologically graded vector space BPSζ
v(Q) is entirely supported in even or odd degree, depending

on whether χQ(v, v) is odd or even, respectively.

Proof. From Theorem 6.6 we deduce that there is an inclusion

(86) BPSζ
v(Q)⊗H(pt /C∗)vir ⊂ A

ζ
v .

On the other hand, H(pt /C∗)vir is supported in odd cohomological degree, since dim(pt /C∗) = −1,

and by Corollary 6.4, Aζ
v is supported in even or odd cohomological degree, depending on whether

χQ(v, v) is even or odd, respectively. �

We now come to our main positivity result regarding Donaldson–Thomas invariants. It will be

a key ingredient in proving preservation of positivity in Corollary 7.8. It generalizes the positivity

statement of [MR19, Cor. 1.2], which applies to the case in which Q is acyclic. The statement that

the refined DT invariant is of Lefschetz type, or even bar-invariant, on the other hand, fails outside

of the non-acyclic case. This is a result of the fact that the moduli spaces we consider outside of the

acyclic case are not proper, and so their intersection cohomology does not satisfy Poincaré duality or

the hard Lefschetz theorem.

Proposition 6.14. Let ζ ∈ RQ0 be a θ-generic stability condition for a quiver Q. Then

χK,t(A
ζ
θ(Q)) =

∏

06=v∈Sζ
θ

E(fv(t)xv)

where each fv(t) ∈ Z≥0[t±1], and par(fv(t)) ≡ χQ(v, v) + 1 (mod 2). Moreover, fv(t) 6= 0 if and only

if there exists a ζ-stable CQ-module of dimension v, and if fv(t) 6= 0 it can be written

fv(t) = tχQ(v,v)−1(1 + gv(t))
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where gv(t) ∈ tZ≥0[t] has degree less than or equal to 2(1− χQ(v, v)).

Proof. Combine (85) and Lemmas 6.2 and 6.13. �

Combining Proposition 6.14 with (82), we deduce positivity for refined Donaldson–Thomas invari-

ants.

Theorem 6.15 (Positivity of DT invariants). Let ζ ∈ RQ0 be a generic stability condition. There is

an equality of generating series

χK,t(H(M(Q),Q)vir) =
∏

∞ θ−→−∞

∏

06=v∈Sζ
θ

E(fv(t)xv)

where the fv(t) ∈ Z≥0[t±1] have positive coefficients, par(fv(t)) ≡ χQ(v, v) + 1 (mod 2) and fv(t) 6= 0

if and only if there exists a ζ-stable CQ-module of dimension v, in which case we can write

fv(t) = tχQ(v,v)−1(1 + gv(t))

where gv(t) ∈ tZ≥0[t] has degree less than or equal to 2(1− χQ(v, v)).

6.3. Refined Donaldson–Thomas theory. In this section we recall some results from refined

Donaldson–Thomas theory, culminating in the Meinhardt–Reineke result [MR19] on the positivity

and Lefschetz type property of refined DT invariants of acyclic quivers. As per the warnings at the

beginning of §6, we will need to recall some extra definitions first.

6.3.1. Graded mixed Hodge structures. Recall that a (rational) mixed Hodge structure is given

by the data of

• a finite-dimensional vector space V over Q

• an ascending filtration W• of V

• a descending filtration F • of V ⊗Q C

such that the filtration induced by F • on Wn⊗Q C/Wn−1⊗Q C determines a pure Hodge structure of

weight n. A cohomologically graded mixed Hodge structure is a possibly infinite formal direct

sum V =
⊕

i∈Z V
i[−i] with each V i a rational mixed Hodge structure, i.e. a cohomologically graded

object with V i in cohomological degree i. We then write Hi(V ) = V i.

We denote by MHS the category of rational mixed Hodge structures. We denote by MHS+ the

category of partially bounded cohomologically graded mixed Hodge structures, i.e. those satisfying

• if n≪ 0 then GrWn (Hi(V )) = 0 for all i

• for all n ∈ Z the underlying vector space of
⊕

i∈Z GrWn (Hi(V )) is finite-dimensional, and so it

is naturally a pure weight n Hodge structure.

The category MHS+ is a symmetric monoidal category, where the symmetrizing morphism incorpo-

rates the Koszul sign rule. We call an object of MHS+ pure if GrWi (Hj(V )) = 0 for all i 6= j. We

denote by L the pure object of MHS+ given by Hc(A
1,Q). It is a one dimensional pure weight 2

Hodge structure concentrated in cohomological degree 2. Given an element V ∈ MHS+ we define

χwt(V ) =
∑

i,n∈Z

(−1)i dimQ(GrWn (Hi(V )))(−t)n ∈ Z((t)).

The category MHS is a full subcategory of the category MMHS of monodromic mixed Hodge

structures defined in [KS11, Sec.7], which we refer to for the facts about the extension of χwt recalled

below. We define the category of partially bounded monodromic mixed Hodge structures MMHS+
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via the same conditions as for MHS+. We make almost no use of this larger category, except for the

following fact: there is a tensor square root L1/2 for L inside MMHS+, and we denote by MHS
+

the

smallest full tensor subcategory of MMHS+ containing MHS+ and this tensor square root. Since L is

concentrated in cohomological degree 2, the object L1/2 is concentrated in degree 1. Alternatively, as

in [KS11, Sec 3.4], one can adjoin a formal tensor square root of L to MHS+ in order to define MHS
+

.

For the purposes of this paper, the only important thing to note is that the relation

χwt(V ⊗ V
′) = χwt(V )χwt(V

′)

extends to the Grothendieck ring of objects in MHS
+

, and we have

χwt(L
1/2) = t.

Furthermore, if V ∈ MHS
+

is pure then χwt(V ) ∈ Z≥0((t)), and if V is pure and carries a Lefschetz

operator then χwt(V ) is a Lefschetz type Laurent polynomial.

We will slightly abuse notation and refer to objects in MHS
+

as cohomologically graded mixed

Hodge structures, despite the fact that MHS+ is only a full subcategry of MHS
+

. We say an object

of MHS
+

is of Tate type if each cohomologically graded piece is a direct sum of tensor powers of

L1/2[1]. We denote by MHS
+

K the category of formal K-graded direct sums in MHS
+

. We make this

into a monoidal category by setting

(V ′ ⊗tw V ′′)v =
⊕

v′+v′′=v

V ′
v′ ⊗ V ′′

v′′ ⊗ LB(v′,v′′)/2.

For V ∈ ob(MHS
+

K) we define

χwt,K(V ) =
∑

v∈K

χwt(Vv)xv ∈ B̂Q.

Then χwt,K(V ′ ⊗tw V ′′) = χwt,K(V ′)χwt,K(V ′′).

For X an irreducible finite type global quotient Artin stack, we define the cohomologically graded

mixed Hodge structures

H(X,Q)vir = H(X,Q)⊗ L− dim(X)/2

Hc(X,Q)vir = Hc(X,Q)⊗ L− dim(X)/2.

The latter is a cohomologically graded mixed Hodge structure which may have nontrivial pieces

of weight n for n ≪ 0, and so it is not an object of MHS
+

. As such we will only consider its

(cohomologically graded) dual Hc(X,Q)∗vir in the category of cohomologically graded mixed Hodge

structures, which is an object of MHS
+

.

6.3.2. Factorization and integrality. We recall the following result of Reineke [Rei03, Sec. 6].

Theorem 6.16. There is an equality of generating series

χwt,K

(
⊕

v∈K

Hc(Mv(Q),Q)∗vir

)
=

∏

∞ θ
−→−∞

χwt,K


⊕

v∈Sζ
θ

Hc(M
ζ -sst
v (Q),Q)∗vir


 .

Reineke’s original result was written in terms of compactly supported cohomology (not its dual),

and so one should make the substitution t 7→ t−1 to translate between his result and its statement
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above. Note that since all of the stacks M in the above expression are smooth, by Poincaré duality

we have

Hc(M,Q)∗vir ∼= H(M,Q)vir,

and so we can rewrite Theorem 6.16 as

χwt,K

(
⊕

v∈K

H(Mv(Q),Q)vir

)
=

∏

∞ θ−→−∞

χwt,K

(
Aζ

θ,Hdg(Q)
)
,

where

Aζ
θ,Hdg(Q) :=

⊕

v∈Sζ
θ

H(Mζ -sst
v (Q),Q)vir

is the Hodge-theoretic upgrade of Aζ
θ(Q) from §6.2. Later we will use a slight variant of this result.

The proof is the same, following essentially from the existence of the Harder–Narasimhan stratification

of M(Q) and the long exact sequence in compactly supported cohomology.

Proposition 6.17. Let I = [a, b] ⊂ (−∞,∞) be an interval, and denote by Mζ
I,v(Q) ⊂ Mv(Q)

the open substack of modules ρ such that the slope of every subquotient in the Harder–Narasimhan

filtration of ρ has slope contained in I. Then there is an equality of generating series in B̂Q:

(87) χwt,K

(
⊕

v∈K

Hc(M
ζ
I,v(Q),Q)∗vir

)
=
∏

b
θ−→a

χwt,K


⊕

v∈Sζ
θ

Hc(M
ζ -sst
v (Q),Q)∗vir


 .

6.3.3. Integrality. The main result of [MR19] establishes that if the stability condition is generic, each

term in the right hand side of (87) is the plethystic exponential of a more manageable power series.

Denote by x the set {x1i}i∈Q0 of degree one monomials in B̂Q. To state their result in something

close to its original form, for ζ a θ-generic stability condition, we use the isomorphism (24) to define

elements Ωζ
Q,v ∈ Z((t)) via

∑

06=v∈Sζ
θ

Ωζ
Q,vx

v = (t−1 − t) Log−t,x


χwt,K


⊕

v∈Sζ
θ

Hc(M
ζ -sst
v (Q),Q)∗vir






so that we have the equation

(88) χwt,K


⊕

v∈Sζ
θ

Hc(M
ζ -sst
v (Q),Q)∗vir


 = E


 ∑

06=v∈Sζ
θ

Ωζ
Q,vx

v


 .

These Ωζ
Q,v are, by definition, the refined DT invariants. We define

BPSζ
v,Hdg(Q) :=





IC(Mζ -sst
v (Q),Q

sm
)⊗ L(χQ(v,v)−1)/2 if Mζ -st

v 6= ∅

0 otherwise,

where on the right we have taken the total hypercohomology of the intersection complex for the

constant (shifted) mixed Hodge module Q
sm

on the smooth locus ofMζ -sst
v . Note that the underlying

cohomologically graded vector space of BPSζ
v,Hdg(Q) is BPSζ

v(Q).

Theorem 6.18. [MR19] Assume that ζ is θ-generic. Then there is an equality

Ωζ
Q,v = χwt(BPSζ

v,Hdg(Q)).

In particular, Ωζ
Q,v ∈ Z[t±1].
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As in the statement of Theorem 6.16 we are working with the graded duals of the cohomology groups

considered by Meinhardt and Reineke. In addition, they consider the compactly supported cohomology

with coefficients in the IC complex to define BPSζ
v,Hdg(Q), whereas we have taken cohomology. These

two differences cancel out, by Poincaré duality for intersection cohomology groups.

Example 6.19. For all of the quivers Q considered in Examples 6.8, 6.9 and 6.10 from §6.2, it is

easy to verify directly that BPSζ
v,Hdg(Q) is pure, so that χwt(BPSζ

v,Hdg(Q)) = χt(BPSζ
v(Q)). So in

particular, from the calculations given in these examples, we deduce that

ΩJ(0),n =δn1(89)

ΩJ(1),n =δn1t
−1(90)

Ω
(1,−1)

Kr(2),(n,n)
=δn1[2]t,(91)

where we have used the delta function

δab =





1 if a = b

0 otherwise.

Combining Proposition 6.17 and Theorem 6.18 we deduce that

(92) χwt,K

(
⊕

v∈K

Hc

(
Mζ

I,v(Q),Q
)∗
vir

)
=
∏

b
θ−→a

E


 ∑

06=v∈Sζ
θ

χwt

(
BPSζ

v,Hdg(Q)
)
xv


 .

The following corollary of Theorem 6.18 is [MR19, Cor 1.2]. It follows from purity and the existence

of a Lefschetz operator on IC(X,Q
sm

) for X a projective variety. The part of the statement concerning

parity is a consequence of the fact that Ωζ
Q,v arises from a formal series in the class [L1/2] in the

Grothendieck ring of mixed Hodge structures, but on the other hand IC(Mζ -sst
v ,Q

sm
) ∈ MHS+, a

category in which L has no square root.

Corollary 6.20. [MR19] Let Q be acyclic, and let ζ be θ-generic, where µ(v) = θ. Then Ωζ
Q,v is of

Lefschetz type and is concentrated in even or odd degrees, depending on whether χQ(v, v) is odd or

even, respectively. In particular, Ωζ
Q,v has positive integer coefficients.

6.3.4. Purity. In this section we explain how it comes about that both versions of Donaldson–Thomas

theory that we have presented can produce the same generating functions. This coincidence is a

byproduct of purity. Note that for pure objects of MHS
+

there is an equality

χwt(V ) = χt(V ).

Purity for cohomological DT invariants of quivers (possibly containing oriented cycles) without

potential is in fact a direct consequence of the main theorems of [DM20]; we briefly explain how.

Proposition 6.21. The object Aζ
θ,Hdg(Q) is pure of Tate type, and is moreover concentrated entirely

in even or odd degrees, depending on whether χQ(v, v) is even or odd, respectively.

Proof. Theorem B in [DM20] gives the following Hodge theoretic upgrade of (81):

⊕

v∈K

H(Mv(Q),Q)vir ∼=

tw⊗

∞ θ−→−∞

Aζ
θ,Hdg(Q).
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In particular there is an embedding

Aζ
θ,Hdg(Q) ⊂

⊕

v∈Sζ
θ

H(Mv(Q),Q)⊗ LχQ(v,v)/2.

Now the result follows from the fact that

H(Mv(Q),Q) ∼= H(pt /GLv,Q)

is pure, of Tate type, and concentrated in even degrees. �

Proposition 6.22. Let ζ be a θ-generic stability condition. Then the mixed Hodge structure BPSζ
v,Hdg(Q)

is pure, of Tate type, and concentrated entirely in even or odd degrees depending on whether χQ(v, v)

is odd or even, respectively.

Proof. Theorem A in [DM20] upgrades (84) to the category of mixed Hodge structures. In particular,

there is an inclusion

BPSζ
v,Hdg(Q)⊗ L1/2 ⊂ Aζ

v,Hdg(Q).

A sub mixed Hodge structure of a pure Tate type Hodge structure is pure of Tate type, and the result

follows from Proposition 6.21. �

In particular, it follows that for any Q, and for ζ a θ-generic stability condition with µ(v) = θ,

there are equalities.

χt(BPSζ
v(Q)) = χwt(BPSζ

v,Hdg(Q)) = Ωζ
Q,v.

7. Stability scattering diagrams and the basic two-wall cases

7.1. Stability scattering diagrams. In this section we recall the stability scattering diagrams of

[Bri17]. Since that paper is written in terms of Q-representations, or equivalently left CQ-modules,

when passing from our right CQ-modules to Bridgeland’s representations, one should replace Q with

Qop.

Given ζ ∈ RQ0 , a CQ-module ρ is said to be ζ King-semistable if ζ · dim(ρ) = 0, and for every

proper nonzero submodule ρ′ ⊂ ρ we have ζ · dim(ρ′) ≤ 0. We let

Mζ -Kss
v (Q) ⊂Mv(Q)

denote the open substack of ζ King-semistable CQ-modules.

Following the alternative scattering diagram convention mentioned in Footnote 4, it is shown in

[Bri17] that there is a consistent scattering diagram DHall in RQ0 over a Lie algebra gHall such that the

support of DHall is precisely the set of ζ for which there exists a ζ King-semistable CQ-module, and

functions at general points ζ of the walls are elements 1ss(ζ) which lie in the pro-unipotent algebraic

group ĜHall. This group is defined to be a subgroup of the group of units of the (completed) motivic

Hall algebra of the category of CQ-modules. We refer the reader to [Bri17, §5–6] for the original

treatment of DHall and for the definition of ĜHall.

Denoting B1 : RQ0 → (RQ0)∗ = RQ0 (identifying (RQ0)∗ with RQ0 using the dot product) for

B1(u) := B(u, ·) with B as in (76), we view DHall as a scattering diagram under our conventions by

applying B−1
1 to the support of each wall — i.e., for us, the scattering function of DHall at a general

point u ∈ RQ0 is 1ss(B1(u)). Here we must assume that B 6= 0 since otherwise 1ss(B1(u)) = M(Q)

for all u ∈ RQ0 . For B 6= 0, we have codim(ker(B)) ≥ 2, and then no general points will lie in ker(B),

so we get a well-defined scattering diagram.
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We forego recalling the details of the definition of ĜHall ourselves, instead remarking that by [Joy07,

Thm 6.1] there is a group homomorphism
∫

: ĜHall → B̂
×
Q

where, by definition, there is an identity
∫

1ss(ζ) = χwt,K

(
⊕

v∈K

Hc(M
ζ -Kss
v (Q),Q)∗vir

)
.(93)

By the definition of King semistability, there is an equality
⊕

v∈K

Hc(M
ζ -Kss
v (Q),Q)vir =

⊕

v∈Sζ
0

Hc(M
ζ -sst
v (Q),Q)vir,

i.e. the notion of King semistability is the same as the one used throughout the paper, but with the

added requirement that the slope is zero.

Let log
∫

: ĝHall → ĝQ denote the morphism of Lie algebras associated to
∫

. We define the stability

scattering diagram to be the scattering diagram DStab in RQ0 over gQ given by

DStab :=

[(
log

∫ )

∗
DHall

]−

where (log
∫

)∗ is defined as at the start of §2.3.3, and (•)− is defined as in Corollary 2.10.

Remark 7.1. As noted above, in translating between this paper and [Bri17] one should replace Q with

Qop. The result is that the skew-symmetric form 〈·, ·〉 of [Bri17] and the skew-symmetric form BQ(·, ·)

of this paper differ by a sign.

For generic ζ satisfying ζ · 1i = 0, we have
⊕

v∈K

Hc(M
ζ -Kss
v (Q),Q)∗vir =

⊕

n∈Z≥0

Hc(Mn1i(Q),Q)∗vir.

In particular, for each i ∈ Q0 there is an incoming wall

(94) (1B⊥
i , Fi); Fi = χwt,K


 ⊕

n∈Z≥0

Hc(Mn1i(Q),Q)∗vir




−1

in DStab (assuming 1i /∈ ker(B) — otherwise our version of DHall has no wall associated to 1i).

Example 7.2. Let i ∈ Q0 satisfy 1i /∈ ker(B1). If the vertex i ∈ Q0 does not support a loop, then by

Example 6.8 or (89), the corresponding incoming wall of DStab is

(1B⊥
i ,E(−xi)).

Similarly, if there is a single loop based at i, then by Example 6.9 or (90), the corresponding incoming

wall is

(1B⊥
i ,E(−t−1xi)).

The reason we consider quivers with loops is precisely because they allow us to consider scattering

functions E(−p(t)x) where p(t) has odd parity.

Definition 7.3. A quiver Q is called genteel if, up to equivalence, the only incoming walls of DStab

are those of (94) for i ∈ Q0.
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A CQ-module ρ is called self-(semi)stable if it is King-(semi)stable for the stability condition

B(dim(ρ), ·). In [Bri17, Def. 11.3], a quiver (with potential) is called genteel if the only self-stable

modules are supported at a single vertex. As pointed out to us by Lang Mou and recently acknowledged

in [Bri17, arXiv v4], it is not clear that this implies the condition of Definition 7.3. On the other

hand, if every self-semistable object is supported at a single vertex, then the condition of Definition

7.3 in fact follows easily. Unfortunately, this self-semistable version of the definition turns out to be

too strong, e.g., Lemma 7.5 would fail (as we shall see in the lemma’s proof). Hence our decision to

modify the definition as above.

Example 7.4. Each of the quivers J(r) are genteel. Indeed, J(r) has only one vertex, so the genteel

condition is trivially satisfied.

In fact we can generalise this:

Lemma 7.5. Let Q be a quiver. Then Q is genteel if and only if every cycle in Q is composed of

loops.

The proof is partially motivated by that of [Bri17, Lem 11.5], which covers one of the implications

in the case in which Q is acyclic, but for the self-stable version of genteelness. Also cf. [Mou, Cor.

1.2(i)] and [Qin, Thm. 1.2.2] for genteelness results in the quantum and classical cases, respectively,

for quivers Q without loops and with a green-to-red sequence and non-degenerate potential.

Proof. Let an · · · a1 be a cycle in Q, and let P ⊂ Q0 be the set of vertices occurring as s(al) or t(al)

for 1 ≤ l ≤ n. Set N = |P |. Then consider any N -dimensional CQ-module ρ, with dimension vector

v satisfying

vi =





1 if i ∈ P

0 otherwise

and for which the action of each a1, . . . , an is an isomorphism. Clearly this module is simple, and so

in particular it is King-stable for any stability condition in dim(ρ)⊥.

Let ζ ∈ dim(ρ)⊥ be a general stability condition. Then ρ is ζ-stable, and so Mζ -Kss
v (Q) is nonempty.

The top degree compactly supported cohomology of this stack has, as a basis, the set of top-dimensional

irreducible components; since the stack is irreducible, this cohomology is one-dimensional, and in

particular nontrivial. It follows that
⊕

v∈K

Hc(M
ζ -Kss
v (Q),Q)vir 6= 0

and so by Proposition 6.21 ∫
1ss(ζ) 6= 0.

It follows that dim(ρ)⊥ is covered by walls of DStab, and in particular contains an incoming wall. So

if there exists a cycle as above with N > 1, then Q is not genteel.

On the other hand, assume that Q contains no cycles that are not entirely composed of loops.

Equivalently, we can label the vertices Q0 with numbers {1, . . . , r} in such a way that for i > j there

are no arrows from i to j.

Given a CQ-module ρ, let Qρ
0 denote the vertices of Q which lie in the support of ρ, and let Qρ

be the subquiver of Q consisting of these vertices and all arrows between them. Given any connected

component Q′ of Qρ, let α ∈ {1, . . . , r} be the minimal number for which ρ has non-trivial support ρα
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at the vertex α. We extend ρα by zero to obtain a submodule ρ′ ⊂ ρ. Then B(dim(ρ), dim(ρ′)) ≥ 0,

with equality if and only if α is the only vertex of Q′. Thus, ρ cannot be self-semistable unless every

component of Qρ has only a single vertex (possibly with loops).

So if ρ is self-semistable, it must be a direct sum of representations which are supported on disjoint

vertices. Suppose ρ is semistable for some other stability condition ζ. Then each summand ρα of ρ

must be ζ-semistable, thus forcing ζ to be in dim(ρα)⊥ for each ρα. So the locus of such ζ lives in

codimension at least two (and thus does not form a wall) unless ρ is supported at a single vertex, as

desired. �

One may consider a possibly stronger notion of genteelness which requires that the only incoming

walls of DHall (as opposed to DStab) are (1B⊥
i , Fi) with

F−1
i = 1ss(B1(1i)),

i.e., without application of χwt,K . We note that Lemma 7.5 holds for this stronger notion as well by

the same proof.

7.2. Positivity and parity proofs. As usual, let L0 be a lattice with a skew-symmetric integer

valued form ω(·, ·), let σ be a strongly convex rational polyhedral cone in L0,R, and denote L⊕
0 := L0∩σ

and L+
0 := L⊕

0 \ {0}. Let (V, P ) be a pair consisting of a tuple of elements V = (v1, . . . , vs) of L+
0 , and

nonzero Laurent polynomials P = (p1(t), . . . , ps(t)) with each pi(t) ∈ Z≥0[t±1]. We will assume that

there is some 1 ≤ s′ ≤ s such that p1(t), . . . , ps′(t) are even, and ps′+1(t), . . . , ps(t) are odd.

We define a quiver Q = Q(V, P ) depending on this data as follows. First define

Q0 = {(i,α) : i ∈ {1, . . . , s} and α ∈ {1, . . . , pi(1)}}.

For each pair of vertices (i,α), (j,β) ∈ Q0 with (i,α) 6= (j,β), we add max(0,−ω(vi, vj)) arrows with

source (i,α) and target (j,β). Finally, we add a loop to each (i,α) with i > s′. The following is a

consequence of Lemma 7.5.

Corollary 7.6. Let Q(V ) be the quiver with vertices Q(V )0 = V = {v1, . . . , vs} and max(0,−ω(vi, vj))

arrows from vi to vj for all i, j ≤ s. Then Q(V, P ) is genteel if and only if Q(V ) is acyclic. In

particular, if s = 2 then Q(V, P ) is genteel.

Proof. Note that Q(V ) is isomorphic to Q(V, (1, . . . , 1)). It is straightforward to see that Q(V ) being

acyclic is equivalent to the condition that the only oriented cycles of Q(V, P ) are composed of loops.

The claim then follows from Lemma 7.5. �

Proposition 7.7. Let L be a lattice with skew-symmetric rational bilinear form ω(·, ·), and let L0 ⊂ L

be a sublattice on which ω(·, ·) is integer valued, containing elements v1, . . . , vs′ , vs′+1, . . . vs. For

a ∈ Zs write va =
∑

i aivi. Let p1(t), . . . , ps(t) ∈ Z≥0[t±1] satisfy

par(pi(t)) =





0 1 ≤ i ≤ s′

1 s′ < i ≤ s.

We define the bilinear form λ(·, ·) on Zs as in (36).

Then there is a consistent scattering diagram D in LR over g = gL+
0 ,ω such that

(1) The set of incoming walls contains the set of walls

(95) {(vω⊥
i ,E(−pi(t)z

vi)) : i = 1, . . . , s}
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(2) All walls have the form

(d,E(−pa(t)zva))

for a ∈ Zs
≥0, where pa(t) ∈ Z≥0[t±1] and d ⊂ vω⊥

a

(3) Each pa(t) is either odd or even, with parity given by λ(a, a) + 1.

If the quiver Q(V ) with vertices v1, . . . , vs and with max(0,−ω(vi, vj)) arrows from vi to vj is acyclic,

then we can choose D so that the incoming walls are precisely given by (95). If pi(t) = 1 for each

i = 1, . . . , s (so s′ = s) in addition to Q(V ) being acyclic, then we can further impose the condition

that each pa(t) as in condition (2) above has Lefschetz type.

Note that the final statement above yields Theorem 2.18.

Proof. It will be convenient to assume that the vectors vi span LR. We can always assume this after

possibly extending L0 to some finite-index sublattice L′
0 of L, enlarging σ to have full rank in LR, and

then enlarging V with a minimal set of additional vectors vi so that the resulting set V ′ spans LR.

The polynomials pi(t) associated to vi ∈ V ′ \ V are taken to be, say, 1. After proving the results for

this setup, one can then take the quotient by
⊕

v∈(L′
0)

+\L+
0
gv to obtain the results in general. So we

now assume V spans LR.

Recall the quiver Q = Q(V, P ) defined above. Let K = Z
Q0

≥0 be the monoid of dimension vectors

for Q(V, P ). There is a homomorphism of algebras

F : kt[K]→ kt[L
⊕
0 ]

defined as follows. Write pi(t) =
∑

l pi,lt
l. For (i,α) ∈ Q0 define

η′
i(α) = max

{
r :

∑

r′<r

pi,r′ < α, par(r) = par(pi(t))

}
.

For example if pi(t) = 3t−2 + 4 + 3t2,

(η′
i(1), . . . , η′

i(10)) = (−2,−2,−2, 0, 0, 0, 0, 2, 2, 2).

We define

ηi(α) =




η′
i(α) if i ≤ s′

η′
i(α) + 1 if s′ < i ≤ s.

Note that for all (i,α) ∈ Q0 there is an equality

(96) ηi(α) ≡ 0 (mod 2).

We set

F (xi,α) = tηi(α)zvi .

Passing to completions, F induces a morphism Gqtr
Q → Gqtr which we denote by F̂ . From (27) and

(96) it follows that

F̂ (E(p(t)xv) = E(p(t)F (xv))

for all 0 6= v ∈ K and all p(t) ∈ Z[t±1].

We define a L+
0 -grading on gQ by pulling back the L+

0 -grading on the image of F . Then the

scattering diagram DStab for the category of CQ-modules satisfies

(1) For each i ≤ s′ and α ≤ pi(1) there is an incoming wall (1⊥i,α,E(−xi,α))

(2) For each s′ < i ≤ s and α ≤ pi(1) there is an incoming wall (1⊥i,α,E(−t−1xi,α))
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(3) All walls in DStab are of the form (d,E(−pv(t)xv)) with pv(t) ∈ Z≥0[t±1] and d ⊂ v⊥ for

v ∈ K.

(4) par(pv(t)) ≡ χQ(v, v) + 1 (mod 2).

The first two parts of the claim follow from Example 7.2. The last two parts are a special case of

Proposition 6.14. The morphism

R : RQ0 →L0,R

1i,α 7→vi

induces a surjection of vector spaces, with R∗ω = BQ. As in Lemma 2.11, R and F induce a consistent

scattering diagram (R,F )∗DStab in LR over g, giving the desired scattering diagram. For the statement

regarding the parity of D, identify Zs with ZQ(V )0 , and let R̃ denote the projection ZQ0 → ZQ(V )0 ,

R̃(1i,α) = 1i. Then the parity statement follows from (96), property (4) above, and the observation

that χQ = R̃∗λ.

If Q(V ) is acyclic, then Q(V, P ) is genteel by Corollary 7.6, so the incoming walls listed in Properties

(1) and (2) of DStab above are the only incoming walls of DStab. The claim that the only incoming

walls of (R,F )∗DStab are as in (95) follows using Lemma 2.11 (assuming we choose the representative

of DStab to be saturated).

If we additionally have pi(t) = 1 for each i, then by Corollary 6.20, we can represent DStab so that

each pv(t) as in Property (3) above has Lefschetz type. Since in this case F maps xi,α to zvi , all

scattering functions of (R,F )∗DStab will still have Lefschetz type, as desired. �

7.2.1. Proof of positivity for the basic two-wall cases. We now prove the positivity statement of The-

orem 2.15 in the cases in which the initial scattering diagram has only two walls. The general case

then follows by §5.

Corollary 7.8. Consider the scattering diagram

Din = {(vω⊥
1 ,E(−tm1zv1)), (vω⊥

2 ,E(−tm2zv2))}(97)

where v1, v2 ∈ L
+
0 . Then there is some D representing the equivalence class of Scat(Din) such that all

walls of D are either one of the two incoming walls, or outgoing walls of the form (dv,E(−tmzv)) for

dv ⊂ vω⊥ and v = αv1 + βv2, with α,β ∈ Z≥1.

Proof. We apply Proposition 7.7 in the case where V = (v1, v2) and P = (tm1 , tm2). Since Q(V ) =

Kr(|ω(v1,v2)|) is acyclic, the resulting incoming walls are precisely as in (97), and then property (2)

from Proposition 7.7 yields the claim. �

7.2.2. Dense regions. We next consider some examples that make precise our claim from the intro-

duction that “almost all” two wall examples have dense regions.

Example 7.9. In Corollary 7.8, set ω(v1, v2) = 1, m1 = 0 and m2 = −1. Then the scattering diagram

D is the stability scattering diagram for the quiver with vertices {1, 2}, a loop c at 2, and an arrow

a from 2 to 1. Let α ≤ β. Fix numbers λ1, . . . , λα ∈ C. We make Cα ⊕ Cβ into a CQ-module as

follows: firstly ·ėi acts on Cα ⊕ Cβ via projection onto the ith factor. Secondly, the linear operator

·a : Cα → Cβ acts on row vectors from the right via the matrix
(

Idα×α 0 . . . 0
)
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while ·c acts via the linear map Cβ → Cβ defined via the matrix



0 1 0 0 . . .

0 0 1 0 . . .

. . .

0 0 . . . 0 1

λ1 λ2 . . . λβ



.

If V is a submodule of ρ of dimension vector (x, y), the fact that V · ė2 is preserved by ·c implies that

y ≥ x+β−α whenever x > 0. Since −B(dim(ρ), (x, y)) = −αy+βx, we have −B(dim(ρ), dim(V )) =

−αy ≤ 0 if x = 0, and if x > 0, we have

−B(dim(ρ), (x, y)) ≤ −αx− αβ + α2 + βx = (β− α)(x− α) ≤ 0.

Hence, ρ is −B(dim(ρ), ·)-semistable.

In fact, if x = α, then y = β and so V = ρ. Hence, if V is a non-trivial proper submodule of

ρ, then we must have x < α and so if α < β we find −B(dim(ρ), dim(V )) < 0. So ρ is in fact

−B(dim(ρ), ·)-stable. Moreover

(1) If α = β, all indecomposable −B(dim(ρ), ·) King-semistable modules arise this way. Since

ρ contains a (1, 1)-dimensional representation spanned by the vectors v′ and v, where v is

any eigenvector of ·c and v′ satisfies v′ · a = v, there are no −B((1, 1), ·) King-stable (n, n)-

dimensional representations for n ≥ 2.

(2) If α = 1, all −B(dim(ρ), ·) King-semistable (and hence stable) (α,β)-dimensional CQ-modules

arise this way. As such, there is an isomorphism M
−B(dim(ρ),·) -sst
(1,β) (Q) ∼= Aβ. Geometrically,

this also follows from the fact that the moduli space M
−B(dim(ρ),·) -sst
(1,β) (Q) can be identified

with the Hilbert scheme of β points on A1, which is identified with Symβ
A1 ∼= Aβ via the

Hilbert–Chow morphism.

We have drawn the diagram D of Corollary 7.8 in Figure 7.1. One ellipsis in the diagram indicates that

for every n ∈ Z≥1 there is a wall with function starting E(t−nz(1,n) + · · · ), a fact that we deduce from

(2). From (1) we deduce that there are no higher order terms on the wall through (−1,−1), i.e. the

z(2,2) coefficient is zero. The grey region indicates that, because of the existence of the above stable

modules, by Lemma 6.2 there is a dense region of nonzero walls in the scattering diagram — in fact,

the existence of these stable modules implies that z(α,β) has a nonzero coefficient in the scattering

function in which it appears for every 0 < α < β.

Example 7.10 (Density of walls for Kronecker quivers). We now consider a situation like that of

[GHKK18, Ex. 1.15]. I.e., consider the two-dimensional scattering diagram Scat(Din) for Din =

{(vΛ⊥
i ,E(−zvi)) : i = 1, 2} with Λ(v1, v2) = n, i.e., the scattering diagram associated to the n-

Kronecker quiver Kr(n). For convenience, take v1 = (0, 1), v2 = (−1, 0). It follows from the mutation

invariance of D (Proposition A.1) that D \Din is preserved by the action of µ :=

(
0 −1

1 n

)
.

For n ≥ 2, it follows that the rays of the cluster complex accumulate along the eigenrays of µ

generated by (1,−λ) for λ = n±
√
n2−4
2 . Let σbad denote the interior of the cone generated by these

two rays. It has often been suggested (e.g., in [GPS10, Ex. 1.6], [GP10, Ex. 1.4] and [GHKK18,

Ex. 1.15]) that every ray of rational slope in σbad appears to support a nontrivial wall of D. Using

Example 7.9, we can see that this is indeed true.
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E(−z(1,0))

E(−t−1z(0,1))

E(−t−1z(1,1))

E(−t−2z(1,2) + . . .)

E(−t−3z(1,3) + . . .)

. . .

Figure 7.1. Scattering diagram for ω =

(
0 1

−1 0

)
with initial scattering functions

E(−t−1z2) and E(−z1).

E(−zv2)

E(−zv1)

σbad

Figure 7.2. Sketch of the scattering diagram for the n-Kronecker quiver Kr(n), n ≥ 3.

It suffices to check this for the classical version of D. In this case, we can apply the change of lattice

trick of [GHKK18, §C.3, Step IV] to replace our initial walls with the pair of walls limt→1 E(−nzu1)

and limt→1 E(−nzu2) with Λ(u1, u2) = 1. We choose a basis so that u1 = (0, 1), u2 = (0,−1).

We can factor these initial walls into 2n − 2 walls {dij : i = 1, 2, j = 1, . . . , n − 1}, where fdi1 =

limt→1 E(−2zui), and fdij = limt→1 E(−zui) for j = 2, . . . , n−2. We perturb these walls by translating

each of di1 down and towards the left, and translating the other walls by small generic amounts. Then

the interaction of the di1’s produces a limiting ray with function limt→1 E(−(t + t−1)zu1+u2) (this
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follows from, say, Example 6.10). When this interacts with limt→1 E(−zui), Example 7.9 implies that

the resulting outgoing rays include every ray of rational slope in the cone spanned by u1 + u2 and

u1 + u2 + ui. Then by letting ray R≥0(u1 + u2 + ui) interact with another E(−zui)-wall (if there are

others), we extend this to u1 + u2 + 2ui, and so on. This shows that every ray of rational slope in

the cone C := R≥0〈(n− 1,−1), (1, 1−n)〉 has non-trivial attached scattering function. Finally, noting

that µ((1,−1)) = (1, 1−n), and so C overlaps µ(C), we see that the cones µk(C) for k ∈ Z completely

cover the interior of σbad, and the claim follows.

In fact, we can see a bit more than density of the walls — we see that zv has a nonzero-coefficient

along R≥0(−v) for every nonzero v ∈ −σbad. Indeed, using the above arguments, the analogous

statement about z(α,β) having nonzero coefficients for all 0 < α < β in Example 7.9 implies the

claim for −v ∈ R>0〈(1,−1), (1, 1− n)〉. We extend this to include the ray R>0(1,−1) using Reineke’s

description of this ray [Rei11, Thm. 6.4] (cf. [GHKK18, Ex. 1.15]). Then applying µk for all

k ∈ Z as before yields the claim for the full region. In terms of quiver moduli, this can be viewed

as saying that there exist stable representations of Kr(n) (n ≥ 3) of dimension vector v for all v ∈

R>0〈(1,
n−

√
n2−4
2 ), (1, n+

√
n2−4
2 )〉 ∩ Z2

≥0.

Remark 7.11. Via Theorem 6.18 and Lemma 6.2, the statement above regarding nonvanishing of the

coefficients for z(α,β) is equivalent to the existence of stable modules of dimension vector (α,β). So

rather than using the above example to deduce the existence of such stable modules, one could hope to

directly show the existence of the stable modules, and then deduce the nonvanishing of the coefficients

from this. Indeed, as pointed out to us by Pierrick Bousseau, there is an argument taking as its inputs

only results from the quiver literature [Kac80] and [Sch90] which demonstrates the existence of such

stable modules, without invoking any DT theory or scattering diagram techniques.

Putting the above examples together, we see that if |ω(v1, v2)|6= 0 in Corollary 7.8, the only two

choices of (n,m1,m2) that do not give rise to regions in LR of nonzero measure in which walls of D

are dense are (1, 0, 0) and (2, 0, 0).

7.2.3. Parities: Proof of Theorem 2.19. Consider Din given by (34) as in Theorem 2.15, where the

polynomials pi(t) are assumed to satisfy the positivity and parity assumptions of Theorem 2.19. Let

D◦ be the consistent scattering diagram constructed in Proposition 7.7 starting with the elements

v1, . . . vs and polynomials p1(t), . . . , ps(t). Let D◦
in be the set of incoming walls of D◦. Then by

construction, Din ⊂ D◦
in, and D◦ satisfies the parity conditions in the statement of Proposition 7.7.

It is not clear that the set of walls in D◦
in is finite, so we work to arbitrary finite order k, for

k large enough to ensure that no walls of Din are trivial in gk. We will add the subscript k to a

scattering diagram to indicate the subset of walls which are nontrivial in gk (but still working over

g rather than projecting to gk). By extending all initial walls to be full hyperplanes as in §2.3.4, we

can let (D◦
in)k = {(vω⊥

i ,−pi(t)zvi)}i∈I for I some finite index-set. Then Din is the subset of walls

corresponding to i ∈ I ′ for some I ′ ⊂ I which we identify with {1, . . . , s}.
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Similarly to the change of monoid trick (cf. §5.1), let L̃ := Z〈ũ1, . . . , ũr, ṽi : i ∈ I〉 and let π : L̃→ L

be the map sending ṽi 7→ vi and ũi 7→ ui for {ui : i = 1, . . . , r} any basis for L. Let ω̃ := π∗ω. Define

p : L̃→ Z〈e1, . . . es〉

ṽi 7→ ei i ∈ I ′

ṽi 7→ 0 i ∈ I \ I ′

ũi 7→ 0 i = 1, . . . , r

and set λ̃ = p∗λ. Let σ̃ ⊂ L̃R be the cone spanned by ṽi for i ∈ I and let L̃+ = L̃∩ σ̃ \ {0}. We define

a homomorphism of Lie algebras

̟ : gL̃+,ω̃ → gL+,ω

ẑṽ 7→ zπ(ṽ)/(1)t.

We then consider

(D̃◦
in)k := {(ṽω̃⊥

i ,−pi(t)z
ṽi)}i∈I ,

with D̃in denoting the subset consisting of the walls with i ∈ I ′. Then D̃ := Scat(D̃in) is a subset

of the walls of D̃◦
k := Scat((D̃◦

in)k), specifically, the walls (d,E(−pd(t)zṽd)) with ṽd in the span of

{ṽi}i∈I′ .

By Lemma 2.11, π and ̟ induce consistent scattering diagrams (π, ̟)∗(D̃◦
k) and (π, ̟)∗(D̃) in

LR, defined as in (17). By the positivity statement from Theorem 2.15, up to equivalence, all walls of

D̃◦
k are of the form (d,E(−pd(t)zṽd)) for pd(t) a Laurent polynomial with positive coefficients. Up to

equivalence, we have D = (π, ̟)∗(D̃), so then for all general x ∈ LR, we can write (in the notation of

Example 2.8(3))

fx,D = E


−

∑

v∈xω⊥

ax,v(t)zv




and

fx,(π,̟)∗(D̃◦
k)

= E


−

∑

v∈xω⊥

[ax,v(t) + a◦x,v(t)]zv




where each ax,v(t) and a◦x,v(t) is a Laurent polynomial in t with positive integer coefficients. Since

((π, ̟)∗(D̃◦
k))k is equivalent to D◦

k, and since the latter satisfies the desired parity condition by

Proposition 7.7, we have that par(ax,v(t) + a◦x,v(t)) = λ̃(ṽ, ṽ) + 1 for all v ∈ L+ \ (k + 1)L+, where

ṽ ∈ π−1(v). The positivity then implies that par(ax,v(t)) = λ(p(ṽ), p(ṽ)) + 1 for v ∈ L+ \ (k + 1)L+

as well. Since k was arbitrary, the claim follows. �

7.3. Pre-Lefschetz for the basic two-wall cases. We now apply the constructions of §6.3 to prove

the stronger pL version of Corollary 7.8. The general case of the pL statement of Theorem 2.15 then

follows by §5.

Recall from (6) the definition of the basic polynomials Pm(t) of pL type.

Proposition 7.12. Consider the scattering diagram

Din = {
(
vω⊥
1 ,E(−Pm1(t)zv1)

)
,
(
vω⊥
2 ,E(−Pm2(t)zv2)

)
}(98)
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with v1, v2 ∈ L+
0 and m1,m2 ∈ Z. Then there is some D representing the equivalence class of

Scat(Din) such that all walls of D are either one of the two incoming walls, or outgoing walls of the

form (dv,E(−Pm(t)zv)) for dv ⊂ vω⊥ with v = αv1 + βv2, α,β ≥ 1.

Proof. As in the proof of Proposition 7.7, after an appropriate substitution of zv1 and zv2 we may

assume that m1,m2 ∈ {0, 1}. Re-ordering the walls if necessary, we assume ω(v1, v2) = n ∈ Z≥0. We

also assume that n > 0, since otherwise Din is already consistent. We construct a quiver Q via the

following recipe.

(1) First, we define quivers Q(i), for i = 1, 2 by the rule:

• If mi = 1 then Q(i) is isomorphic to the Kronecker quiver Kr(2), with vertices 1(i) and

2(i) and 2 arrows from 2(i) to 1(i).

• If mi = 0 then Q(i) is isomorphic to the quiver J(0), with one vertex, denoted 1(i), and

no arrows.

(2) We define Q′ to be the disjoint union of Q(1) and Q(2).

(3) We adjoin n arrows from 1(2) to 1(1) to Q′, to form the quiver Q.

oo kk
ss �� ��
• •

•

1(2)

2(2)

1(1)

Figure 7.3. An example of the quiver Q arising in the proof of Proposition 7.12 for

m1 = 0, m2 = 1 and n = 3.

In Figure 7.3 we have drawn the quiver Q for the case m1 = 0, m2 = 1, n = 3. Note that regardless

of the values of m1,m2, n, the quiver Q is acyclic.

Fix an integer k ≥ 0, and denote by π : ĜQ → GQ,k the projection defined as in §2.2.3. Next, fix

numbers 0 ≤ ǫ≪ δ≪ 1≪M ≪ N , which will depend on k. We define the stability conditions ζ(±)

for Q as follows.

• If m1 = 1, we set ζ(±)(1(1)) = M ± ǫ and ζ(±)(2(1)) = −M .

• If m1 = 0 we set ζ(±)(1(1)) = ±ǫ.

• If m2 = 1, we set ζ(±)(1(2)) = N and ζ(±)(2(2)) = −N .

• If m2 = 0 we set ζ(±)(1(2)) = 0.

Let ζ be one of ζ(±). Let ρ be a CQ-module, with dim(ρ) ≤ k, satisfying the condition that each

of the subquotients appearing in the Harder–Narasimhan filtration of ρ with respect to the stability

condition ζ has slope contained in I := [−δ, δ]. Then in particular, ρ has slope contained in [−δ, δ].

It follows that if Q(2) is isomorphic to the Kronecker quiver, the restriction of the dimension vector

of ρ to Q(2) must be (a, a) for some a ∈ Z≥0. Then the contribution of Q(2) to the slope of ρ is zero,

whichever quiver Q(2) is, and so if Q(1) is isomorphic to the Kronecker quiver, the restriction of the

dimension vector of ρ to Q(1) must be of the form (b, b) for some b ∈ Z≥0.
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Let ρ be a CQ-module with dim(ρ) ≤ k, and with the dimension vector of ρ constant after restriction

to Q(1), and also constant after restriction to Q(2). We claim that the following are equivalent

(1) All of the subquotients appearing in the Harder–Narasimhan filtration of ρ with respect to

ζ(−) have slope in I

(2) The restrictions ρ(i) of ρ to Q(i) are ζ(+) semistable for i = 1, 2

(3) All of the subquotients appearing in the Harder–Narasimhan filtration of ρ with respect to

ζ(+) have slope in I.

(1)⇔ (2) The equivalence is trivial if one of ρ(1) or ρ(2) is trivial, so assume that they are both nontrivial.

So ρ(2) is a proper nontrivial submodule of ρ, and destabilizes it (for the stability condition

ζ(−)). In particular, picking ρ′ ⊂ ρ(2) to be the maximal submodule to attain the maximal

slope of a submodule of ρ(2), ρ′ is the maximal destabilizing submodule of ρ and it has slope

in I if and only if ρ(2) is semistable (with respect to both stability conditions). Similarly, the

maximal destabilizing quotient of ρ with respect to ζ(−) is a quotient of ρ(1), and it has slope

in I if and only if ρ(1) is semistable with respect to both stability conditions.

(3)⇒ (2) If ρ′ ⊂ ρ(2) was a destabilizing submodule with respect to ζ(+), it would also be a submodule

of ρ with ζ(+)-slope greater than δ, which is impossible by the condition on ρ. Similarly, if

ρ′ ⊂ ρ(1) was destabilizing, then ρ′ ⊕ ρ(2), with its natural CQ-module structure, would have

slope greater than δ. So we deduce that both ρ(1) and ρ(2) are semistable.

(2)⇒ (3) Say that ρ(1) and ρ(2) are semistable. Let ρ′ ⊂ ρ be the maximal destabilizing submodule

with respect to the stability condition ζ(+), i.e. the first non-trivial term in the Harder–

Narasimhan filtration of ρ. If Q(2) is isomorphic to the Kronecker quiver, let (a, b) be the

dimension vector of ρ′ restricted to Q(2). Since this restriction is a submodule of ρ(2) we must

have a ≤ b. On the other hand, since ρ′ destabilizes ρ we must have a ≥ b. We deduce that

a = b, and so whichever quiver Q(2) is, the contribution of Q(2) to the slope of ρ′ is zero. Now

assume that Q(1) is isomorphic to the Kronecker quiver. By the same argument, the dimension

vector of ρ′, restricted to Q(1), must be constant. We deduce that the slope of ρ′ lies within

I. Applying the same argument to ρ/ρ′, we see that the slope of all the subquotients in the

Harder–Narasimhan filtration of ρ belong to I.

From (1)⇔ (3) we deduce that

(99) M
ζ(+)
I (Q) = M

ζ(−)
I (Q).

Consider the case in which Q(1) is the single vertex quiver, and write e ∈ K for the generator

corresponding to the vertex 1(1). We have

χwt,K


 ⊕

v∈Z≥0·e
Hc(M

ζ(±) -sst
v (Q))∗vir


 = E(xe)

by (89).

Now consider the case in which Q(1) is isomorphic to the Kronecker quiver. Write e for the sum of

the generators in K corresponding to the vertices 1(1) and 2(1). Then by (91) we have

χwt,K


 ⊕

v∈Z≥0·e
Hc(M

ζ(±) -sst
v (Q))∗vir


 = E(xe[2]t).
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The same results hold for Q(2); we let f denote the element in K defined analogously to e but for

Q(2). Applying (92) with ζ = ζ(−) we deduce that

(100) π

(
χwt,K

(
⊕

v∈K

Hc(M
ζ(−)
I,v (Q),Q)∗vir

))
= π

(
E([m2 + 1]tx

f )E([m1 + 1]tx
e)
)
.

Now for the stability condition ζ(+) there may be more semistable modules with slope contained in

I, but they must have dimension vector of the form αe+ βf for α,β ∈ Z>0. Applying (92) again, we

deduce that

π

(
χwt,K

(
⊕

v∈K

Hc(M
ζ(+)
I,v (Q),Q)∗vir

))
=(101)

π


E([m1 + 1]tx

e)
∏

0
β/α
−−−→∞

α 6=0,β6=0

E(χwt(BPS
ζ(+)
αe+βf (Q))xαe+βf )E([m2 + 1]tx

f )


 .

Combining (99), (100), and (101), we deduce that

π
(
E([m2 + 1]tx

f )E([m1 + 1]tx
e)
)

=(102)

π


E([m1 + 1]tx

e)
∏

0
β/α
−−−→∞

α 6=0,β6=0

E(χwt(BPS
ζ(+)
αe+βf (Q))xαe+βf )E([m2 + 1]tx

f )


 .

Note that BPS
ζ(+)
αe+βf is independent of the large M,N we pick in the above argument. We denote

this mixed Hodge structure instead by BPSlim
αe+βf . In particular, it does not depend on k. Letting k

tend to infinity, in the limit (102) becomes

E([m2 + 1]tx
f )E([m1 + 1]tx

e) = E([m1 + 1]tx
e)

∏

0
β/α
−−−→∞

α 6=0,β6=0

E(χwt(BPSlim
αe+βf (Q))xαe+βf )E([m2 + 1]tx

f ).

(103)

By Corollary 6.20, each term E(χwt(BPSlim
αe+βf (Q))xαe+βf ) is of Lefschetz type, and so is of pL

type. Note that xexf = tnxe+f . Let ĝ◦ ⊂ ĝQ be the sub Lie algebra obtained by taking the closure

of the span of the elements x̂g for g = αe + βf , with α,β ∈ Z≥0 and α + β > 0. Denote by L′ the

lattice spanned by v1 and v2. There is an isomorphism of Lie algebras ĝ◦ → gL′+,ω sending x̂αe+βf

to ẑαv1+βv2 . Exponentiating, we obtain an isomorphism of pro-unipotent algebraic groups

Φ: Ĝ◦ ∼=
−→ ĜL′ .

Finally, we use the identity (103) to construct D. Let V = vω⊥
1 ∩ vω⊥

2 . From ω(v1, v2) 6= 0 and

vi ∈ vω⊥
i it follows that V has codimension 2. We define D to be the scattering diagram containing

Din as well as a wall

(V − R≥0 · (αv1 + βv2),E(−χwt(BPSlim
αe+βf (Q))zαv1+βv2))(104)
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for each α,β ∈ Z>0. Then V is the only joint in D, and consistency around this joint amounts to the

equality

E(−[m1 + 1]tz
v1)E(−[m2 + 1]tz

v2)

(105)

=E(−[m2 + 1]tz
v2)

∏

∞
β/α
−−−→0

α 6=0,β6=0

E(−χwt(BPSlim
αe+βf (Q))zαv1+βv2)E(−[m1 + 1]tz

v1),

cf. Figure 7.4 where this corresponds to the equality of θγ1,D and θγ2,D. Finally, (105) follows from

applying Φ to (103) and inverting each side. �

E(−tm1zv1)

E(−tm2zv2)

·
·γ1

γ2

Figure 7.4. Sketch of D, with outgoing walls as in (104) living in the grey region.

The substitution we used in the above proof in order to assume that m1,m2 ∈ {0, 1} preserves the

pL property but not the Lefschetz property, explaining why this argument does not yield preservation

of Lefschetz type. To prove Conjecture 2.17, it would be sufficient to have a version of Proposition

7.12 stating that if the two incoming walls carry elements of the form E(−[r1]tz
v1) and E(−[r2]tz

v2)

for r1, r2 ∈ Z>0, then all outgoing walls can be chosen to carry elements of the form E(−[r]tz
αv1+βv2)

for r,α,β ∈ Z>0. The reason we cannot easily adapt the proof of Proposition 7.12 to prove this

statement is that for r-Kronecker quivers with r > 2 there are non-primitive DT invariants, i.e. we

can have Ω
(1,−1)

Kr(r),(n,n)
6= 0 for n ≥ 2 (see Examples 6.10 and 6.11).

Appendix A. Mutation invariance

Here we prove the mutation invariance properties of the scattering diagrams, broken lines, and

theta functions. The arguments are based on those of [GHKK18] in the classical setting.

A.1. Mutation invariance of the scattering diagram. Let (S,Λ) be a compatible pair. Recall

the map B1 : N → M sending e 7→ BS(e, ·). Throughout the appendix we denote vk := B1(ek) for
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k ∈ I. For k ∈ I \ F , recall the piecewise-linear maps Tk : MR →MR from (63), i.e.,

Tk(m) :=




m+ 〈ek,m〉vk if 〈ek,m〉 ≥ 0

m otherwise.

Let

Hk,+ := {m ∈MR : 〈ek,m〉 ≥ 0} and Hk,− := {m ∈MR : 〈ek,m〉 ≤ 0},

i.e., Hk,± are the domains of linearity for Tk. Let Tk,+ and Tk,− denote the integral linear functions

on MR obtained by extending Tk|Hk,+
and Tk|Hk,−

, respectively. In particular, Tk,− = IdMR
.

Note that each of Tk,± induces a kt-module automorphism of Π(M) :=
∏

m∈M k(t1/D) by taking

the m-factor to the Tk,±(m)-factor. Each M -graded algebra, Lie algebra, or pro-unipotent algebraic

group we consider naturally embeds as an M -graded kt-module, k[t±1]-module, or set, respectively,

into
∏

m∈M k(t1/D) via
∑

m∈M amz
m 7→ (am)m, i.e., the coefficient of zm gives the m-factor of∏

m∈M k(t1/D). We can then define Tk,±(
∑

m∈M amz
m) :=

∑
m∈M amz

Tk,±(m), where the right-hand

side is viewed as the element (am)Tk,±(m) ∈
∏

m∈M k(t1/D). In particular, since Tk,± both respect Λ,

they induce kt-algebra isomorphisms Tk,± : kΛt [M ]→ kΛt [M ].

Let dk denote the wall (e⊥k ,Ψt(z
vk)) in MR. Let DS denote the consistent scattering diagram DAq

defined in §4.3 for the compatible pair (S,Λ), and similarly, let Dµk(S) denote the analogous scattering

diagram for the compatible pair (µk(S),Λ). Note that while both scattering diagrams are in MR, DS is

defined over the Lie algebra gM+
S,0,Λ

for M+
S,0 := (B1(Nuf)∩σ)\{0}, where σ ⊂MR is the cone spanned

by {vi = B1(ei)}i∈I\F , while Dµk(S) is defined over gM+
µk(S),0

,Λ for M+
µk(S),0

:= (B1(Nuf)∩µk(σ))\{0},

where µk(σ) ⊂ MR is the cone spanned by {B1(µk(ei))}i∈I\F for µk as in (52). The following is the

quantum analog of [GHKK18, Thm. 1.24].

Proposition A.1. Up to equivalence, the walls of Dµk(S) can be given as follows. For each d ∈

DS \ {dk}, we have one or two walls, given as

(Tk(d ∩Hk,−), Tk,−(fd)), (Tk(d ∩Hk,+), Tk,+(fd)),

throwing out one of these if the support is of codimension at least 2. The only other wall is

d′k := (e⊥k ,Ψt(z
−vk)).

Here, if fd = 1 +
∑∞

r=1 arz
rvd ∈ ĜS := exp(ĝM+

S,0,Λ
) ⊂

∏
m∈M k(t1/D), then by definition,

Tk,±(fd) = 1+
∑∞

r=1 arz
Tk,±(rvd) ∈

∏
m∈M k(t1/D). The fact that this latter sum is actually contained

in Ĝµk(S) := exp(ĝM+
µk(S),0

,Λ) is not at all obvious. This technical issue is dealt with in [GHKK18]

using their Theorem 1.28. Fortunately, we can circumvent the need to generalize this theorem to the

quantum setup, instead using positivity to recover the following directly from its classical analog:

Lemma A.2. The walls described in Proposition A.1 are well-defined and form a scattering diagram

Tk(DS) in MR over gM+
µk(S),0

,Λ.

Proof. By Theorem 2.15, all walls of DS specialize to non-trivial walls of the corresponding classical

scattering diagram with no cancellation being possible. Furthermore, this classical specialization

clearly preserves the z-exponents of all terms of the scattering functions. Thus, the fact that the

classical specialization of Tk(DS) is a scattering diagram over limt→1(gM+
µk(S),0

,Λ) [GHKK18, Thm

1.24] implies the desired statement for the quantum scattering diagram. �
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Proof of Proposition A.1. We know from Lemma A.2 that Tk(DS) is a scattering diagram over

gM+
µk(S),0

,Λ. We will now show that the incoming walls of Tk(DS) are the same as the incoming

walls of Dµk(S), and we will then show that Tk(DS) is consistent. Proposition A.1 then follows from

the uniqueness statement of Theorem 2.13.

Step 1, incoming walls coincide: Using the equivalence of Example 2.8(2), let us split up all walls

(d, fd) under consideration into their intersections (d ∩ Hk,+, fd) and (d ∩ Hk,−, fd), throwing away

any empty intersections (and keeping only one copy of dk = dk ∩ Hk,±). Now since Tk,± are linear

and injective, it is clear that a wall of the form (d ∩ Hk,±, fd) contains its direction −vd if and only

if Tk(d ∩ Hk,±) contains its direction Tk,±(−vd). That is, Tk maps incoming walls to incoming walls

and maps outgoing walls to outgoing walls.

Next we check that the functions on the incoming walls of Tk(DS) match those on the incoming

walls of Dµk(S). Consider an incoming wall (di ∩ Hk,±, fdi) of the modified DS,in, where di = e⊥i
and fdi = Ψt(z

vi). The corresponding wall in Tk(DS,in) is (Tk(di ∩ Hk,±),Ψt(z
Tk(vi))) if i 6= k, or

(dk,Ψt(z
−vi)) if i = k. In any case, (64) implies that this is the same as (Tk(di∩Hk,±),Ψt(z

B1(µk(ei)))),

which is the corresponding initial wall of Dµk(S),in. We have thus shown that the incoming walls of

Tk(DS) and Dµk(S) coincide.

Step 2, Tk(DS) is consistent: Here we follow the strategy of [GHKK18, Proof of Thm. 1.24, Step

II]. It suffices to check consistency of Tk(DS) around joints contained in e⊥k because this is the only

locus where Tk fails to be linear. For non-initial walls (d, fd) ∈ DS \DS,in, the vector vd ∈ σ is not

contained in an extremal ray of σ, i.e., is not equal to a multiple of any ei. So d = dk is the only wall

with vΛ⊥
d = e⊥k . I.e., DS has no walls contained in e⊥k other than dk.

Now, let j be one such joint in e⊥k . Let γ denote a small closed path around j based in Hk,−. To

any finite order, we can consider a path γ = γ4 ◦ γ3 ◦ γ2 ◦ γ1 such that:

• γ1 is a path starting in Hk,− and immediately crossing dk, crossing no other walls,

• γ2 crosses every wall containing j with interior in Hk,+, but crosses no other walls,

• γ3 is a path starting in Hk,+ and immediately crossing dk, crossing no other walls, and

• γ4 crosses every wall containing j with interior in Hk,−, returning to the initial point of γ1.

It is sufficient to check that

θγ,Tk(DS) = θγ,DS ,(106)

since we know the latter is the identity because DS is consistent. We have

θγ1,Tk(DS) = θγ1,Dµk(S)

θγ2,Tk,+(DS) = Tk,+(θγ2,DS)

θγ3,Tk(DS) = θγ3,Dµk(S)

θγ4,Tk(DS) = θγ4,DS .

Recall that the existence of a compatible Λ implies that ker(BS,1) ∩ M
+
S,0 = ∅, and similarly

ker(Bµk(S),1) ∩M+
µk(S),0 = ∅. Hence, ĜS and Ĝµk(S) have trivial center, thus are isomorphic to their

Adjoint representation. It follows that elements of ĜS and Ĝµk(S) are determined by their conjugation

actions on kΛt,σJMK and kΛt,µk(σ)JMK, respectively, and in fact, these actions are already determined

by their restrictions to monomials zm with m ∈ Hk,−.
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Suppose f ∈ kΛt [M ]. Then T−1
k,+(f) is also in kΛt [M ] ⊂ kΛt,σJMK, hence Adθγ2,DS

(T−1
k,+(f)) ∈

kΛt,σJMK. We thus see that we can factor the conjugation homomorphism

AdTk,+(θγ2,DS
)

∣∣∣
kΛt [M ]

: kΛt [M ] →֒ kΛt,µk(σ)JMK

into the composition

Tk,+|T−1
k,+(kΛ

t,µk(σ)
JMK) ◦ θγ2,DS ◦ T

−1
k,+

∣∣∣
kΛt [M ]

.

Let θdk := θγ1,DS = Ψt(z
vk), and let θd′

k
:= θγ1,Dµk(S)

= Ψt(z
−vk)−1. Note that θγ3,DS = θ−1

dk
,

and similarly, θγ3,Dµk(S)
= θ−1

d′
k

. Since Tk,− = Id, we have θγ4,DS = θγ4,Dµk(S)
. In summary, we have

on kΛt [M ] that

Adθγ,Dµk(S)
= Adθγ4,DS

◦Adθ−1

d′
k

◦(Tk,+ ◦Adθγ2,DS
◦ T−1

k,+

)
◦Adθ

d′
k

.

Hence, (106) will follow if we show that

T−1
k,+ ◦Adθ

d′
k

(zm) = Adθdk
(zm)

for all m ∈ Hk,−, i.e., 0 < 〈−ek,m〉 = Λ(vk,m), cf. (47). Applying (20), we have

T−1
k,+ ◦Adθ

d′
k

(zm) = T−1
k,+


zm

|Λ(−vk,m)|∏

k=1

(
1 + tsgn(Λ(−vk,m))(2k−1)z−vk

)



= zm+Λ(vk,m)vk

|Λ(vk,m)|∏

k=1

(
1 + t−(2k−1)z−vk

)

= zmtΛ(vk,m)2
|Λ(vk,m)|∏

k=1

(
zvk + t−(2k−1)

)
.

In the second equality, we applied T−1
k,+ and used −〈ek,m〉 = Λ(vk,m) again. We obtained the third

equality by factoring

zm+Λ(vk,m)vk = tΛ(vk,m)2zmzΛ(vk,m)vk

and then distributing the last monomial. Noting that tΛ(vk,m)2 =
∏|Λ(vk,m)|

k=1 t2k−1, we see that the

last expression can be rewritten as

zm
|Λ(vk,m)|∏

k=1

(
t2k−1zvk + 1

)
.(107)

Since sgn(Λ(vk,m)) = 1, we see using (20) again that this is indeed equivalent to Adθdk
(zm), as

desired. �

A.2. Mutation invariance of broken lines. We continue to work with the map Tk : MR → MR

and the induced maps Tk,± : kt[M ]→ kt[M ] as in §A.1. We write ϑSp,Q to indicate the theta function

ϑp,Q associated to the consistent scattering diagram DS defined at the start of §A.1, and similarly we

write ϑ
µk(S)
p,Q for the theta function defined with respect to Dµk(S).

Proposition A.3. For any p ∈ M and generic Q ∈ MR, Tk defines a bijection between broken lines

with respect to DS with ends (p,Q) and broken lines with respect to Dµk(S) with ends (Tk(p), Tk(Q)). If
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zm is the final monomial of one such broken line for DS, then the final monomial of the corresponding

broken line for Dµk(S) is z
Tk,+(m) if Q ∈ Hk,+ and zTk,−(m) if Q ∈ Hk,−. Hence,

Tk,±(ϑSp,Q) = ϑ
µk(S)
Tk(p),Tk(Q),(108)

where the sign in the subscript of Tk,± on the left-hand side is determined by Q ∈ Hk,±.

We follow the proof of the analogous classical result, [GHKK18, Prop. 3.6].

Proof. Given a broken line γ with ends (p,Q) whose underlying map is γ : (−∞, 0] → MR, the

underlying map for Tk(γ) is of course taken to be Tk ◦ γ. Subdivide the domains of linearity of γ

so that each lies entirely in either Hk,+ or Hk,−. For a domain of linearity L ⊂ Hk,±, Tk takes the

attached monomial cLz
mL to Tk,±(cLz

mL). We wish to check that this gives a broken line.

Let us assume that the representative of DS is chosen so that each scattering function is of the form

Ψt(t
2azv) or Ψt2r (t2

r(2a+1)z2
rv) for various a ∈ Z, r ∈ Z≥0, and v ∈ M+

S,0, as in Theorem 2.15. Let

Ĝ◦
S denote the subgroup of ĜS generated by the scattering functions of DS , so Lemma A.2 ensures

that Tk,± take Ĝ◦
S into Ĝµk(S). For (d, fd) a wall of DS , p ∈M , and ǫ = sgn(Λ(vd,m)), we see that

Tk,±(Adfǫ
d
(zp)) = AdTk,±(fd)ǫ(Tk,±(zp)).(109)

Indeed, by (23), Adfǫ
d
(zp) and AdTk,±(fd)ǫ(z

p) are both contained in kΛt [M ], so the equality follows

from the fact that, since Tk,± respects Λ, the maps Tk,± : Ĝ◦
S → Ĝµk(S) and Tk,± : kΛt [M ] → kΛt [M ]

are group and algebra homomorphisms which intertwine the actions of the groups on the algebras (cf.

the proof of Lemma 4.10). As a result, to show that Tk(γ) is a broken line for Dµk(S), it remains to

check what happens when γ crosses e⊥k .

Let L1, L2 be consecutive refined domains of linearity of γ which lie on opposite sides of e⊥k , and

let ciz
mi denote the monomial attached to Li. For L1 ⊂ Hk,−, we have Λ(vk,m1) > 0, and so c2z

m2

is any term in

AdΨt(zvk )(c1z
m1) = c1z

m1

|Λ(vk,m1)|∏

n=1

(
1 + tsgn(Λ(vk,m1))(2n−1)zvk

)
(110)

where the equality is a special case of (20), with ǫ = 1. Applying Tk,+, we have that Tk,+(c2z
m2) is a

term in

c1z
m1−Λ(vk,m1)vk

|Λ(vk,m1)|∏

n=1

(
1 + tsgn(Λ(vk,m1))(2n−1)zvk

)
.

Applying the same manipulations which lead up to (107), we find that this is equal to

c1z
m1

|Λ(−vk,m1)|∏

n=1

(
tsgn(Λ(−vk,m1))(2n−1)z−vk + 1

)
= AdΨt(z−vk )(c1z

m1).

Since the right-hand side is the corresponding wall-crossing for Dµk(S) = Tk(DS), it follows that Tk(γ)

does in fact satisfy the correct bending rule.

Similarly, if we instead had L1 ⊂ Hk,+, then Tk,−(c2z
m2) = c2z

m2 could be any term in the right-

hand side of (110) (although the sign of Λ(vk,m1) is now −1). On the other hand, if we apply Tk

before the wall-crossing, we would have to apply Tk,+ to c1z
m1, yielding c1z

m1−Λ(vk,m1)vk . One then
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computes that

AdΨt(z−vk )(c1z
m1−Λ(vk,m1)vk) = c1z

m1−Λ(vk,m1)vk

|Λ(−vk,m)|∏

k=1

(
1 + tsgn(Λ(−vk,m))(2k−1)z−vk

)
,

and applying similar manipulations as before, noting that now Λ(vk,m) < 0 so z−Λ(vk,m1)vk =

z|Λ(vk,m1)|vk , we find that this indeed equals the right-hand side of (110), as desired.

We have thus shown that Tk takes broken lines to broken lines. That this is a bijection follows

from noting that T−1
k : MR →MR induces the inverse map on broken lines. �

A.3. Mutation invariance of theta functions. Recall the linear maps ψ~,Q (depending on generic

Q ∈MR) and ψ~ := ψ~,Q~ as defined in (66) and (67), respectively. From now on, we will denote these

by ψA
~,Q and ψA

~ .

Applying this to Sprin, we obtain ψAprin

~,Q and ψAprin

~ mapping Mprin
R →Mprin

R (in §4.7.2, ψAprin

~ was

denoted ψprin
~ ). By restriction to N ′

R = ξ(NR) ⊂ Mprin
R , we obtain linear automorphisms ψX

~,Q and

ψX
~ : NR → NR which induce maps on Π(N) and kt-algebra automorphisms of kBt [N ].

More directly, let

T S,X
j (n) :=




n+B(n, ej)ej if B(n, ej) ≥ 0,

n otherwise,

and then let

TX
~ = T

S~s ,X
js

◦ · · · ◦ T
S~1 ,X
j1

: NR → NR.(111)

Then ψX
~,Q is obtained by restricting TX

~ to a neighborhood of Q and extending linearly. We note that

the definition as the restriction of ψAprin

~,Q has the advantage of easily applying to generic Q ∈ Mprin
R ,

not just generic Q ∈ NR.

Corollary A.4. Let V denote A or X . Let S be a seed, and if V = A, pick a compatible Λ. Then

for any tuple ~ ∈ (I \ F )s and any generic Q ∈ LV,R, ψ
V
~,Q induces a kt-algebra isomorphism

ψV
~,Q : ιQ(Vcan,S

q ) ∼−→ ιTV
~
(Q)(V

can,S~
q )

with ψV
~,Q(ϑSp,Q) = ϑ

S~
TV
~
(p),TV

~
(Q)

. In particular, ψV
~ (ϑp) := ϑTV

~
(p) defines a kt-algebra isomorphism

ψV
~ : Vcan,S

q
∼−→ V

can,S~
q . Similarly if we replace each instance of can with mid.

Proof. Take V = A. The claim that ψA
~,Q(ϑm,Q) and ϑTA

~
(m),TA

~
(Q) are equal in

∏
n∈N kt follows from

applying (108) inductively. The fact that the isomorphism respects the structure constants follows

from the mutation invariance of broken lines in Proposition A.3 because, by Proposition 3.3, the

broken lines directly determine the structure constants.

However, the topological structures of Acan,S
q and A

can,S~
q are different, so a bijection between

the formal bases respecting the structure constants is not sufficient to conclude that this gives an

isomorphism. To prove this, it suffices to consider the case ~ = (j) since the isomorphisms can then

be applied inductively. We have

σS,A =R≥0〈B1(ei) : i ∈ I \ F 〉 ⊂MR

σSj ,A =R≥0〈B1(µj(ei)) : i ∈ I \ F 〉 ⊂MR.
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Note that both cones are contained in the convex (but not strongly convex) cone

σS,Sj := R≥0〈B1(ei) : i ∈ I \ (F ∪ {j})〉+ RB1(ej).

We can define kΛσS,Sj ,t
JMK := kΛt [M ]⊗

kΛt [M
⊕S,Sj ]

kΛt JM
⊕
S,Sj K, where M⊕S,Sj := M ∩ σS,Sj . Here,

kΛt JM
⊕
S,Sj K is the completion of kΛt [M⊕S,Sj ] with respect to the maximal monomial ideal generated

by zm with m ∈ M+S,Sj := M⊕S,Sj \M×S,Sj , where M×S,Sj is the monoid of invertible elements of

M⊕S,Sj .

We see that Acan,S
q and A

can,Sj
q are both naturally contained in kΛσS,Sj ,t

JMK — between any two

instances of a broken line γ crossing e⊥j , there must be an instance of γ crossing a wall d with

vd ∈M
+S,Sj , so the completion in the ±ej direction is not necessary. Furthermore, since Tj preserves

M+S,Sj , it acts via homeomorphism and automorphism on kΛσS,Sj ,t
JMK viewed as a topological kt-

module. Since this action takes ιQj (A
can,S
q ) to ιTj(Qj)(A

can,Sj
q ) (for Qj ∈ Cj), it identifies Acan,S

q and

A
can,Sj
q as kt-modules which now have the same topology. The claim follows.

For the X -version, we first consider the compatible pair (Sprin,Λprin) for Λprin as in (49) and recall

the map ξ of Lemma 4.1. By construction, ψAprin

~,Q ◦ ξ = ξ ◦ ψX
~,Q. The X -version of the result thus

follows from the Aprin-version, and this is a special case of the A-version above.

For the final statement, we just have to check that Θmid
V is preserved by TV

~ . This again follows

from Proposition A.3 since Θmid
V is defined in terms of the finiteness of certain sets of broken lines. �

A.3.1. The formal quantum upper cluster algebra. Let V denote A or X . For Q ∈ C+
S~
⊂ C (in MR for

V = A or Mprin
R for V = X ), denote ιQ by ι~. Recall that ψV

~ ◦ ι~ agrees with µV
~ on Vup

q . Motivated by

this, we say that an element f ∈ V̂S
q satisfies the formal Laurent phenomenon if ψV

~ ◦ ι~(f) ∈ V̂
S~
q

for each ~. The algebra of such f ∈ V̂S
q is what we call the formal quantum upper cluster algebra,

denoted V̂up
q . Note that the cluster atlas {ι~}~ can naturally be viewed as an atlas on V̂up

q .

Since (ψV
~ )−1(V

S~
q ) = V

S~
q , we can view Vup

q as

Vup
q =

⋂

~

ι−1
~ (V

S~
q ) ⊂ V̂S

q .

Thus,

Vup
q ⊂ V̂

up
q .

Let p ∈ L be arbitrary. For Q0 ∈ C
+
S , we have ϑSp,Q0

∈ V̂S
q by construction. If Q~ is instead in

some other C+
S~

, then it follows from Corollary A.4 that ψV
~ (ϑSp,Q~) is in V̂

S~
q . Since ϑSp,Q~ = ι~(ϑ

S
p,Q0

),

it follows that ϑp,Q0 ∈ V̂
up
q . I.e., while the Laurent phenomenon holds for all cluster monomials, this

formal version of the Laurent phenomenon holds for all theta functions.

Corollary A.5 (The formal quantum Laurent phenomenon). Vcan
q ⊂ V̂up

q .
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