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a b s t r a c t 

A domain-decomposed method to simultaneously couple the classical Molecular Dynamics (MD) and Di- 

rect Simulation Monte Carlo (DSMC) methods is proposed. This approach utilises the MPI-based general 

coupling library, the Multiscale Universal Interface. The method provides a direct coupling strategy and 

utilises two OpenFOAM based solvers, mdFoam + and dsmcFoam + , enabling scenarios where both solvers 

assume one discrete particle is equal to one molecule or atom. The ultimate goal of this work is to en- 

able complex multi-scale simulations involving micro, meso and macroscopic elements, as found with 

problems like evaporation. 

Results are presented to show the fundamental capabilities of the method in terms of mass and kinetic 

energy conservation between simulation regions handled by the different solvers. We demonstrate the 

capability of the method by deploying onto a large supercomputing resource, with attention paid to the 

scalability for a canonical NVT ensemble (a constant number of atoms N , constant volume V and constant 

temperature T ) of Argon atoms. The results show that the method performs as expected in terms of mass 

conservation and the solution is also shown to scale reasonably on a supercomputing resource, within 

the known performance limits of the coupled codes. The wider future of this work is also considered, 

with focus placed on the next steps to expand the capabilities of the methodology to allow for indirect 

coupling (where the coarse-graining capability of the DSMC method is used), as well as how this will 

then fit into a larger coupled framework to allow a complete micro-meso-macro approach to be tackled. 

© 2020 The Authors. Published by Elsevier Ltd. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 
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. Introduction 

Many fundamental physical processes are intrinsically multi- 

cale in nature when they are considered from a modelling and 

imulation perspective. This is due to the fact that they typically 

nvolve phenomena that can only be described by constitutive laws 

hich are valid at the meso- or micro-scale and therefore cannot 

e modelled using just macroscopic methods. A common approach 

o resolving this is to model the majority of the process macro- 

copically and then incorporate mesoscopic or microscopic effects 

y way of generalised parameterisation. 

An example of this is the typical macroscopic approach taken to 

odelling evaporation, where it is necessary to consider a phase- 

hange problem in which liquid transforms to gas. In this situa- 
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045-7930/© 2020 The Authors. Published by Elsevier Ltd. This is an open access article u
ion, the concept of transformation from liquid to gas is captured 

n the form of an interface and the mass flux through this de- 

ned according to macroscopic descriptions by way of coefficients 

or evaporation and condensation [1–3] . The problem with this ap- 

roach is that where liquid transforms to gas is not really a dis- 

inct and immediate change in state. Rather, a Knudsen layer ex- 

sts within the gas near to the liquid that can only be modelled 

sing microscopic or mesoscopic approaches. A layer also exists 

etween this and the liquid phase that can only be treated us- 

ng microscopic approaches, see Fig. 1 for a full depiction. While 

arameterising the micro-meso part of this complex macro-micro- 

eso-macro system allows for an approximate continuum solution 

o the problem [4,5] , to go beyond this and fully understand the 

hysics of the phenomena needs the system to be considered us- 

ng a resolved multi-scale approach or using a method appropri- 

te to the lowest length- and time-scales present in the system. 

xamples of simulating evaporation using just classical Molecular 

ynamics (MD) exist [6] but this is notably restrictive in terms of 
nder the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

https://doi.org/10.1016/j.compfluid.2020.104726
http://www.ScienceDirect.com
http://www.elsevier.com/locate/compfluid
http://crossmark.crossref.org/dialog/?doi=10.1016/j.compfluid.2020.104726&domain=pdf
http://creativecommons.org/licenses/by/4.0/
mailto:stephen.longshaw@stfc.ac.uk
https://doi.org/10.1016/j.compfluid.2020.104726
http://creativecommons.org/licenses/by/4.0/


S.M. Longshaw, R. Pillai, L. Gibelli et al. Computers and Fluids 213 (2020) 104726 

Fig. 1. The macroscopic-microscopic-mesoscopic-macroscopic nature of problems like evaporation. 
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roblem size that can be captured, due to the computationally in- 

ensive nature of MD. 

It is modelling the process of evaporation that has driven the 

eed for the work presented here. A method is proposed, along 

ith associated software, that provides a fully-coupled (and gen- 

ral) simulation environment for problems where classical MD and 

irect Simulation Monte Carlo (DSMC) can be used simultaneously 

o consider a problem. This is the first part of a larger overall piece

f work which will next look at how to allow for coarse-graining 

ith the DSMC method and then allow for simultaneous coupling 

etween MD and Computational Fluid Dynamics (CFD) as well as 

SMC and CFD in order to complete the full tri-scale modelling 

apability demanded by an evaporation problem. 

This work presents a coupled software solution that uses 

he MD solver mdFoam + [7] and the DSMC solver dsmcFoam + 

8] (both based in OpenFOAM [9] ), this is available via public 

epository from [10] , along with all test cases presented. The cou- 

ling is achieved using the general coupling library, the Multiscale 

niversal Interface (MUI) [11] , which is a lightweight and header- 

nly library written in C ++ . 

The MUI library provides an ability to create one or more cou- 

ling interfaces between solvers that allow for time-associated data 

o be transferred using only Message Passing Interface (MPI) com- 

unications. It also provides spatial and temporal interpolation 

unctionality to extract data from the interface in an appropriate 

ormat. The library is designed specifically to work within comput- 

ng environments that support the MPI multiple programs, mul- 

iple data (MPMD) standard, it is also designed to integrate with 

odes that are already parallelised using MPI (or any other paral- 

elisation or acceleration method). MUI has been designed to op- 

rate on supercomputers, therefore it pays particular attention to 

inimising inter-process communication, this is especially impor- 

ant when considering coupled solutions where each solver is MPI 

arallelised and the problem highly decomposed, as is the case 

ere. 

In this paper we present the algorithmic design of the imple- 

ented coupling methodology and then show that the approach 

eliably captures properties such as mass and energy conservation. 

he computational performance of the solution is considered on 

he UK’s national supercomputing service, ARCHER, and next steps 

or this work are highlighted that look toward the creation of a 

ully-coupled tri-scale simulation methodology, including coupling 

he MD and DSMC solvers to macroscopic CFD [12–14] . 

. Background 

Effort s to simultaneously couple MD and DSMC using a domain- 

ecomposed approach are evident over the past two decades, with 
2 
pproaches ranging from direct coupling strategies [15,16] that al- 

ow DSMC to be used as a direct replacement for MD (or simi- 

ar methods) in order to facilitate the simulation of significantly 

arger problem sizes (due to the inherent lower computational de- 

and of the method compared to MD), through to strategies that 

llow DSMC to be used as a coarse-grained method alongside MD 

17–19] . Notably these strategies are distinct; the first treats MD 

olecules (or atoms) and DSMC parcels (or particles) as func- 

ionally equivalent; the second relies on collecting statistical data 

rom each domain that enables an interface-based coupling where 

ength and time scales can be different. This work presents a capa- 

ility based on the first of these approaches, with a view towards 

xtending its design in the future to enable the second. 

The types of problems that can be tackled using a coupled 

D-DSMC approach are varied. They range from fundamental phe- 

omena, like evaporation (as discussed in Section 1 ), through to 

ighly multi-scale problems, like re-entry of satellites. This par- 

icular problem has already been considered using DSMC [20] but 

ould benefit from an ability to incorporate MD to better resolve 

spects of the physics, such as fluid-wall interactions and absorbed 

as layers. Whether the use of a direct or indirect coupling method 

s most appropriate depends on the problem being considered. In 

ases where the length and time-scales of the physical domains 

eing simulated by MD and DSMC are functionally equivalent (i.e. 

f a similar order of magnitude) then a direct approach is likely the 

est as this eliminates the need to average quantities and therefore 

rovides as exact a solution as possible. Where domains are signif- 

cantly different then an indirect approach is needed that allows 

he DSMC simulated domain to be coarse-grained. 

.1. Molecular dynamics 

Molecular Dynamics (MD) is a method used to describe the ap- 

lication of the classical Newtonian equations of motion to atoms 

r molecules, henceforth referral will only be made to molecules 

or brevity, however this should be treated interchangeably with 

toms or molecules dependant on the simulation type. 

Originally developed as a tool to simulate noble gases using 

ard-spheres, MD is now routinely applied to accurately study the 

otion of complex molecules in fields as disparate as materials sci- 

nce and biophysics [21] . In MD, the equation of motion for each 

olecule is calculated using Newton’s second law: 

 i = m i a i = m i 

d 

2 
r i 

d t 2 
= 

N ∑ 

j � = i 

(
−d φij (r ij ) 

d r 

)
r ij 

r ij 
, (1) 

here F i and a i are the force acting on and acceleration of 

olecule i of mass m , respectively, and N is the total number 
i 
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fi

f molecules. r ij , r ij , and φij ( r ij ) are the position vector, distance

nd inter-molecular potential between the i th and j th molecule, 

espectively. The choice of φij ( r ij ) in Eq. (1) determines the inter- 

olecular interactions, which in this work is specified by the 12-6 

ennard-Jones potential, given as: 

ij (r ij ) = 4 εij 

[ (
σij 

r ij 

)12 

−
(

σij 

r ij 

)6 
] 

, (2) 

here σ is the distance at which the inter-molecular potential is 

ero, and ε is the depth of the potential well. The r 12 term in 

q. (2) is short-ranged and repulsive, and models Pauli repulsion 

esulting from the overlap of electron orbitals, while the r 6 term 

n Eq. (2) is long-ranged and attractive, modelling van der Waals 

ttraction. The choice of σ and ε is determined by the fluid being 

odelled. In this work, the velocity-Verlet algorithm was used to 

ntegrate the equations of motion for all molecules. For computa- 

ional efficiency, all forces are truncated at an appropriate radial 

istance (typically on the order of a few σ ) from every molecule. 

As the molecules move, collide, and advance in space and time, 

ontinuous molecular trajectories are produced. Using basic infor- 

ation about the molecule’s motion (e.g. relative locations, veloc- 

ties), measurable material properties (e.g. temperature, pressure) 

an be obtained using well-understood relations. Time-averaging 

an be used for steady flows to obtain accurate results for a sys- 

em comprising of relatively small numbers of molecules. In this 

ork, mdFoam + [7] , an MPI parallelised solver implemented en- 

irely within the OpenFOAM [9] software framework, is used for 

ll MD calculations. 

.2. Direct simulation Monte Carlo 

The Direct Simulation Monte Carlo (DSMC) method is the most 

idely used method for simulating dilute gases [22] . It was ini- 

ially introduced as the direct coding of a stochastic process which 

imics the dynamics of a monatomic ideal gas but, later, it was 

roven that it provides solutions converging (within a suitable 

ime limit), to that of the hard-sphere Boltzmann equation [23] . 

In DSMC simulations the gas is represented by a number of 

omputational point-like particles. For general flow-fields, each 

article can either represent multiples of real molecules or, when 

ppropriate, can have a one-to-one mapping. 

The simulation domain is divided into a mesh of cells whose 

ize is smaller than the particles’ mean free path, namely the av- 

rage distance travelled by particles between two consecutive col- 

isions. The motion of particles is decoupled from collisions by a 

ractional-step method, where the time step is shorter than the 

ocal mean free time between collisions. The particles are first 

ranslated as if they do not interact with each other. In this free- 

treaming sub-step, boundary conditions are taken into account. 

hen, the particles are sorted into cells and collisions are evalu- 

ted based on stochastic rules which, in effect, correspond to the 

onte Carlo evaluation of the collision integral of the Boltzmann 

quation. 

The mesh of cells is also used to evaluate the macroscopic prop- 

rties of the ensemble. These are obtained through weighted aver- 

ges of the particles’ properties. As with MD, in steady flow condi- 

ions the averaging time can be long enough to obtain accurate re- 

ults by a relatively small number of particles. However, for time- 

ependent problems the possibility of time averaging is lost or re- 

uced and acceptable accuracy can be achieved only by increas- 

ng the number of particles or superposing several flow snapshots 

btained from statistically independent simulations of the same 

ow. This work uses dsmcFoam + [8] , which, like mdFoam + , is

n MPI parallelised solver implemented entirely within the Open- 

OAM [9] software framework. 
3 
.3. Coupling in HPC environments 

This work uses the general coupling library MUI [11] , as its ba- 

is. Generalised code coupling has received a number of notable 

ontributions over the past decade [24,25] but, more recently, so- 

utions designed specifically for use in high performance comput- 

ng (HPC) environments have emerged [26] and MUI fits into this 

atter category. 

The MUI library has been selected for this work for a number 

f key reasons; first and foremost it is designed to allow easy cou- 

ling between different methodologies. It does this by generalis- 

ng domain-specific representations, such as a mesh, into a cloud 

f points and then providing spatial sampling techniques to inter- 

olate these back into an appropriate representation (see Fig. 2 ). 

t has also been designed to handle the challenges of different 

ime-stepping scales when considering multi-scale modelling ap- 

roaches and therefore allows one solver to operate at a differ- 

nt time-stepping frequency to the other, while providing tempo- 

al interpolation methods to allow an appropriate value to be used 

n the domain with the lowest frequency. These capabilities make 

UI ideally suited to create a direct coupling between an MD and 

SMC solver, both of which are particle-based in nature, and as 

n indirect method is developed, the ability to interpolate in space 

nd time will also prove useful. 

A notable difference between MUI and other similar libraries 

s that its design is entirely based in the MPI MPMD paradigm, 

hich has been part of the MPI standard for approximately five 

ears and is implemented in all major distributions. Other simi- 

ar coupling libraries rely on different data transport mechanisms, 

uch as direct communication using the TCP/IP protocol or perhaps 

les stored on disk. The key issues with these approaches revolve 

round system portability and performance. In cases where any- 

hing other than MPI or files are used to communicate, then the 

ajority of HPC systems do not allow this within standard security 

olicy. Where files are the primary data transfer mechanism then 

his can introduce a significant overhead in large-scale distributed 

omputing environments, especially where non-parallel file types 

re used. 

Another key aspect of deploying coupled solutions in HPC envi- 

onments is that often it is desirable to couple solvers designed to 

perate in a parallel manner, typically facilitated by MPI. However, 

s the architecture of the modern supercomputer changes as we 

ove towards exascale systems, codes are likely to be both par- 

llelised using MPI for use across distributed computing resources 

nodes) and also accelerated to use local resources per node (i.e. 

PUs or large numbers of CPU threads). While MUI relies on MPI 

s its communication platform, it does so in a way that ensures 

t is able to connect solvers already parallelised or accelerated. It 

lso considers how best to reduce the computational overhead in- 

roduced by adding MPI message passing between solvers. This is 

chieved using its Smart Send capability, which allows for each MPI 

ank in a parallel run to be matched to only those that are needed 

o ensure a coupling interface works as expected. This functional- 

ty is described in more detail in [11] and depicted in Fig. 3 . The

fficacy of this method to reduce unnecessary MPI communication 

s entirely dependant on the nature of the two domains being cou- 

led and how different regions of each domain overlap in terms of 

here data is being sent and where it is received. 

. MD-DSMC direct coupling method 

The method presented produces a direct-coupling capability be- 

ween mdFoam + and dsmcFoam + in which one molecule in the 

D domain is represented by one particle in the DSMC domain 

and vice versa). Both methods presented use a similar explicit 

xed time-stepping mechanism (please refer to [7,8] for more de- 
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Fig. 2. Use of spatial and temporal data filters to allow generalised domain-specific values to be transferred between applications to enable coupling [11] . 

Fig. 3. MUI’s communication reducing algorithm Smart Send . This prevents unnecessary data exchange between MPI ranks of different coupled solvers based on a geometric 

description of how each domain overlaps in terms of the regions in which it intends to send or receive data [11] . 

4 
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Fig. 4. Algorithmic design of the direct MD to DSMC coupling methodology be- 

tween mdFoam + and dsmcFoam + using the MUI coupling library. Not shown is an 

initialisation step to ensure both the MD and DSMC domains are contiguous and the 

overlapping region is populated before the main calculation loop shown is started. 
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ails on the algorithms implemented in each solver) and it is as- 

umed that coupled simulations performed using this method will 

perate at identical time-stepping frequencies. While the method 

hown is implemented using the two aforementioned OpenFOAM 

ased solvers, it is fundamentally applicable for use between other, 

imilarly capable MD or DSMC solvers. According to the defini- 

ions of Keyes et al. [27] this method is a two-way loose coupling 

ith strongly coupled physics. The method is loose because neither 

olver is dependant on the other in order to operate and a distinct 

nterface is used to facilitate data exchange, while the physics of 

he solution is strongly coupled because it relies on a significant 

verlap of solution domains, with both sides of the two-way cou- 

ling providing interaction with the other. 

The complete framework is described in Fig. 4 , with the over- 

ll cycle for each solver shown alongside the new steps needed to 

acilitate the coupling, as well as the direction data is transferred 

etween them. An important point to note is that, as this is a di- 

ect coupling mechanism, there is no need for the use of spatial or 

emporal sampling, values are transferred directly. Therefore, MUI 

s used here as a data transport layer, with the expectation that fu- 

ure versions of the framework will use its sampling capability to 

nable a non-direct method. 

From a computational algorithm perspective the MD and DSMC 

ethod are similar, both typically use an explicit time-stepping 

cheme and both generally conform to a regime in which particles 

re moved in space and time according to underlying forces. How- 

ver, there is a significant difference between the methods which 

eans they need to be considered quite differently, namely DSMC 

s stochastic whilst MD relies on Newtonian mechanics. MD di- 

ectly represents a cohort of molecules and allows them to interact 

ith either short or long-range force fields and electrostatic forces, 

hilst DSMC statistically represents the general behaviour of such 

 cohort using randomised interactions between particles that ex- 

st in the same computational cell of a mesh. This method allows 

SMC to recover macroscopic properties of phenomena using the 

nderlying stochastic molecular model as its basis, meaning it is 

ossible for a single particle to represent many molecules. When 

ombined, these two effects mean that DSMC is a significantly less 

omputationally demanding problem than MD and, perhaps just as 

mportantly, the fact it localises interactions between particles to a 
5 
ingle cell also means that it scales better in a parallel computing 

ense. 

However, an important point is that DSMC is primarily used to 

apture the physics of rarefied gas flows (i.e. when the Knudsen 

umber (Kn) of the flow, which is the ratio of the molecular mean 

ree path length, relative to a representative length scale, is order 1 

r larger), therefore there are many types of problem where it sim- 

ly is not suited. MD has no such limitation, with the only caveat 

eing the requirement that a suitable force field exists to capture 

he type of molecules being simulated. MD is orders of magnitude 

ore computationally expensive than DSMC for similar problem 

izes, therefore the goal of using a coupled MD-DSMC approach 

s to find a problem where DSMC can capture the physics of a rar- 

fied gas, while the MD can be used to capture physics outside of 

he scope of DSMC, but not within the capabilities of alternative, 

ess computationally demanding methods. The problem of evapo- 

ation (as defined in Section 1 ) is one such example. Notably, even 

hen DSMC is used on a basis of one particle representing one 

olecule, it is still less computationally demanding than MD for 

he same problem due to its limited and simple inter-particle col- 

ision schemes when compared to even the short range force field 

alculations of MD. 

The method presented uses a region where the MD domain 

verlaps the DSMC, in this region DSMC particles are directly rep- 

esented in the MD simulation by a special type of molecule that 

s referred to here as a ghost . A ghost carries the same physical

roperties as the one it is representing in the DSMC domain but 

xists within the MD domain. It differs from a normal (i.e. non- 

host) molecule as its position is not updated due to force field 

alculations, but according to the position of the corresponding 

SMC particle, molecules are added (or deleted) in the MD do- 

ain as the simulation progresses. Normal molecules interact with 

host molecules according to standard force field calculations and 

eedback is provided to the corresponding DSMC particles in the 

orm of a returned external force, ghost molecules do not interact 

ith each other in the MD domain. The size of the overlapping 

egion is chosen on a per-case basis. However, a general rule is 

hat its size should be minimised to reduce the number of ghost 

olecules needed, while still maintaining a full region of support 

or the force field calculations of the normal molecules in the MD 

omain. Typically a value slightly greater than the cut-off radius of 

he forcefield used has been found to be sufficient. 

In order to facilitate mass transfer between the two domains, it 

s possible for a particle to pass from the DSMC domain completely 

nd be copied into the MD domain (and vice versa). This is done 

y introducing a coupling boundary in each domain which repre- 

ents a fixed point in space where, should a particle (DSMC), or 

olecule (MD) pass, it is deleted from its respective domain and 

dded to the corresponding one. Conceptually this was a simple 

ddition to both mdFoam + and dsmcFoam + as both use Open- 

OAM as their underlying framework and therefore both use a typ- 

cal mesh structure for their cell-linked list neighbour searching 

lgorithms. As OpenFOAM is primarily a CFD codebase, the con- 

ept of boundaries is intrinsic to its framework, therefore adding 

 new type for use with these two solvers was straight-forward. 

ne significant caveat however stems from the fact that DSMC is a 

tochastic method and MD is not. 

This difference in nature means that a level of separation be- 

ween molecules can be expected in an MD simulation, which is 

overned by the chosen force field and its parameters. However, 

s DSMC does not use a force field calculation to move its par- 

icles, rather it uses a randomly selective interaction regime, this 

eans that it is possible for particles to exist closer to each other 

han is allowable in an equivalent MD simulation without any spe- 

ific consequences. This is expected behaviour for DSMC but can 

ntroduce an issue when directly transferring DSMC particles as 
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Fig. 5. Design of the algorithm to correct potential high-energy overlap events that can occur when inserting molecules into the MD domain at the position they exited the 

DSMC domain. 
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olecules into the MD domain, namely a new molecule may be in- 

tantaneously created closer to another than the chosen force field 

llows for, resulting in a significant (and spurious) release of en- 

rgy into the MD simulation, as noted by Nedea et al. [15] . In or-

er to overcome this, before any new molecule is added to the MD 

omain due to a particle passing the DSMC coupling boundary, an 

verlapping energy check is performed on molecules that already 

xist within the force field cut-off radius around it. If placement 

t the initial position would result in a high-energy event occur- 

ing then an iterative scheme is used to find a new viable location 

s close as possible to the original. This algorithm is described in 

ig. 5 and applied whenever a new molecule is inserted into the 

D domain at P new 

due to a particle passing a coupling bound- 

ry in the DSMC domain. The exact location of particles in a DSMC 

imulation does not have the same meaning as that of molecules 

n an MD simulation due to its stochastic nature, therefore the use 

f a different location for the creation of a molecule is acceptable 

s mass conservation is still preserved. Minimisation of how far 

he new molecule is perturbed is important to ensure mass is con- 

erved in approximately the same location of the simulation do- 

ain. 

. Coupled results 

There are two key aspects to evaluate the success of this cou- 

led implementation. The first is to show that it reproduces the 

hysics expected and the second is that it works in an HPC en- 

ironment. The first of these is explored in this section and the 

econd in Section 5 . 

In order to understand that the presented coupling mechanism 

aptures mass transport between domains, a simple canonical NVT 

nsemble of Argon atoms was used. In this, mdFoam + was used 

o simulate a central slice of the overall domain, with dsmcFoam + 

sed for the remaining outer regions (see Fig. 6 ). The outer bound- 

ries for each domain were periodic, while the inner two (DSMC- 

D and MD-DSMC) were of the new coupling type. To avoid the 

eed to couple dsmcFoam + with itself, the same instance was 
6 
sed to simulate both outer regions, therefore they can be con- 

idered as a single simulation domain. The presented example is 

50nm in length and 50nm in width and depth. It assumes an ini- 

ial temperature of 300K and aims to represent Argon gas, there- 

ore a density of ρM 

= 1 . 603 kg/m 

3 is used. This resulted in approx-

mately 30 0 0 molecules in the MD domain and 12,0 0 0 particles 

n the DSMC domain. The ensemble was simulated for a total of 

0 0,0 0 0 time-steps to a final time of 1ns, resulting in a time-step

ize of �t = 5 × 10 −6 ns. The DSMC simulation used a typical no 

ime counter collision selection method and a Larsen Borgnakke 

ariable hard sphere collision model, while this is unnecessarily 

omplex for simulating Argon gas, it effectively simplifies to a clas- 

ical hard sphere model in this case and shows capability for more 

omplex future systems. The MD simulation used a standard 6- 

 Lennard-Jones force field along with typical coefficients for Ar- 

on of σ = 3 . 405 × 10 −10 and ε = 1 . 654 × 10 −21 , a cut-off radius

f 3.5 σ was used. 

Initialisation of each domain was achieved using the respective 

re-processing tools for each solver, these produce layouts appro- 

riate to their method, therefore an initial discrepancy between 

ach domain in terms of important average values, such as kinetic 

nergy, was unavoidable. In order to correct this and ensure the 

verall coupled domain started from a homogeneous state, an in- 

tantaneous method was used (an alternative would have been to 

imulate an equilibrated initial state by imposing a thermostat on 

ne of the two domains in isolation). To achieve this, during the 

nitialisation step for mdFoam + and dsmcFoam + in Fig. 5 , the tem-

erature of the MD ( T md ) and DSMC ( T dsmc ) domains are calculated

nd a velocity ( U ) re-scaling applied to the MD domain using a 

aussian thermostat according to 

¯
 = U 

√ 

T dsmc 

T md 

(3) 

The average linear kinetic energy per atom over the whole cou- 

led ensemble is shown in Fig. 7 , alongside the values for only the 

D and DSMC domains. The fluctuations for the MD and DSMC 

omains are wholly expected as the overall number of atoms and 
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Fig. 6. A canonical NVT ensemble used to fundamentally test the direct MD-DSMC coupling method. The top of the image shows a schematic of the domain, while the 

bottom shows the resulting initial atomic layout. 

Fig. 7. Graph showing the average linear kinetic energy per atom for the entire coupled domain, the MD domain only and the DSMC domain only. 

Fig. 8. Graph showing the total mass for the entire coupled domain, the MD domain only and the DSMC domain only. 
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articles in each also fluctuates by a small amount and demon- 

trate that energy transference between domains is occurring as 

xpected. Notably the fluctuations of the MD domain are larger 

han that of the DSMC domain, this is simply because there are 

ore DSMC particles than MD atoms. Importantly, the value for 

he coupled ensemble is as expected, demonstrating that linear ki- 

etic energy is conserved in the coupled solution. In Fig. 8 the to- 

al mass of all atoms and particles in the MD, DSMC and coupled 

omains is presented, where it can be seen that the mass of the 

ystem is conserved. 

To understand whether the coupled solution displays any un- 

xpected behaviour in terms of density distribution, in particu- 

ar around the areas where the domains overlap, a density profile 

f the whole coupled domain was produced. This can be seen in 

ig. 9 as a matrix of histograms at six points in time during the 

omplete 1ns simulation. There are no notable anomalies in the 

istribution of molecules (in the MD domain) or particles (in the 

SMC domain), with changing distributions in each of the 100 bins 
7 
ithin the levels expected for this kind of simulation. In particu- 

ar, the bins overlapping the coupled regions (highlighted in green) 

o not show any particular bias and areas directly before and af- 

er each of the coupled region fluctuate in terms of their atomic 

ensity reasonably. 

A comparison of the performance of the coupled solution 

gainst an MD and DSMC variant of the same simulation was also 

ade using mdFoam + and dsmcFoam + . All three simulations were 

un using the same computing hardware (Intel Core-i7 4770K pro- 

iding 4 physical and 8 logical cores), using 4 MPI ranks for the 

D and DSMC simulations and 4 MPI ranks for the MD domain 

lus 1 MPI rank for the DSMC domain for the coupled simula- 

ion. The results are shown in Fig. 10 , where it can be seen that

er time-step, the DSMC simulation was approximately 66 × faster 

han the MD simulation time of 0.4109s at 0.0062s. The coupled 

ariant was approximately 3 × faster than the MD simulation at 

.1298s. The expected speed-up is case dependent, in this instance 

wo thirds of the overall problem was simulated using DSMC, how- 
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Fig. 9. Matrix of histograms showing the density profile of the coupled NVT solution according to 100 bins in the x direction, at six points in time through the entire 1ns of 

simulated time. Bins that intersect the overlapping coupled regions are highlighted in green. (For interpretation of the references to colour in this figure legend, the reader 

is referred to the web version of this article.) 

Fig. 10. Plot of the wall-clock time, per time-step of simulation, for the presented coupled canonical NVT ensemble, alongside the times for a full DSMC and MD version of 

the same problem. 
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Fig. 11. Two large canonical NVT ensemble of Argon atoms used to test the parallel 

scaling of the presented direct MD-DSMC coupling method. The small (a) and large 

(b) ensembles are both shown, with red representing DSMC particles and blue MD 

molecules. (For interpretation of the references to colour in this figure legend, the 

reader is referred to the web version of this article.) 
ver if it were reduced or increased then this would change ac- 

ordingly. It is clear, however, that the use of this coupled im- 

lementation can enable computational performance improvement 

hen compared to using just MD. 

. Coupled performance 

The two codes being coupled, mdFoam + and dsmcFoam + , are 

oth built using the OpenFOAM framework. This means that they 

oth inherit its ability to use domain-decomposed MPI based par- 

llelism. While the overall parallel scalability of each code is not 

est-in-class, this is explored and explained in each solvers respec- 

ive publication [7,8] and is accepted as a baseline for this work. 

herefore, while each may be outperformed by alternative codes, 

hey both have advantages in other areas, such as extensibility and 

pplicability to problems with arbitrarily complex boundaries. This 

ork does not consider whether the two chosen codes perform 

ell compared to alternatives, rather the overall performance of 

he coupled system is considered with the expected capabilities of 

ach code taken into consideration. 

For similar problem sizes and types dsmcFoam + is faster than 

dFoam + (please see [7,8] for specifics), therefore the MD calcu- 

ations are to be considered the bottleneck in this case. In this 
8 
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Fig. 12. Graphs showing the time per computational time step taken by the dsmcFoam + (a) [8] and mdFoam + (b) [7] solvers for various problem sizes, alongside results 

for two canonical NVT cases solved using the presented coupled method (c). All results obtained using the UK’s national supercomputing service ARCHER. Results are shown 

on a log-log scale to ensure consistency with graphs (a) and (b) from previous publications. 
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xample the MD simulation is approximately four times smaller 

han the DSMC. However, the scalability of the DSMC algorithm 

s often close to linear (dependant on chosen underlying mesh 

ell sizes and frequency of particle collisions) while MD algorithms 

ypically are not. It is therefore necessary to consider two aspects 

hen working out how to best load balance available computing 

esources against each solver. The first is the size of the problem 

nd the second is the computational demand from each solver. The 

rst of these considerations may only be a variable in some sce- 

arios, whilst others based on real-world problems may set this 

y definition, meaning only control over computational resource 

llocation is maintained. As the best way to load balance complex 

oupled simulations like this one is a topic in its own right and 

eyond the scope of this particular piece of work, a resource split 

f 50% of the total processors was allocated to each solver, in each 

ase presented the number of DSMC particles is approximately 4 ×
hat of the MD atoms. 

Tests were performed on the UK’s national supercomputing ser- 

ice ARCHER, a Cray XC30 machine with 4920 compute nodes, 

ach providing 64GB of RAM and two 12 core Intel Ivy Bridge 
9 
PUs. Past work has shown that mdFoam + scales reasonably to 

pproximately 300 processors with problem sizes of the order of 

 million molecules [7] . In order to explore the performance of 

his coupled solution, the same basic canonical NVT ensemble used 

n Section 4 was increased in size twice so a strong-scaling anal- 

sis could be made at two different problem sizes. The number 

f MD molecules and DSMC particles were therefore increased to 

pproximately 1,50 0,0 0 0 and 6,0 0 0,0 0 0 respectively for a smaller

ase and 3,0 0 0,0 0 0 and 12,0 0 0,0 0 0 for a larger case. This pro-

uced an ensemble 2μm in length and 0.4μm in width and depth 

or the smaller case and 2.5μm in length and 0.5μm in width and 

epth for the larger case. Performance on between 2 (48 CPUs) and 

2 (1728 CPUs) nodes was explored and results for the wall-clock 

ime for a single iteration (averaged over 20 steps) can be seen 

n Table 1 and plotted in Fig. 12 in graph (c), alongside published 

calability plots for mdFoam + and dsmcFoam + for reference. Visu- 

lisations of the two ensembles are shown in Fig. 11 . 

The scalability of the smaller test case starts to reduce between 

8 and 36 nodes and then stops between 36 and 72, with overall 

erformance worse at the higher node count. For the larger case, 
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Table 1 

Wall-clock timings for between 2 and 72 nodes of the ARCHER supercomputer for two cases 

using the MD-DSMC coupled implementation. The processor resource split is shown, alongside 

recorded results of time per time-step for each case. The small case included approximately 

7.5 million Argon atoms and the large case approximately 15 million. 

Nodes Processors (MD/DSMC) Wall-clock time (s) small Wall-clock time (s) large 

2 24/24 7.02 24.72 

8 96/96 2.08 7.08 

18 216/216 1.1 3.57 

36 432/432 0.88 2.24 

72 864/864 1.69 2.26 
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easonable scalability continues up to 36 nodes and then stops, 

ith overall performance effectively identical at 72 nodes. This 

evel of performance is inline with expectations given prior scal- 

bility studies of the two solvers, in particular mdFoam + (please 

ee graph (b) in Fig. 12 ) is the likely bottleneck, with the results

chieved matching well with those obtained using the solver on its 

wn. However, in this instance it was possible to simulate approx- 

mately 4 × more Argon atoms in roughly the same computational 

ime. 

Generally speaking, it can be seen that the coupled solution 

oes scale in an HPC environment, within the confines of each 

ode used and taking factors such as problem size into account. 

his shows that the use of the MUI coupling library successfully 

mplements the direct MD-DSMC method for parallel execution. 

t is also worth noting that while this implementation uses the 

dFoam + and dsmcFoam + solvers, which are highly flexible in 

heir design but notably slower than other similar codes compu- 

ationally, the general methodology presented could be transferred 

o different MD or DSMC solvers in order to improve overall solu- 

ion performance. 

. Conclusions and future work 

This work has presented the first part of a larger piece of 

ork, ultimately with the aim of producing a general simulation 

ramework for complex problems that traverse scales all the way 

rom microscopic to macroscopic such as studying evaporative pro- 

esses. This initial work has concentrated on directly coupling a 

lassical Molecular Dynamics (MD) solver with a Direct Simula- 

ion Monte Carlo (DSMC) solver using a general coupling library 

alled the Multiscale Universal Interface (MUI). This method facil- 

tates coupled simulation cases where molecules are directly con- 

idered in the DSMC domain and both domains utilise an equal 

ime-step frequency. It is best suited for use cases where the prob- 

em size provides domains that are approximately equal in term 

f their order of magnitude but capturing the whole domain using 

D directly is prohibitive due to computational cost, or where it is 

mpossible to capture required physics using one method alone. 

The method works as expected in terms of satisfying mass 

nd kinetic energy conservation and is also shown to be capa- 

le when used in distributed high-performance computing envi- 

onments. More work still needs to be done to better explore how 

o optimally load-balance problems and to understand what size 

f problem is needed to use a set amount of computing resource. 

he method also now needs to be applied to more complex phys- 

cal problems in order to better understand its applicability to the 

ider problem types this work is aimed at. As both solvers cou- 

led are already well-established and developed, with both pro- 

iding a general simulation capability for their respective methods, 

his means that the resultant coupled method is also general in 

ature. In particular, both codes are able to handle the use of ge- 

metries of arbitrary complexity to define boundaries and domain 

hape, in turn this means this coupled solution is also able to con- 

ider problems with these attributes. 
10 
A next step for this work is to consider how to expand the pre- 

ented methodology to handle indirect coupling, whilst maintain- 

ng the same HPC coupling framework. Specifically, this is needed 

hen the DSMC portion of the coupled problem uses the method’s 

oarse-graining capability, meaning a direct transference of mass 

y way of a molecule to particle exchange is no longer possible. 

his capability will enable the consideration of problems where 

he length and time-scales of the DSMC domain can be signifi- 

antly different to that of the MD domain but careful consideration 

ill have to be made to ensure conservation. Once this is complete 

t is then necessary to couple MD directly to macroscopic CFD and 

lso to DSMC. The eventual goal is to produce a general and use- 

ul coupled framework using open-source software that is able to 

andle complex multi-scale problems, such as evaporation. 
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