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#### Abstract

Molecular dynamics (MD) simulations are increasingly used to elucidate relationships between protein structure, dynamics and their biological function. Currently it is extremely challenging to perform MD simulations of large-scale structural rearrangements in proteins that occur on millisecond timescales or beyond, as this requires very significant computational resources, or the use of cumbersome 'collective variable' enhanced sampling protocols. Here we describe a framework that combines ensemble MD simulations and virtual-reality visualization (eMD-VR) to enable users to interactively generate realistic descriptions of large amplitude, millisecond timescale protein conformational changes in proteins. Detailed tests demonstrate that eMD-VR substantially decreases the computational cost of folding simulations of a WW domain, without the need to define collective variables a priori. We further show that eMD-VR generated pathways can be combined with Markov State Models to describe the thermodynamics and kinetics of large-scale loop motions in the enzyme cyclophilin A. Our results suggest eMD-VR is a powerful tool for exploring protein energy landscapes in bioengineering efforts.


## Introduction

There is much interest in the use of molecular dynamics (MD) simulations to both guide the design and interpretation of experiments and elucidate relationships between the sequence, structure, dynamics and function of biological molecules. ${ }^{1-13}$ A current frontier for the field is the realistic simulation of large scale motions that occur on millisecond timescales or beyond in proteins. ${ }^{14,15}$ Such processes currently require either an enormous amount of computing power that exceeds the capabilities of most supercomputers, ${ }^{16,17}$ or the use of enhanced sampling methodologies that accelerate motions along predefined sets of collective variables (CV). CV-based methodologies are particularly useful when the endpoints of the conformational change have been previously structurally characterized, and a realistic interconversion pathway between the endpoints can be expressed with low-dimensionality descriptors suitable for biasing MD simulations via methodologies such as umbrella sampling ${ }^{18}$ or metadynamics ${ }^{19}$ for instance. These requirements limit applicability to well-chosen problems. ${ }^{20-37}$

Interactive MD simulations (iMD) tackle the problem differently by allowing users to manipulate in real time an MD simulation to achieve the desired conformational change. ${ }^{38-41}$ A growing body of literature suggests that iMD simulations enable humans to generate complex conformational changes that may overcome the limitations of CVbased methods. Alongside these developments, the availability of commodity virtual reality (VR) equipment has also led to a surge in the development of VR-based molecular visualization approaches that facilitate an intuitive understanding of the nature of molecular interactions for chemical education and for research purposes. ${ }^{42-58}$ Recently, these technologies were combined to enable interactive MD simulations in virtual reality (iMD-VR) for a range of chemical systems. ${ }^{38,59}$ Notably, iMD-VR has been shown to be useful in generating plausible binding modes of protein-ligand
complexes, along with the corresponding conformational changes (e.g., loop motions) required to undertake the binding and unbinding processes. ${ }^{60}$

To maintain an effective user experience, current iMD-VR approaches tend to add biasing forces to the MD simulations which cause the system to respond in (near) real time. Current highly optimized MD engines such as OpenMM ${ }^{61}$ or AMBER $^{62}$ achieve performances of ca. 200-500 ps of MD sampling per minute of real time for a modestly sized protein solvated in a box (ca. 25 k atoms). Such sampling time is several orders of magnitude below the timescale of protein folding or large-scale conformational changes, which typically occur on microseconds or slower. Thus it may be necessary to add strong biasing forces in an iMD-VR simulation to force a conformational change to happen over a timescale of a few seconds to minutes of real time. An open question is whether the work done on the system by a strong bias results in the generation of pathways that deviate significantly from the minimum free energy path. ${ }^{63}$ The issue is likely to be more problematic for investigations of large scale biomolecular assemblies that may include millions of particles. ${ }^{64-69}$ Additionally, the interactive exploration of conformational changes that involve concerted motions of a large number of atoms may require significant trial and error. 'Undoing' the effect of a poorly chosen bias in an iMD-VR simulation often requires restarting the simulation and making another attempt.

Here we address these issues with a framework that combines interactive manipulation of ensembles of MD simulations in virtual reality (eMD-VR) with iterative batch jobs processing. We show successful sampling of a key intermediate along the folding pathway of a small protein in virtual reality by starting from an extended structure. We then show that eMD-VR generates plausible description of large scale loop motions in the enzyme cyclophilin A , and that the eMD-VR generated
pathways are suitable input to Markov State model workflows that allow rigorous calculation of thermodynamics and kinetics associated with a conformational change. This work opens up a new direction for interactive molecular dynamics simulations in situations where it is difficult or impractical to sample plausible pathways for conformational changes in real time. The focus of this work is to demonstrate proof of concept with a prototype implementation. We have not sought to quantify the extent to which VR visualization is better suited than alternative user interfaces, or whether the biasing protocols used here are optimal. Neither have we systematically benchmarked our approach against a diverse range of established enhanced sampling molecular dynamics methodologies or sought to assess the impact of prior user knowledge about the proteins studied on on the quality of the results obtained. Answers to such questions can be thoroughly researched once a robust prototype has become available.

## Implementation

## User interface design

We aimed to implement a goal-oriented sampling method where series of short (minutes to hours) MD simulations are carried out from starting coordinates selected by a user. This is a similar philosophy to families of adaptive sampling algorithms such as FAST where starting points for successive swarms of MD simulations are biased towards achieving a desired physical property (for instance minimizing radius of gyration as a proxy for encouraging folding of a protein structure). ${ }^{70}$ The chief difference is that we rely on human visualization of MD trajectories and human intuition to guide the exploration of conformational space.

To this end we devised a user interface that would facilitate the management of a large number of MD simulations iteratively performed in an effort to discover a pathway for a desired conformational change. We also sought to exploit the power of VR visualization
to facilitate the visualization and analysis of processed MD trajectories, and the interactive setup and dispatch of MD simulations. We denote this approach as 'ensemble molecular dynamics virtual reality visualization' (eMD-VR) as it is different from the real-time single simulation centric approach which has been emphasized by iMD-VR methods.

To address these requirements the eMD-VR prototype was designed with a dual interface solution (Figure 1 and SI movie 1). In the trajectory manager layout the user initiates a new project by importing a structure or a previously computed MD trajectory (Figure 1a). In the current implementation, a tree-like structure is used to represent the relationship between the different MD simulations carried out over the course of the project. Each node (or leaf of the tree) corresponds to a single MD trajectory. Edges between two layers of nodes indicate that the MD trajectory of the lower layer node was initiated from a snapshot sampled from the upper layer MD trajectory. Therefore, this representation allows keeping track of the simulations hierarchy and to selectively collapse or expand specific branches corresponding to related simulations. A button menu enables the user to extend in one-click the sampling time of an individual MD trajectory, check the status of the submitted trajectories, or prepare the raw trajectory for visualization by removing periodic boundary artefacts and aligning snapshots on a common frame of a reference. The interface also allows deleting trajectories from the project. Different icons are used to represent the status of a node which can be for instance 'running' if a MD trajectory is being processed, or 'queued' if the trajectory has been setup but sampling hasn't yet started. To allow for transferability between the eMD-VR and other analysis software packages we implemented a feature to highlight visualized snapshots of particular relevance and export them as protein data bank (PDB) files.

Visualization of completed MD trajectories and spawning of new simulations is handled with a virtual reality graphical user interface (Figure 1b) that is accessed by clicking on one of the nodes in the trajectory manager interface. The current implementation makes use of an HTC vive headset and a dual controller system. The primary controller features a menu panel and the second controller is used as a pointer to execute different actions (Figure 1b). This dual controller approach provides a more intuitive way of rotating and positioning the MD trajectory than typical mouse-based visualizers by mimicking the way humans use both hands to manipulate objects. The user can scroll through the trajectory interactively and, by pointing and clicking with the secondary controller on a pictogram-based menu, can trigger different actions on the simulation. The actions available to the user in the current version of the prototype are: changing between a single atom selector and a complete residue selector, the possibility to switch between a ribbon representation and a combination of ribbon and lines and the ability to flag snapshots that are of particular interest. Importantly, the prototype allows selecting single structures (or snapshots) as a starting point for a new equilibrium or biased MD simulation (Figure 1c) and to spawn new simulations that are automatically incorporated as a new node in the trajectory manager layout. Steered molecular dynamics (SMD) is used to implement biasing potentials in eMD-VR (vide infra). To set up a biased simulation, the user simply selects by clicking with the controllers the residues that will feel the biasing potential and points and clicks to where the atoms will be pulled. By scrolling on the secondary controller the user can select the magnitude of the spring force constant required in SMD. The full capabilities of the prototype are detailed in SI movie 1.


Figure 1: User interface for eMD-VR projects. a The web-browser trajectory manager interface is used to monitor, manage and process collections of MD simulations of a given system. Each simulation is depicted as a node in the tree and pictograms can be used to represent different states (such as ready to visualize, running, failed). Buttons on the left hand side are used as click triggers for routine post processing tasks (such as PBC artifact removal, alignment to a reference structure). b In-world VR GUI visualization of one completed MD trajectory using a dual controller virtual reality interface. Scrolling on the primary controller allows visualizing the trajectory forward and backwards. An icon based menu on the primary controller can be used to execute different actions as explained in the main text. c In-world VR GUI visualization depicting the setup of a biased MD simulation by selecting residues to be biased (that are highlighted by the prototype in licorice representation) to move towards a target region (orange circle) as explained in the main text.

## Software architecture

eMD-VR was devised as three connected layers, which combine to enable the management and setup of an ensemble of biased MD trajectories (Figure 2). The top layer consists of two user interfaces (the trajectory manager and the VRGUI) developed with Unity software. Communication between the two interfaces is managed on the second layer with a Web API. In addition to handling the communication between the two UIs, the API connects them with a python based back-end that translates the commands issued on the user interfaces into GROMACS-PLUMED2 $2^{71,72}$ input files. The python back-end also handles remote deployment of molecular simulations on compute resources by using the Longbow library. ${ }^{73}$ Both the API and the python backend are stored in a Docker container. ${ }^{74}$ This design was adopted to grant flexibility to execute MD simulations via eMD-VR on local or remote computing infrastructures.


Figure 2: Schematic representation of the three layers architecture of the iEBDD prototype. See the main text for a detailed description of each layer.

## Implementation of eMD-VR simulations

In eMD-VR, the implementation of biasing potentials is accomplished using SMD. ${ }^{75}$ Specifically, the position of the center of mass (COM) of a set of atoms selected by the user is biased to adopt the position of a user-chosen virtual site whose coordinates are defined in a local frame of reference with respect to the protein. The present implementation uses a Harmonic Potential centered on a point which moves linearly with time (equation 1 ):

$$
H(\boldsymbol{x}, t)=H(\boldsymbol{x})+\kappa\left(s(\boldsymbol{x}, t)-s_{0}-v t\right)^{2}(1)
$$

Where $H$ is the Hamiltonian of the system, $\boldsymbol{x}$ the position vector, $s(\boldsymbol{x}, t)$ the center of mass of the selected atoms at time $t, s_{0}$ the center of mass at time zero, $v$ the pulling speed. In the eMD-VR prototype the value of $\kappa$ can be easily adjusted from the VR GUI using the scroll button on the secondary controller. The speed of pulling $v$ is determined from the displacement vector between $s_{0}$ and the position of the target COM, and the duration of the biased simulation, such that the center of mass of the biased atoms reaches the target position in the last $10 \%$ of the duration of the biased simulation.

All eMD-VR biased simulations were run in the NPT ensemble with a 2 fs timestep, using the leap-frog integrator and $\operatorname{LINCS}^{76}$ algorithm to constrain bonds involving hydrogen, truncating the constraint coupling matrix at the fourth order. The generation of non-bonded pair lists was achieved with the Verlet scheme using a radius of $10 \AA$. Long range electrostatic interactions were handled using PME with a radius of $10 \AA$ and a grid spacing of $1.6 \AA$, and Van der Waals interactions were handled using Lennard-Jones with a cut-off of $10 \AA$. Temperature was maintained using stochastic velocity rescaling coupling with a $\tau_{\mathrm{t}}$ of 0.1 ps , and the Parrinello-Rahman barostat with a $\tau_{\mathrm{p}}$ of 2 ps was used to maintain 1.0 bar constant pressure, with a system compressibility of $4.5 \mathrm{e}^{-5} \mathrm{bar}^{-1}$. A long range correction term was applied to correct for
the use of Van der Waals cutoff. Default values were used for the remaining parameters. MD simulations were set up and conducted using the appropriate modules of the GROMACS5.0 ${ }^{71}$ software package and PLUMED2 ${ }^{72}$ was used to incorporate the biasing potentials according to the parameters set up in the VR GUI.

## General procedure for generating conformational changes using eMD-VR

Simulations in eMD-VR are typically started during VR visualization of a protein structure or a MD trajectory loaded in the software. If a PDB structure was provided as input, the software will automatically set up a basic simulation protocol consisting of minimisation, heating and density equilibration and a short simulation of 10ns. Once this simulation is finished, it can be loaded in the VR environment and visually inspected. From this simulation, the user can spawn as many simulations as needed from different points along the trajectory (both biased and non-biased simulations). Longbow will deploy these simulations to a remote computing node equipped with a SLURM workload manager. The software monitors automatically the progress of the remotely deployed simulations; hence the number of nodes that can be spawned simultaneously is only limited by the computational resources available to the user. Once the simulations are finished the output is retrieved by the software, processed to remove PBC artefacts and to align the snapshots to a reference structure, allowing the user to focus on visual analyses. The user can identify molecular structures of interest and highlight them using the flagging mechanic implemented with the controllers. These flagged structures can be exported and used in subsequent studies. For example, in the second test case of the current manuscript this feature was used to seed a swarm of MD trajectories (vide infra). The simulations files are accessible to the user and kept in their original GROMACS format, and can be readily analysed outside the prototype
using other software. Hence, the prototype considerably facilitates the procedure of setting up and performing MD simulations.

## Other Simulation Methodologies

For the GTT protein we also carried out control non interactive equilibrium MD simulations using the same conditions as the default eMD-VR protocol, but with a sampling time of $1.5 \mu \mathrm{~s}$. For studies of cyclophilin A (CypA) we carried out extensive follow-up MD simulations on eMD-VR generated pathways for motions of the 70s and 100s loops. Following visual inspection, 726 structures flagged along different paths generated with the VRGUI were used as initial structures to seed sets of MD trajectories. We attempted to evenly sample along trajectories were significant movements (i.e visually obvious) of either the 100s or the 70s loops were observed. The AMBER FF14SB forcefield was used and each protein structure was then solvated in a $12 \AA$ of radius dodecahedral water box and $1 \mathrm{Cl}^{-}$anion was added to neutralize the system, yielding 726 input conformations of approximately 30000 atoms. We followed the same minimization and equilibration protocols previously reported. ${ }^{77}$ In brief, each system was energy minimized combining steepest descent and conjugate gradient (4500 and 500 iterations respectively) minimisation. Systems were then heated from 0 K to 250 K in 150 ps in the NVT ensemble using a time step of 0.5 fs , and from 250 to 298 K in 300 ps using a timestep of 1 fs . Before starting the production runs, each system was equilibrated for 300 ps at 298 K and 1 bar of pressure using a 2 fs timestep. Each system was then used for production runs consisting of 150 ns long trajectories in the NTP ensemble. All the MD simulations were set up and conducted using the appropriate the CUDA enabled version of PMEMD ${ }^{78}$ and SHAKE $^{79}$ was applied to all bonds involving hydrogen. The AMBER hydrogen mass repartition scheme was applied to allow for a time step of 4 fs during the production MD simulations. ${ }^{80}$

The resulting pool of trajectories was used to construct a Markov State Model (MSM) using the pyEMMA 2.3.0 software package, ${ }^{81}$ following our previously described protocol to build MSMs for this system. ${ }^{77}$ In brief, the RMSD of the 70s loop with respect to the X-ray structure $1 \mathrm{AK} 4^{82}$ (residues Gly65 to Gly77) was used to monitor the movement of this loop. The movement of the 100s loop (residues Met100 to Ser110) was described monitoring simultaneously the RMSD of the loop, and the distance between the COM of the loop and the COM of the $\alpha$-helix defined by residues Pro30 to Thr 41 . The 100s loop undergoes a flapping movement that maps upward and downward movements of the loop onto similar RMSD values. Following previous work, ${ }^{77}$ we multiply RSMD values by -1 when the distance described above is shorter than that observed in the X-ray structure ( $14.0 \AA$ ) to separate both loop motions along this collective variable.

To allow the most direct comparison with our previously reported model, we also used the same clustering algorithm (K-means) and the same number of microstates (100) from our previous work ${ }^{77}$ for the MSM construction. Different lagtimes were used to compute implied timescales of the dominant eigenvectors, and the resulting implied timescale plots are shown in Figure S1. A Bayesian MSM was built at each lagtime in order to obtain an error estimate for the obtained timescales. In agreement with our previous study a lagtime of 40 ns was chosen for the MSM construction, with default parameters provided by PyEMMA. Coarse-graining of the resulting MSM was also made using the same approach as reported in our previous work: the 100 k -means derived model was coarse grained into 5 metastable states according to the following structural criteria: microstates with a value of the 70 s-loop CV below $1.5 \AA$ and with a value of the 100 s-loop CV below $4.5 \AA$ were assigned to the ground state (closed/open, orange). Microstates within the same cutoff of the 70s-loop CV but with values of the

100s-loop above $4.5 \AA$ were assigned to the closed/closed metastable state (red). Microstates with values of the 70 s-loop CV between $1.5 \AA$ and below $4.0 \AA$ were assigned to the intermediate macro-state (teal). Microstates with a 70s-loop CV value above $4.0 \AA$ and a 100 s-loop CV value $<4.5 \AA$ were assigned to the open/open state (magenta) while microstates with similar values of the 70 s-loop CV but extreme values of the 100 s-loop CV ( $>4.5 \AA$ ) were assigned to the open/closed (blue) macro-state.

## Computational resources.

The VR-environment was hosted on a Dell Alienware 15R3 laptop equipped with a 2.8 GHz Intel i7 core 16 Gb of RAM and an Nvidia GeForce GTX 1070 graphics processing unit. The remote computing node was an Armari Magnetar workstation equipped with 20 Intel Xeon processors, 32 Gb of RAM and 4 Nvidia GeForce GTX 980 Ti graphic processing units. Production runs for the swarm of trajectories were performed combining a local cluster and the Archer and Cirrus UKs National HPC facilities.

## Results and Discussion

## eMD-VR accelerates protein folding simulations

The GTT protein is an engineered variant of the WW domain FiP35 (sequence: GSKLPPGWEKRMSRDGRVYYFNHITGTTQFERPSG). MD simulations have demonstrated folding times in good agreement with estimates of $4 \mu$ s derived from Tjump experiments carried out at a temperature of 353 K , close to the melting point of GTT.$^{83}$ At a room temperature of 298 K the folding time is anticipated to be closer to the millisecond timescale. ${ }^{84}$ Indeed Nguyen et. al. ${ }^{85}$ could only fold this sequence starting from a fully extended structure at 325 K by using an implicit solvent model to reduce friction.

To test the potential applicability of eMD-VR to quickly explore protein folding pathways, we aimed to explore the folding of GTT in explicit solvent at room temperature starting from a fully extended structure (Figure 3). With typical settings, each iteration of the workflow had a wallclock time of approximately 20 minutes (details of the settings used at each iteration are summarised in Table S1). We focused on the formation of hairpin 1 (residues 8 to 23) as formation of this hairpin has been suggested to be the dominant intermediate in the folding pathway. ${ }^{86}$ According to the crystal structure of this WW domain (PDB ID 2 F 21 ), ${ }^{87}$ the hairpin $1 \beta$-sheet structure is characterized by a series of close contacts pairs between the alpha carbons of the antiparallel strands. Specifically, the following $\mathrm{C} \alpha-\mathrm{C} \alpha$ distances were measured in the crystallographic structure for residue pairs 8-22 (4.2 $\AA$ ), 9-21 (5.4 $\AA$ ), 10-20 (4.7 $\AA$ ), 11-19 (5.4 $\AA), 12-18(4.5 \AA), 13-17(5.3 \AA)$ and 14-16 (5.7 $\AA)$. To reproduce this pattern of contacts, we first attempted to bring the N and C terminal regions of the hairpin closer to each other. However, after just one iteration (amounting to 10 ns of sampling time), the extended structure underwent hydrophobic collapse and the RMSD rapidly decreased from initial values of ca. $9.8 \AA$ down to ca $4.8 \AA$. However, the root mean square deviation for the reference contact pairs $\left(\mathrm{RMSD}_{\mathrm{C}-\mathrm{C} \alpha}\right)$ was $6.0 \AA$, consistent with a misfolded structure of the hairpin 1 strands. Therefore, a bias was applied to unwind the structure, and the structure was refolded whilst keeping the correct alignment of the antiparallel strands. Following this protocol we reached intermediate II, which displayed a partially folded structure ( $\mathrm{RMSD} 4.0 \AA, \mathrm{RMSD}_{\mathrm{C} \alpha-\mathrm{C} \alpha} 3.3 \AA$ ). From this structure, three different pathways were attempted to form hairpin 1, by forming the pairs 13-17, 12-18, and 10-20, leading to structures III, IV and V with RMSD values of $4.2 / 5.3 / 3.5 \AA$ and $\operatorname{RMSD}_{\mathrm{C} \alpha-\mathrm{C} \alpha}$ values of $3.1 \AA, 6.1 \AA$, and $2.0 \AA$, respectively. Refinement of these structures was sought using eMD-VR steps of unbiased MD
simulations, leading to structure VI with RMSD of $2.0 \AA$ and $\mathrm{RMSD}_{\mathrm{C} \alpha-\mathrm{C} \alpha}$ of $0.7 \AA$. This level of agreement for structure VI is comparable to results previously reported in the literature for both multi $\mu \mathrm{s}^{85}$ and enhanced sampling simulations. ${ }^{88}$ However the overall sampling time for the successful pathway was only 64.8 ns . By contrast a control equilibrium MD simulation of $1.5 \mu$ s could only achieve values of RMSD $6.8 \AA$ and $\mathrm{RMSD}_{\mathrm{C}-\mathrm{Ca}} 9.9 \AA$ (Table S2).
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Figure 3: Folding pathway of the GTT protein with eMD-VR. a Schematic view of the different pathways explored with the eMD-VR interface. Numbers in bold represent the number of eMD-VR iterations. b Root Mean Squared Deviation with respect to the fully folded hairpin 1 of the WW domain in PDB 2F21 (residues 8 to 23) along multiple iterations of eMD-VR. c Representative structures of conformational states sampled along the eMD-VR trajectories.

## eMD-VR generates realistic pathways for millisecond timescale loop motions

We have recently reported an all-atom computational model of the conformational change that occurs between the native state and a transient state of the protein Cyclophilin A (CypA), a key enzyme for the life cycle of the HIV virus. ${ }^{77}$ This motion
involves large scale rearrangements of a so called 70s loop region from a closed to an open state, and a so called 100s loop region from an open to a closed state (Figure 4a). The loop motions occur on micro to millisecond timescale and are critically dependent on interactions that Asp66 establishes with the 70s loop residues, as was demonstrated by NMR experiments on wild-type and mutant forms of CypA. The computational model was generated by combining the accelerated MD method (aMD) to sample plausible loop motion pathways, with Markov State Modelling (MSM) to obtain information about the thermodynamics and kinetics of the process for a more quantitative comparison with experimental data.

A limitation of the aMD methodology is that the acceleration of rare events depends on the selection of a so called ''boost'' parameter that can be cumbersome to optimise. Too little boost fails to significantly enhance sampling of conformations over the timescale of a $\sim$ few hundred ns long MD simulation; whereas too much boost causes the protein to unfold. In previous work we carefully optimised the boost level via trial and errors over a period of a few weeks to observe enhanced motions of the 70s and 100s loop regions, requiring microseconds of aggregate aMD sampling time, whilst adding positional restraints to key regions of CypA to prevent global unfolding.

We sought to explore whether eMD-VR could be a more efficient alternative to aMD to generate large scale movements of the flexible loops of CypA. Starting from the crystal structure of CypA (PDB ID 1AK4) we followed a stepwise approach to trigger the conformational changes in both loops. A total of 26 and 17 iterations respectively were required to observe a movement of the 70s loop from a closed to an open state, and movements of the 100s loop from an open to a closed state, representing a total MD sampling time of less than 100 ns .

Encouragingly inspection of the eMD-VR generated pathways indicates that the opening of the 70 s loop occurs via a similar pathway to that observed in the aMD simulations (Figure 4b). In particular both pathways progress via a partially unwound 70s loop structure where approximately half of the hydrogen bonding interactions between Asp66 and neighbouring 70s loop residues are broken, before progressing to a fully open loop conformation that no longer interacts with Asp66. Moreover, with both aMD and eMD-VR protocols the changes in number of hydrogen bonds between open and closed states in the vicinity of the 70s loop region indicate the important role of Asp66 (Figure 4c). This suggests that eMD-VR generated pathways are suitable to generate molecular design hypotheses. However, comparison of hydrogen bonding patterns along aMD and eMD-VR pathways revealed the breaking of the interactions of Asp66 with the 70s loop residues is more abrupt following the eMD-VR protocol (Figure S3).


Figure 4: Exploring large amplitude loop movements in CypA a. Location and conformation of the 70s (blue) and 100s (orange) loops in the crystallographic structure of CypA (PDB: 1AK4). b. Metastables states of the 70s loop identified using the aMD (top) and eMD-VR (bottom) protocols. c. The difference in the average number of intra-molecular H-bonds in the 70s closed and 70s open states as previously identified using aMD (grey) and as identified using the eMD-VR protocol (orange). In both cases residue D66 stands out as it has substantially more H-bonds stabilising the closed state than the open state of the 70s loop.

Thus to further assess the validity of the eMD-VR generated pathways we used the structures sampled along the pathways describing opening of the 70 s or the 100 s loop to seed a swarm of equilibrium MD simulations. Additionally, three simulations started from the initial structure and each of the two end-points of the sampled pathways, were simulated for $2 \mu \mathrm{~s}$ each. The resulting sets of simulations were then processed using our Markov state model (MSM) analysis workflow described elsewhere. ${ }^{77}$ Briefly, the set of MD trajectories was coarse-grained on a conformational ensemble using five representative macrostates. These five macrostates were in good agreement with the conformational ensemble we had previously described. The superimposition of the average structures obtained for these macrostates and the $\mathrm{C}_{\alpha}$ RMSD values with respect to the average structure of the corresponding state obtained using the aMD based protocol are displayed in Figure 5a. Furthermore, the distributions of RMSD values of the 70s and 100s loops with respect to the CypA crystal structure was also very similar among the different macrostates, even though the amplitude of the 100s loop distribution was slightly narrower in the results from the eMD-VR protocol (Figure 5b and 5c). These similarities suggest that the conformational plasticity within these macrostates is qualitatively the same independently of whether the initial seeding was conducted with aMD or eMD-VR. Finally, we compared the populations of macrostates and estimated mean first passage time values (MFPT) for the transitions between macrostates (Figure 6) in the two models. Both models indicate that the 70s loop adopts a predominantly closed state, but with a slightly greater preponderance of 70s open states in the eMD-VR/MSM model with respect to the original model (ca. $70 \% / 25 \%$ vs $60 \% / 35 \%$ ). These differences in macrostates population are however within the uncertainties of the respective MSMs. Both MSMs identify the key low-population intermediate structure (cyan) for rearrangements of the 70s loop. In both cases the
conformational rearrangements of the 100s loop were predicted to occur within a 1 to $10 \mu$ s timescale. The opening of the 70 s loop was predicted to occur between 3 and 6 times faster using the eMD-VR seeded pathways. This level of agreement between the two MSMs was deemed satisfactory given the overall uncertainties on the computed mean first passage times. The eMD-VR/MSM protocol used approximately half the aggregated sampling time of the aMD/MSM protocol, but it is apparent that this was sufficient to reach the same qualitative conclusions about the relative importance of the distinct conformational states of the 70s and 100s loops, and the nature of the slowest process. Further agreement could be sought via extending the simulation time.


Figure 5: a. Superposition of the average structure of each macrostate with the corresponding state described elsewhere. ${ }^{77}$ b. Per macrostate distribution of RMSD values of the 70s loop with respect the crystallographic structure with PDB ID 1AK4 for structures sampled with the VR, or aMD protocols. c. Per macrostate distribution of RMSD values of the 100s loop with respect the crystallographic structure with PDB ID 1AK4 for structures sampled with the VR, or aMD protocols.


Figure 6. Models of CypA loop dynamics. a. Obtained with the aMD/MSM protocol. b. Obtained with the eMD-VR/MSM protocol. Error bars on reported populations and mean first passage times (MFPT) were obtained by bootstrapping of the MD trajectories assigned to the individual microstates.

## Conclusion

We have described a new VR-based method to conduct MD simulations, incorporating interactive biases to explore large amplitude conformational changes in protein structures. Recent results have shown the potential of iMD-VR simulations to study a range of different molecular systems. ${ }^{38,59}$ In this work, we have extended those ideas to explore ensemble-based VR-enabled visualization strategies as a strategy for launching steered molecular dynamics simulations. By introducing the trajectory manager interface, we enabled simultaneous exploration of multiple pathways, and facilitated back-tracking of interactively biased simulations. The design of the VR GUI as a setup/submit/recover simulation protocol allows quick access to a range of simulation data, which can be obtained either through conventional simulation approaches, interactively biased MD, or steered MD. Steered MD in particular allows for the use of gentle biases to trigger conformational changes, which may enable the exploration of
pathways that remain close to minimum energy pathway. We have demonstrated that with this implementation, eMD-VR is a suitable alternative to aMD simulations to explore the loop dynamics of CypA, achieving comparable conformational changes with ca. one order of magnitude less sampling. A powerful feature of the prototype is that it allows non-expert users to intuitively setup, execute and visualise a large number of MD simulations. We have received positive feedback about the potential of eMD-VR via running short research projects for visiting high school students, and via live demos at the 2019 Edinburgh Science Festival and Open Days at the University of Edinburgh. eMD-VR offers potential for exploring protein folding pathways and obtain insights into the nature of soft condensed matter at the nanoscale. However we stress that, given the subjective nature of the visual analyses, there may be variability in the results obtained with the prototype by different users. The hypotheses generated with the aid of the software should be assessed with complementary approaches (such as Markov state modeling or other energetic analyses). Further development could improve the efficiency of eMD-VR studies as a number of trial and error attempts were needed to fold the first hairpin of the GTT protein. In future versions of the prototype we aim to implement the setup of positional restraints from within the VR GUI, as it could ease the folding of more complex secondary structure elements, and reduce the number of interactions the user has to undertake to achieve a desired conformational change. We have also observed that the opening of the 70s loop happened more abruptly in the eMD-VR case than in the aMD case, suggesting that more gentle biasing potentials could improve further the agreement between the methodologies. We note that the current prototype could be also deployed in a non-VR environment, with interactive visualization and setup of biased MD simulations done via a touch-screen or monitor and keyboard interface. Previous studies have suggested that VR-based
environments accelerate substantially the execution of a variety of molecular modelling tasks, ${ }^{38}$ and in future work we plan to carry out an in-depth human-computer interaction study to quantify the effectiveness of eMD-VR over other interfaces for ensemble MD studies. It would also be beneficial to implement a MD-package agnostic back-end via a framework such as BioSimSpace to facilitate deployment of the prototype on a range of diverse compute resources. ${ }^{89}$ Potential scientific developments of interest for the prototype include the implementation of distance measurement and energetic estimation that could help improve the reliability of the results obtained. Further, integration of eMD-VR with druggability predictors such as JEDI, ${ }^{90}$ or Fpocket, ${ }^{91,92}$ to allow the interactive evaluation of protein druggability, which could facilitate the sampling of cryptic pockets for drug discovery purposes. ${ }^{93}$ Overall the present results indicate the potential of eMD-VR to broaden access to simulations of complex conformational changes in proteins.

## Software availability

Input structures employed for the GTT and CypA test cases are available for download at https://github.com/michellab/eMD-VR-inputs. An evaluation version of the software is available upon request.
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