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Abstract Antarctic sea ice shows a large degree of regional variability, which is partly driven by severe
weather events. Here we bring a new perspective on synoptic sea ice changes by presenting the first in
situ observations of an explosive extratropical cyclone crossing the winter Antarctic marginal ice zone
(MIZ) in the South Atlantic. This is complemented by the analysis of subsequent cyclones and highlights
the rapid variations that ice‐landing cyclones cause on sea ice: Midlatitude warm oceanic air is advected
onto the ice, and storm waves generated close to the ice edge contribute to the maintenance of an
unconsolidated surface through which waves propagate far into the ice. MIZ features may thus extend
further poleward in the Southern Ocean than currently estimated. A concentration‐based MIZ definition
is inadequate, since it fails to describe a sea ice configuration which is deeply rearranged by
synoptic weather.

Plain Language Summary The extent of Antarctic sea ice is characterized by large regional
variations that are in stark contrast with the alarming decreasing trends found in the Arctic. This is partly
due to the presence of severe weather events, like extratropical cyclones travelling through the Southern
Ocean and reaching the marginal ice zone (MIZ). The MIZ is a region where the ocean, atmosphere, and sea
ice processes are closely interlinked. We provide direct evidence of how winter polar cyclones rearrange the
MIZ and how their effects extend into the ice‐covered region as far as the Antarctic continent. We
present the first observations of large ice drift, ice concentration, and temperature changes as an explosively
deepening cyclone crosses the MIZ. This case study is complemented by analysis of subsequent but more
frequent storms that confirms how storminess in the Southern Ocean maintains a sea ice surface that is less
compact, more mobile, and more extended than previously anticipated. Our results urge the scientific
community to revise the current definition of the MIZ and improve its representation in models to better
include the role of polar cyclones in detecting Antarctic sea ice trends.

1. Introduction

The ocean around Antarctica is home to some of the most severe storms on Earth. The majority of these are
middle‐ and high‐latitude synoptic cyclones, with a radius ranging from 500 to 2,000 km (Hoskins &Hodges,
2005; Uotila et al., 2011). Cyclones develop primarily in the Atlantic and Pacific sectors (Grieger et al., 2018;
Hoskins & Hodges, 2005; Uotila et al., 2011; Wei & Qin, 2016; Yuan et al., 2009) and typically follow a south-
eastward trajectory, undergoing net cyclogenesis in the midlatitudes and net cyclolysis closer to the
Antarctic continent. The South Atlantic, and especially the ice‐covered eastern Weddell Sea, is an area of
net cyclolysis for systems originating from open ocean (Hoskins & Hodges, 2005; Yuan et al., 2009). The
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highest density of intense cyclones occurs in winter in the Atlantic, with good agreement among the differ-
ent storm tracking methods (Grieger et al., 2018).

These synoptic cyclonic systems contribute to the general atmospheric circulation in the Southern Ocean
(Maksym, 2019; Simmonds, 2003). It is estimated that between 60% and 90% of the strong precipitation
events in the region are due to synoptic systems (Papritz, Pfahl, Rudeva, et al., 2014), and cyclones modify
the ocean, sea ice, and surface heat fluxes (Bracegirdle & Kolstad, 2010; Papritz, Pfahl, Sodemann, et al.,
2014; Uotila et al., 2011). Cyclones are well‐known vehicles of moisture and heat to the high latitudes
(Messori et al., 2017; Woods & Caballero, 2016), and the regions of increased moisture flux south of 60°S
in the Atlantic are related to the occurrence of strong cyclonic activity (Grieger et al., 2018). Synoptic systems
also generate energetic waves in the Southern Ocean, and despite the higher number of cyclones during win-
ter, waves are barely affected by seasonality (Young et al., 2011). Waves penetrate hundreds of kilometers
into the sea ice‐covered ocean (Kohout et al., 2014). Concomitantly, the ice cover attenuates the wave energy
over distance, so that wave impacts die out eventually (Dolatshah et al., 2018).

Despite the continued study of extratropical cyclones (Schultz et al., 2018), our understanding of their inter-
actions with sea ice is incomplete. The bulk of the literature has focused on the Arctic and on the impact of
cyclones on ice concentration changes (Brümmer et al., 2008; Itkin et al., 2017; Kriegsmann & Brümmer,
2014; Lammert et al., 2009; Rae et al., 2017; Wei et al., 2019), recently including waves (Collins et al.,
2015; Smith et al., 2018; Wang et al., 2016). In the Antarctic, where the ocean state and ice conditions are
different, waves have been the main focus (Doble & Bidlot, 2013; Kohout et al., 2014). The few studies inves-
tigating the synoptic impacts on sea ice are of pack ice conditions in the Western Weddell Sea (e.g.,
Kottmeier & Sellmann, 1996; Uotila et al., 2000) or during summer (Wang et al., 2014).

Several works have indicated that Southern Hemisphere storminess may be a major driver of the trends (or
lack thereof) observed in Antarctic sea ice extent (Maksym, 2019; Matear et al., 2015; Pezza et al., 2012;
Schemm, 2018; Schlosser et al., 2018; Turner et al., 2017). Climate models struggle to capture this regional
and temporal variability (Hobbs et al., 2014; Lecomte et al., 2016; Zunz et al., 2013), as well as the timing
of the winter expansion and summer retreat (Hobbs et al., 2014). Different regions have shown a combina-
tion of positive and negative trends, whose significance is linked to the choice of statistical analyses (Yuan
et al., 2017). Part of the dilemma on what is driving changes in Antarctic sea ice has been attributed to these
opposing trends, thus reducing the consensus on a large‐scale mechanism (Hobbs et al., 2016; Matear et al.,
2015). This has become evenmore puzzling since 2016, when satellites recorded a substantial decrease in sea
ice extent that counterbalanced the positive trend of the previous years (Maksym, 2019). Forced variability
linked to climate modes such as the tropical El Niño‐Southern Oscillation and the Southern Annular Mode
may explain spring and autumn sea ice extent trends in certain regions, although the role of unforced,
weather‐dependent variability is usually invoked to justify the more modest correlations in other regions
(Matear et al., 2015; Pezza et al., 2012; Stuecker et al., 2017).

A large portion of Antarctic sea ice natural variability seems to be linked to synoptic cyclones. However,
large knowledge gaps still exist. Specifically, the effects of a polar cyclone crossing the marginal ice zone
(MIZ) are yet unknown. The MIZ is the highly dynamic outer belt of (partially) ice‐covered ocean formed
by unconsolidated or broken ice (Doble et al., 2003; Wadhams et al., 1987, 2004), where open‐ocean pro-
cesses remain significant and cyclones potentially have large impacts on ice dynamics. It is usually identified
in remotely sensed data as the region in which sea ice concentration falls between 15% and 80% (Stroeve
et al., 2016; Strong & Rigor, 2013), although this definition is not based on dynamical considerations. The
local air‐sea exchanges of heat andmomentum are affected by the presence of mixed sea ice conditions, from
complete insulation in closed pack ice to the less‐known interactions involving frazil and pancake ice
(Alberello et al., 2019). The scarcity of data on winter sea ice drift and concentration in the Southern
Ocean MIZ makes satellite imagery products the only source of information. These data sets have been
mostly validated in the Arctic and are better suited for understanding large‐scale and longer‐term drift pat-
terns (Kwok et al., 2017) rather than the characteristics of daily and subdaily ice motion, which are more
likely affected by the passage of cyclones.

This letter presents the first quantitative evidence of the impact of polar cyclones on the Southern Ocean
MIZ during winter conditions. Through the analysis of an explosive extratropical cyclone crossing the
MIZ and of four subsequent polar cyclones of various intensity, we highlight the substantial role of storms
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in reshaping the MIZ, making the case for a much larger impact on the ice‐covered ocean than
previously anticipated.

2. In Situ Observations and Reanalysis Data

In situ sea ice data were collected from the SA Agulhas II research vessel along the WOCE I06 transect
(Talley, 2013) between 1 and 20 July 2017 (Figure 1). Data consist of meteorological ship measurements,
sea ice observations, and data from ice‐tethered autonomous devices. Ship‐based wind observations have
been corrected to 10‐m height according to specifications from the World Meteorological Organization
(WMO, 2014). Sea ice observations (De Jong et al., 2018) followed the Antarctic Sea Ice Processes and
Climate protocol. Visual observations have been integrated with data from ship‐mounted cameras
(Alberello et al., 2019). They captured the size of pancake ice floes encountered in the MIZ during the voy-
age, and gave accurate estimates of the area covered by solid ice, as opposed to interstitial slush.
Autonomous devices were deployed on ice floes close to 62.8°S and 29.8°E on 4 July 2017 at about 100 km
from the closest ice edge: TwoWaves In Ice Observation Systems (NYU1‐2, Eayrs et al., 2019) recorded posi-
tion, temperature, and wave spectral characteristics every 15 min (Kohout et al., 2015), and three Trident
Sensors Helix beacons (U1‐3, Machutchon et al., 2019) transmitted their location every 4 hr. Both types of
instrument were nonfloating devices and their positions were used to infer sea ice drift speed.
Temperature profiles were taken alongside the deployments to estimate the oceanic heat flux. The NYU1
Waves In Ice Observation Systems failed after a few days, and its data will not be analyzed; the analysis per-
iod is from 4 to 20 July 2017, when NYU2 also ceased to transmit.

The in situ observations were integrated with earth observations products and climate reanalysis data from
the European Centre for Medium‐range Weather Forecast (ECMWF), as detailed in supporting
information Text S1. Sea ice concentration data at high spatial resolution have been obtained from passive

Figure 1. Evolution of the environmental conditions during the storm event (panels a–c show the conditions on 2–5 July
2017 respectively). Each panel showsmean sea level pressure (black lines, interval 5 hPa), significant wave height (colored
shading, interval 1 m), and 15% sea ice concentration (red line), all from the ERA5 data set; sea ice concentration (black‐
blue‐white shading, in percentage) from the AMSR2 ASI algorithm; and the ship track and location (purple line). All data
are at 12:00 GMT on each day except the ERA5 sea ice margin, which is updated daily at midnight and is representative of
the previous day.
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microwave sensors AMSR2 (Advanced Microwave Scanning Radiometer 2, Spreen et al., 2008) and comple-
mented by low‐resolution sea ice drift product from EUMETSAT OSI SAF. Larger‐scale meteorological and
climatic conditions were obtained from ERA‐Interim and ERA5, also using simulated wave data from the
embedded WAM model (WAve Model, WAMDI Group, 1988), which does not resolve wave propagation
in the MIZ. The atmospheric variables measured along the cruise track compared very well with the corre-
sponding data from reanalyses (Figure S1), especially for mean sea level pressure; near‐surface temperature
and wind reanalyses data have been bias‐corrected (see Text S1).

3. Results
3.1. Synoptic and MIZ Features

According to ERA5, a cyclonic structure developed around midday on 2 July at the sea ice edge (Figure 1). It
progressed southeastward toward the Antarctic continent with a rapid deepening of the low‐pressure core
until complete lysis on the ice after 5 July. The minimum pressure found along the track simulated by
ERA5 was 927 hPa (Figure 2a and S2), which is in the top 1% of winter cyclones in the climate reanalyses
(Grieger et al., 2018; Wei & Qin, 2016) and a very rare low pressure condition over the winter Antarctic
sea ice (p < 0.01%, Figure S3). The corrected ERA5 maximum wind speed was greater than 33 m/s, while
the sustained 1‐min wind at the ship location was very close to that threshold (Figure 2a). Over the study
period, four additional cyclones of various intensity impacted the region and will be compared to the first
event (Figure S2; cyclones have been numbered from 1 to 5, with cyclone 1 being the main event depicted in
Figure 1). Three out of the five cyclones were explosive events, indicated by the normalized deepening rates
—the change in central pressure over 24 hr weighted by latitude—larger than 1 (Sanders & Gyakum, 1980;
Lim & Simmonds, 2002; see Text S2). Cyclone 1 was characterized by explosive features when the core was
well into the sea ice. All five cyclones can be classified as strong systems (Text S2), although their impact on
the sea ice was different, as detailed in section 3.2.

The winter MIZ in this region of the Eastern Weddell Sea has not been sampled before, and its surface fea-
tures were unknown. The combined sea ice observations shown in Figure 2b were obtained in the first 100
km from the ice edge, where the remote sensing concentration was above the 80% value that operationally
identifies the upper limit of theMIZ. The ice edge is well identified by the satellite data, as generally found at
the larger scale for winter conditions in the Southern Hemisphere (Worby & Comiso, 2004). However, our in
situ data revealed that the satellite product cannot distinguish the ice cover characteristics. Our sea ice detec-
tion algorithm (Alberello et al., 2019) indicated that the surface was unconsolidated and comprised of ~50%
pancakes for the whole sea ice transect, with frazil ice filling the interstitial gaps. This was confirmed by the
Antarctic Sea Ice Processes and Climate observations that distinguished primary and secondary ice
(Figure 2b andMovie S1; the variability of the visual observations is an indication of the subjectivity in deter-
mining the relative composition of sea ice in a complex configuration). While the satellite returned a tech-
nically correct 100% concentration due to the full coverage of the ocean by solid floes and frazil ice, our
measurements highlight the rashness of equating this to consolidated ice.

3.2. Locally Measured Impacts on Sea Ice

Figure 2c shows that warmer air temperatures were observed on sea ice when the explosive first cyclone was
closest to the buoy location, and this also happened for the subsequent storms. The reanalyzed temperatures
correlate well with the observations, which supports our use of the reanalyses for studying the larger‐scale
features. During all events, air temperature increased rapidly to values close to melting and then returned
to −15 °C in ~2 days. Cyclone 1 was characterized by a longer duration of anomalous warmer temperatures.
In Figure 2e, we compare the climatological daily anomaly following the cyclone cores with that computed
at the location of the reference NYU2 buoy. The warm core anomaly is evident in all storms, but cyclone 1 is
the only one with a stable anomaly of about +5 °C throughout the track. The cyclone 1 warm core extended
vertically up to 800 hPa and persisted deep into the sea ice until 5 July (Figure S4). The temperature anomaly
at the sea ice buoy always peaks when the low pressure system is close (Figure 2e), independent of the storm
intensity, although there is no clear relationship between distance from the cyclone, core temperature, and
the related temperature increase on ice.

During all cyclones but the last, both the ice drift speed and the wave height in theMIZ increased (Figures 2d
and 2f). The increase in ice drift was observed after about 1 day, and it was almost identical for all the buoys
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in the array, suggesting free drift conditions. The floes in the frazil‐pancake field were not moving relative to
one another at scales between 5 and 100 km. Interestingly, the largest drift was not measured during cyclone
1 but rather in the subsequent storms that hit the MIZ. The swell was themost intense during cyclone 1, with
a measured significant wave height (SWH) close to 8 m in sea ice and a slightly higher simulated value of 8.5
m in the open ocean. The WAM‐predicted wave direction was north/northwest sector, which is in
agreement with the visual observations following the WMO protocol. According to the model, SWH grew
quickly in the open ocean close to the MIZ from 3 July, when the core of the cyclone was still 1,500 km
away (Figure 2e). WAM does not compute wave propagation in sea ice, and thus, no wave motion is
prescribed when ice concentration is above 30%. Since the satellite‐derived ice concentration was 100%
very close to the ice edge (Figure 2b), the model can only be used to infer the main characteristics of the
incident wave field in the open ocean. Nevertheless, measured SWH on sea ice correlated very well for
the entire 20 days with the simulated open‐ocean wave field for a large region around the buoy location (r
> 0.8, see Figure S6). We do not have enough data to assess wave attenuation in the MIZ, but we observe
that there is always wave energy present and that it was the highest during cyclone 1. Waves in the MIZ
were evident also during the period of storm quiescence after 14 July, when the atmospheric temperature

Figure 2. (a, b) Ship‐based observations during the explosive cyclone (cyclone 1). (a) Shipborne atmospheric measure-
ments of sustained wind and mean sea level pressure (MSLP) during the cyclone (1‐min averages) at the ship location,
compared with the ERA5 minimum central pressure and bias‐corrected maximum wind speed along the cyclone track
(Text S1). See Figure S1 for the analysis of collocated ship and reanalyses data. The dashed gray line is the threshold used
for category 1 tropical cyclones. (b) Sea ice concentration in the marginal ice zone observed from remote sensing (AMSR2
ASI), Antarctic Sea Ice Processes and Climate visual observations (total and pancake ice floe concentration), and auto-
matic cameras (pancake ice floe; Alberello et al., 2019). The dashed gray lines indicate the operational thresholds of the
marginal ice zone (15–80%). The red line at the bottom shows the latitudes following the track shown in Figure S5. (c–f) In
situ observations of the five cyclones. (c) Atmospheric temperature from the Waves In Ice Observation Systems buoy
NYU2 and the ECMWF reanalyses. The linear correlation coefficients are reported in the legend, and the star symbols
indicate the time when the storm cores were the closest to the buoy location (see panel e); (d) sea ice drift speed measured
at the location of the ice‐tethered buoys; and (e) atmospheric temperature anomaly with respect to the ERA‐Interim cli-
matology at the location of the NYU2 buoy and in the cores of the storms during the investigated period (the trajectory is
shown in Figure S1). The distance of the storm cores from the buoy location is indicated by the colored circles; and (f)
open‐ocean significant wave height and swell direction simulated by ERA5 compared to the significant wave height
measured by the NYU2 buoy on sea ice. Data are presented as averages over 3 hr when comparing with ERA5 and over 6
hr for ERA‐Interim.

10.1029/2019GL082457Geophysical Research Letters

VICHI ET AL. 5952



decreased and the median distance of the buoy from the ice edge increased (Figures 2c and S6). This
indicates that sea ice did not reach closed pack ice conditions at an average distance of 200 km from the
edge but maintained MIZ characteristics despite satellite data indicating 100% concentration.

3.3. Impact of the Explosive Cyclone on the Wider MIZ

The region affected by cyclone 1 covers more than 2,000 km and extends far into the sea ice. This can be
observed in the temperature anomaly and the associated synoptic low pressure systems from 2 to 4 July
(Figure 3). The initial evolution of the daily near‐surface temperature anomalies is similar to open‐ocean
midlatitude cyclones (Yuan et al., 2009): Warm air is advected poleward on the eastern side, while the equa-
torward cold front is found on the western side. The observed pattern of positive and negative temperature
anomalies is associated with the concurrent presence of several cyclones (Figures 3a–3c). As supported by
the data (see Figure 2), when the cyclone travels over the MIZ, it warms the overlying air temperature, gen-
erates waves close to the edge, pushes the edge on the downwind side poleward, and accesses the pool of cold
air over the Antarctic continental margin (Figures 3b and 3c). The result of these processes is clearly visible
in the daily changes of sea ice concentration detected by the high‐resolution AMSR2 sensor (Figures 3d–3f).
Although the satellite absolute concentration does not allow us to distinguish the extent of the MIZ, the

Figure 3. Multiple impacts of the explosive cyclone (cyclone 1) on surface features in the easternWeddell Sea. (a–c) Daily
anomalies of the surface atmospheric temperature over the period 2–4 July 2017 computed against the ERA‐Interim cli-
matology (1979–2017). The daily mean isolines of surface atmospheric pressure and 15% sea ice concentration are also
shown from the same data set. The box indicates the region shown in the right column panels. (d–f) Details of the daily
changes in sea ice concentration (mean concentration for the dayminus the previous day's value) fromAMSR2 ASI data in
the boxed region of (a)–(c). Themean sea level pressure isolines from 00:00 GMTof 3–5 July 2017 are overlain for reference.
(e) also shows the estimated ice displacement (in kilometers) over approximately 48 hr centered on 3 July from OSI‐SAF.
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relative change is an indicator of deformation. The changes in sea ice concentration are more evident at the
edge of the ice‐covered region affected by the intense winds and the advection of warm air. As the cyclone
moves eastward, the MIZ concentration is rearranged in a clockwise rotation, with a clear zonal motion
when the isobars are parallel to the edge, as highlighted by the large daily change seen at the tongues
located at 25°E and 30°E. Due to the persistence of the cyclone over sea ice for about 3 days, the large‐scale
motion was also captured by the coarse ice displacement products from OSI‐SAF (section 2.2 and Figure 3e),
which is in very good agreement with the cyclone features. When cyclone 1 crosses the ice edge, there is no
apparent deformation of ice in the interior: The upward increase observed on thewestern side is not balanced
by a decrease poleward (the opposite happens on the eastern side). Being already saturated at 100%, the
satellite images cannot measure any concentration change. As the storm progresses and the concurrent
action of warmer air and waves in the sea ice, the wider, internal region is affected, with concentration
changes of more than 20% very close to the Antarctic continent indicating ice rearrangement.

4. Discussion and Conclusions

The data presented here provide the first detailed in situ record of the impact of an explosive cyclone on the
MIZ. Its track, which brought it to cross a wide expanse of the MIZ in the eastern Weddell Sea, makes it an
ideal case study to further our understanding of atmosphere‐ocean‐sea ice interactions in this region. The
agreement between our in situ measurements and ECMWF reanalysis products justified the use of climate
reanalyses to study the evolution of metocean conditions as the extreme polar cyclone approached sea ice.
Over the period of the instrument deployment, four subsequent storms affected the region, and their effects
on sea ice were compared with the extreme event crossing the MIZ. These were still intense (Figures S2 and
S3 and Text S2) and are more representative of “typical” winter storms in the region. We thus argue that
high‐latitude cyclonic systems, beyond extreme explosive events, have a continuous effect in reshaping
the MIZ at synoptic scales.

Based on the extreme case study, Figure 4 provides a schematic diagram of the processes linked to an ice‐
landing polar cyclone, comparing them with what is known to happen in the open ocean. Extratropical
cyclones in the open ocean (Figure 4a) contribute to the advection of warm, moist air poleward (Grieger
et al., 2018). However, the net ocean‐atmosphere heat flux is supposedly balanced by the ocean heat gain

Figure 4. Schematic of a polar cyclone (a) on the open ocean (from Moderate Resolution Imaging
Spectroradiometer, MODIS‐Terra true color mosaic, 02 July 2017) and (b) when crossing the MIZ (from Visible
Infrared Imaging Radiometer Suite, VIIRS nighttime imagery of Cyclone 1, 03 July 2017). The light blue contour is the
daily 15% sea ice concentration as assimilated in ERA5. The location of the arrows, fronts, and warm core (the red elliptic
region) with respect to the depicted storms is illustrative of their main features. The open‐ocean case (a) presents air‐sea
interactions showing the expected relationship between the air temperature (Tair) and the ocean temperature (Toce); this
is not shown for the sea ice case (b) due to the less known interactions between air and sea ice under extreme events. MIZ
= marginal ice zone.
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in the warm sector and heat loss in the cold sector (Yuan et al., 2009). This picture is modified when the
extratropical cyclones occur closer to the Antarctic continent, often leading to marine cold air outbreaks
(Bracegirdle & Kolstad, 2010; Papritz, Pfahl, Sodemann, et al., 2014), which are known to strongly affect
the heat fluxes closer to the sea ice. The interconnected processes occurring when polar cyclones cross the
MIZ can be summarized as follows (Figure 4b): (i) advection of warm oceanic air onto the sea ice; (ii) inten-
sified sea ice drift with larger synoptic ice edge deformation on the upwind and downwind flanks and con-
centration changes in the interior; and (iii) wave propagation into the sea ice for ~200 kmwhile maintaining
considerable energy. The extremeness of the studied event highlights the scale of the meridional heat advec-
tion on sea ice (Figure 3); the advected warm air remains framed in the cyclone core and affects sea ice all the
way to the Antarctic coastline. The cold air outbreak observed in the analysis of the daily anomalies would
only partly compensate the heat gain on the warm sector. The net effect on the ocean is likely to be cooling
(Papritz, Pfahl, Sodemann, et al., 2014), although it was not possible to verify this through satellite data due
to the intense cloud cover and further investigation on the oceanic impact is needed. After the passage of the
cyclone, the air temperature on sea ice returns to freezing conditions, but the net impact on the ice surface is
uncertain. We argue that these fluxes cannot be fully investigated by using the current reanalyses products
since the representation of the assimilated ice surface based on satellite data is not accurate.

The largest drift speeds were observed during the cyclones (up to 0.75 m/s), and large portions of the edge of
up to 100 km (the maximum distance between the buoys) moved coherently. Large drift speeds have been
previously observed in winter in the Central Weddell Sea (Vihma et al., 1996) and spring in the
Amundsen Sea (Ackley et al., 2015), which exceed the reported mean drift speed of 0.2–0.3 m/s (Doble &
Wadhams, 2006). However, these studies had not related larger drift speeds to storm conditions, as demon-
strated here. One implication of drift is enhanced ocean heat flux, which was on the lower end of the pre-
vious measurements (11 W/m2, see Text S3; McPhee et al., 1999; Ackley et al., 2015); evidently, this
extreme event did not enhance the upwelling of warmer waters, in contrast with what found in the Arctic
(Smith et al., 2018).

The Arctic case studies presented in section 1 highlight the ice‐cyclone interactions in terms of concentration
changes: ice breakup and leads formation are followed by the drift increase and wave propagation (e.g.,
Collins et al., 2015; Itkin et al., 2017). In contrast, in the Southern Ocean, we suggest that the storm‐driven
wave propagation and oceanic air advection delay consolidation and maintain the mixed frazil‐pancake
field, also when ice concentration is close to 100%. This set of observations sheds a new light on sea ice fea-
tures and their interaction with intense atmospheric events which differs from those previously observed in
the Weddell Sea (Doble &Wadhams, 2006; Valkonen et al., 2008) and other Arctic cases (Collins et al., 2015;
Itkin et al., 2017; Smith et al., 2018). Despite the ice edgemoving away from the ice‐tethered buoy over the 20
days period by 200 km, the surface was never consolidated, and the concurrent drift and wave motion were
evident (Figures 2d–2f). The daily changes observed in the large ice‐covered region affected by the cyclone
(Figures 3d–3f) indicate the presence of unconsolidated ice farther away from the edge, which may also
be caused by ice breakup.

The current concentration‐based definition of MIZ extent as a narrow transitional region (from 15% to 80%
ice concentration) is not compatible with our comprehensive set of observations. We notice that this is not
due to a bias in the satellite estimates of ice concentration: The ocean is indeed fully ice‐covered, but the sur-
face morphology is not equivalent to pack ice conditions. This issue would be improved by the use of algo-
rithms that allow discrimination of the various ice types as done in the Arctic (Ye et al., 2016) and by
explicitly including floe sizes in numerical models (Roach et al., 2018). Young sea ice, at least in this region
of the Southern Ocean, is not identified by the presence of some ice‐free ocean but rather by the combination
of floes and frazil ice. The characterization of air‐sea ice exchanges in the presence of large fractions of frazil
ice should be further investigated as much larger heat, momentum, and material fluxes may occur (e.g.,
Matsumura & Ohshima, 2015).

In addition to the climatic drivers contributing to the 2016 anomaly (Meehl et al., 2019; Stuecker et al., 2017),
we suggest that given the evidence of how high‐latitude cyclones determine the surface features of the MIZ
and its effective extent, the unforced and thus unpredictable variability of the polar atmosphere at longer
time scales will diminish our capability to predict sea ice extent trends. The many possible perspectives on
the interpretation of the trends indicate that large synoptic high‐latitude cyclones, and possibly mesoscale
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events, may be major drivers of the natural variability of sea ice; the details as to how these processes are
included in numerical models would become the discriminant for their predictive skills.
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