UNIVERSITY OF HELSINKI

https://helda.helsinki.fi

Reuvisiting the Tag Relevance Prediction Problem

Kotkov, Denis

Association for Computing Machinery
2021-07-11

Kotkov , D, Maslov , A & Neovius , M 2021 , Revisiting the Tag Relevance Prediction

Problem . in SIGIR '21: Proceedings of the 44th International ACM SIGIR Conference on

Research and Development in Information Retrieval . Association for Computing Machinery ,

bypp. 1768 1772 , International ACM SIGIR conference on research and dev
Information Retrieval , Montréal , Quebec , Canada , 11/07/2021 . https://doi.org/10.1145/3404835.3463019

http://hdl.handle.net/10138/337804
https://doi.org/10.1145/3404835.3463019

cc_by
publishedVersion

Downloaded from Helda, University of Helsinki institutional repository.
This is an electronic reprint of the original article.
This reprint may differ from the original in pagination and typographic detail.

Please cite the original version.



Short Research Paper |

SIGIR 21, July 11-15, 2021, Virtual Event, Canada

Revisiting the Tag Relevance Prediction Problem

Denis Kotkov
Department of Computer Science
University of Helsinki
Helsinki, Finland
kotkov.denis.ig@gmail.com

ABSTRACT

Traditionally, recommender systems provide a list of suggestions
to a user based on past interactions with items of this user. These
recommendations are usually based on user preferences for items
and generated with a delay. Critiquing recommender systems allow
users to provide immediate feedback to recommendations with tags
and receive a new set of recommendations in response. However,
these systems often require rich item descriptions that contain rele-
vance scores indicating the strength, with which a tag applies to an
item. For example, this relevance score could indicate how violent
the movie “The Godfather” is on a scale from 0 to 1. Retrieving these
data is a very demanding process, as it requires users to explicitly
indicate the degree to which a tag applies to an item. This process
can be improved with machine learning methods that predict tag
relevance. In this paper, we explore the dataset from a different
study, where the authors collected relevance scores on movie-tag
pairs. In particular, we define the tag relevance prediction problem,
explore the inconsistency of relevance scores provided by users as
a challenge of this problem and present a method, which outper-
forms the state-of-the-art method for predicting tag relevance. We
found a moderate inconsistency of user relevance scores. We also
found that users tend to disagree more on subjective tags, such as
“good acting”, “bad plot” or “quotable” than on objective tags, such
as “animation”, “cars” or “wedding”, but the disagreement of users
regarding objective tags is also moderate.
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1 INTRODUCTION

Recommender systems assist users in choosing items when the
number of these items is overwhelming [14]. Traditionally, recom-
mender systems provide a list of suggestions to a user based on
past interactions with items of this user. These recommendations
are usually based on users indicating their preference for items
and generated with a delay. Conversational recommender systems
allow users to provide immediate feedback to recommendations
and receive a new set of recommendations in response. In this way,
the process of recommendation corresponds to a multi-turn dialog
of a user with the system [6].

Critiquing recommender systems are a subcategory of conversa-
tional recommender systems. They allow users to navigate in the
item space with critiques [7, 15, 17]. For example, users can specify
if they are interested in movies that have more drama or less com-
edy than a particular movie [17]. These systems require rich item
descriptions that contain relevance scores indicating the strength,
with which a concept applies to an item. For example, a relevance
score could indicate how violent the movie “The Godfather” is on
the continuous scale from 0 to 1.

Tagging systems collect data, which describe items to a certain
degree. However, these systems usually only allow users to attach
tags, but not specify the strength, with which a tag applies to an
item. Collecting relevance scores on item-tag pairs is a demanding
process, as it requires users to explicitly indicate the degree to
which a tag applies to an item. To the best of our knowledge, there
has been only one work, where the authors collected such user
feedback and proposed a tag relevance prediction method [17]. We
received the method implementation and dataset used in that work
to further investigate the tag relevance prediction problem.

In this paper, we define the tag relevance prediction problem,
explore the inconsistency of relevance scores provided by users as a
challenge of this problem and present a method, which outperforms
the state-of-the-art method for predicting tag relevance scores in
the movie domain.

We found a moderate inconsistency of user relevance scores,
when they assigned scores to the same item-tag pairs. This incon-
sistency can be caused by different reasons. For example, users
might use different scales for relevance scores or might forget a
certain scene from a movie. However, in this paper, we focus on
the subjectivity of tags. In particular, we found that users tend to
disagree more on subjective tags, such as “good acting”, “bad plot”
or “quotable” than on objective ones, such as “animation”, “cars” or
“wedding”. However, the disagreement of users regarding objective
tags still remains moderate indicating presence of other reasons for
the disagreement. This paper has the following contributions:
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o We define the tag relevance prediction problem and describe
its difference from tag recommendation

e We explore one of the challenges of this problem, which is
inconsistency of tag relevance scores assigned by users

e We introduce the novel deep learning method, TagDL, which
outperforms the state-of-the-art method

e We publish! data and code used in our experiments to allow
reproducibility and inspire future efforts on this topic

2 RELATED WORKS

To the best of our knowledge, tag relevance prediction problem has
only been addressed in [17] and [4]. In [17], the authors described
the problem and presented the method based on multilevel non-
linear regression model, which predicts relevance scores for movie-
tag pairs based on relevance scores, movie ratings, reviews and tag
applications. The resulting data structure was called Tag Genome.

In [4], the authors presented an unsupervised method based
on semantic relationships between tags and movie reviews. The
authors also conducted a user study, where participants assessed
the quality of their method compared to baselines. In the study,
the methods generated tags that described differences between
two movies. According to the results of this study, Tag Genome
outperformed the proposed method.

In this paper, we present a tag relevance prediction method
based on a multi-layer perceptron. This idea is not new and has
been employed to improve accuracy in the tag recommendation
problem [8, 9, 11]. However, we applied this idea to the tag relevance
prediction problem, where it had not be applied before, and demon-
strated that this method outperforms the state-of-the-art method.
One of the reasons for the lack of methods designed to improve the
prediction of tag relevance might be the difficulty to reproduce the
experiments, such as the absence of publicly available datasets and
methods. We therefore will publish method implementations and
data used in our experiments.

3 PROBLEM FORMULATION

In [1], tag recommendation task is defined as follows: “Object-
centered tag recommendation. Given a set of input tags I, associated
with the target object o, generate a list of candidates C, (Co NI, = 0),
sorted according to their relevance to object o, and recommend the
k candidates in the top positions of C,,” In this definition, candidates
correspond to tags and objects to items.

We define object-centered tag relevance prediction and person-
alized tag relevance prediction similarly:

e Object-centered tag relevance prediction. Given data associ-
ated with tag t and item i, predict relevance of tag t for item
i

o Personalized tag relevance prediction. Given data associated
with tag t, user u and item i, predict relevance of tag t for
item i and user u.

In this paper, we only focus on object-centered tag relevance
prediction or tag relevance prediction. We do not indicate what
data exactly should be associated with the tag or the item. These

Uhttps://github.com/Bionic1251/Revisiting-the-Tag-Relevance-Prediction-Problem
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data could include features, such as user ratings, fragments of texts
or tag appliances.

Tag relevance prediction problem is different from tag recommen-
dation, as tag relevance prediction is the score prediction problem,
while tag recommendation is a ranking problem [1]. Although, solv-
ing the ranking problem requires predicting scores, these problems
require optimizing for different measures. The ranking problem re-
quires optimizing for the order of tags according to their relevance
for a particular item, while the prediction problem focuses on the
prediction of scores given by users.

Another difference, which is not necessary, but common in these
two problems is the input data. Tag recommendation methods
usually work with tag scores that (1) indicate the number of times a
particular tag has been applied to an item and (2) miss information
on tags that do not apply to an item [1]. Meanwhile, tag relevance
prediction methods usually operate on relevance scores, which
indicate the strength, with which a particular tag applies to an
item [17].

4 INCONSISTENCY OF RELEVANCE SCORES

The authors of [17] conducted a survey, where they asked users to
indicate the degree, to which a tag applies to a movie on a 5-point
Likert scale from “not at all” to “very strongly”. The users could
also indicate that they are not sure regarding this strength. The
authors asked each user to indicate relevance of tags to a set of
movies picked from those the user watched in the past. The authors
collected 58,903 responses, 7,740 of which were marked as “not
sure” leaving 51,163 responses for analysis. We received the dataset
from this study and further explored it in this paper.
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Figure 1a demonstrates the power law distribution of relevance
scores assigned to movie-tag pairs. Most movie-tag pairs have only
one relevance score. Figure 1b demonstrates the distribution of stan-
dard deviations for movie-tag pairs with more than one relevance
score. Among 40,013 movie-tag pairs, only 5,942 pairs have more
than one relevance score. The mean of standard deviations for these
movie-tag pairs is 0.74 + 0.023 (99% CI), which can be considered as
moderate deviation (less than one point of the 5-point Likert scale).
We use standard deviation as a measure of user disagreement.

We hypothesize that users have higher disagreement on subjec-
tive tags than on objective ones. In this paper, the term subjective
tag refers to a tag, which is solely based on personal beliefs or
feelings, while the term objective tag refers to a tag, which is not
based on personal beliefs or feelings and its presence or absence in a
movie can be considered as a fact. Subjective tags include the follow-
ing examples: “bad acting”, “so bad it’s good”, “beautiful scenery”,
“awesome soundtrack” and “dumb but funny”. For objective tags,
the examples are as follows: “chicago”, “courtroom”, “dogs”, “harry
potter” and “oscar’. We also included movie genres to the category
of objective tags, as genres have relatively strict definitions. We
suppose that users disagree more on subjective tags than on ob-
jective ones, because subjective tags involve user opinions, which
can vary among users, while objective tags represent facts, which
should be the same for different users in most cases.

To test our hypothesis, we asked two judges to label whether a
particular tag is subjective. According to [10], the judges had a fair
agreement (unweighted Cohen’s kappa: 0.4, p-value < 10712, 99%
CI [0.34, 0.46]). The judges resolved their disagreements, which
resulted in 5,089 objective and 853 subjective movie-tag pairs (821
objective and 263 subjective tags). According to Figures 2a and 2b,
standard deviation of subjective movie-tag pairs is more skewed
left. The average standard deviation for objective movie-tag pairs is
lower (0.71 + 0.025, 99% CI) than that of subjective movie-tag pairs
(0.87 + 0.058, 99% CI) (t-test, p-value < 10~°). Due to the moderate
inconsistency of relevance ratings, the minimum possible mean
absolute error (MAE) for object-centered tag relevance prediction
is 0.19 for the whole dataset.

We found a statistically significant difference between standard
deviations of objective and subjective movie-tag pairs. However,
this difference can be caused by different factors, such as users
forgetting certain parts of movies, using different scales or mis-
understanding tags. Further research is needed to investigate con-
tributions of different factors. We also considered only extremely
subjective tags as subjective and others as objective, but tag subjec-
tivity can be a continuous value. A different categorization might
result in different findings.

5 METHOD

Our method (TagDL) is a multilayer perceptron (MLP) implemented
in PyTorch framework [12]. Figure 3 depicts its architecture. As
input data MLP receives a vector of concatenated features of an
item-tag pair. The concatenated features include eight features
used in the state-of-the-art method (Section 7) and a one-hot vector,
which describes the tag (categorical variable). Unlike [17], we group
relevance scores given to the same item-tag pairs and calculate their
average in our input data.

1770

SIGIR 21, July 11-15, 2021, Virtual Event, Canada

1078 X 64
64xX64 64x64 64x1
—
= = = -
5 g 3 :
3 o [ = I
One-Hot features: 1071 N = g 5|
TagGenome features: 8 ] + + g
1) = = =
g & & :
< c c

Figure 3: Multilayer perceptron architecture (TagDL)

While performing training step by tuning MLP parameters we
discovered that the most important factors were the learning rate
and the number of training epochs.

6 DATASET

Our dataset contains information on 5,192 movies. Each movie is
associated with data from four sources:

(1) Tag applications correspond to tags that users attach to
movies in MovieLens along with the number of these appli-
cations. Overall, our dataset contains 1,071 tags (actors’ and
directors’ names have been removed from the set), which
were applied 829,236 times.

(2) User reviews have been collected from the IMDB website?,
which resulted in 2,624,608 reviews.

(3) Ratings correspond to the numbers of stars users assign to

movies in MovieLens. We used 95,379,210 ratings from the

range [0.5, 5] stars with the granularity of 0.5.

User survey was conducted by the authors of tag genome [17],

where they asked users to indicate the score, with which a

particular tag applies to a movie on a 5-point Likert scale.

Overall, the dataset contains 51,163 relevance scores exclud-

ing scores where users indicated that they were not sure

about the score.

4)

7 BASELINE

We compare the performance of our method with the state-of-the-
art method proposed in [17]. The method is based on a multilevel
nonlinear regression model, which takes features extracted from the
dataset as input and predicts relevance scores assigned to movie-tag
pairs. The method uses the following features:

(1) tag-applied(t, i) — a binary variable indicating whether tag ¢

has been applied to item i

(2) tag-Isi-sim(t, i) - similarity of tag t and item i based on latent
semantic indexing [3], where each document d; is a set of
tags applied to item i
text-freq(t, i) - number of times tag ¢ appears in text reviews
of item i. The feature is calculated in stem-/no-stem- vari-
ants using raw reviews and after applying word stemming,
i.e. reducing words to their root or base form using Porter
Stemmer [13], as implemented in [18]
text-Isi-sim(t, i) - similarity of tag t and item i using latent
semantic indexing [3], where each document d; is the set of
words in user reviews of item i

—
W
=

Zhttp://imdb.com/
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(5) avg-rating(t,i) - average rating of item i

(6) rating-sim(t,i) - cosine similarity of ratings of item i and
aggregated ratings of items with tag ¢

(7) regress-tag(t, i) - predicted relevance score based on a regres-
sion model using tag-applied(t, i) as the output variable and
the other features (along with the number of tag applications)
as the input variables

8 EXPERIMENTAL SETUP

To compare the performance of our method with that of existing
ones, we performed a 10-fold cross-validation procedure and used
mean absolute error (MAE) as a performance measure. To reproduce
experimental conditions presented in [17], we received the code and
the dataset from authors of the article. We compared the following
methods:

e Average - average relevance score in the training dataset

e Vig et al. - the multilevel nonlinear regression model pre-
sented in [17] (Section 7)

e TagDL - our multi-layer perceptron (Section 5), which re-
ceives the same eight features (Section 7) as the Vig et al.
method, concatenates these features with the one hot vector
based on a tag (1071 features) and treats this vector as input
data. We tuned our method based on the validation dataset,
which resulted in the following hyperparameters: activa-
tion function: rectified linear unit, learning rate: 107°, epoch
number: 30, input layer: 1079 neurons, two hidden layers: 64
neurons each and output layer: 1 neuron (see Figure 3)

9 RESULTS

Table 1 demonstrates performace of evaluated methods. To test if
differences between mean values of obtained during 10-fold-cross-
validation MAE values are statistically significant, we performed
t-tests with the null hypothesis that the mean of the differences
is equal to 0. We conducted three pairwise comparisons, which
confirmed statistical significance of our results (three t-tests with
max p-value < 107%). In this paper, we conducted five statistical tests
and therefore corrected our p-values according to the Bonferroni
correction.

Method MAE

Average 1.451 £ 0.010
Vig et al. [17] | 0.833 % 0.011
TagDL 0.811 + 0.012

Table 1: Average MAE values for 10-fold cross validation re-
sults for the evaluated methods with 99% confidence inter-
vals.

According to Table 1, TagDL outperforms the Vig et al. method
by 2.6% (MAE difference with 99% confidence interval: 0.022+0.005),
which indicates that our method provides more precise predictions
than the state-of-the-art method. The Vig et al. method outperforms
the average baseline, as it was reported in [17]. The results of Vig
et al. in our experiment match the results presented in the article
[17], except we do not scale the prediction to the range [0, 1] (our
MAE is multiplied by 4).
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Our prediction is in 99% CI [0.799, 0.823], which is around one
point of the 5-point Likert scale. However, the minimum theoreti-
cally possible MAE for object-centered prediction is 0.041, which
indicates that there is a room for improvement. The minimum MAE
is lower for the test set than for the whole dataset (Section 4), as
the test set contains fewer relevance scores for the same movie-tag
pair.

10 CONCLUSION AND FUTURE WORK

In this paper, we defined the tag relevance prediction problem
and presented an approach based on deep learning, which outper-
forms the state-of-the-art algorithms at predicting tag relevance
for movies. Our results suggest that deep learning has a great po-
tential at solving this task. We found that users tend to disagree
on relevance scores regarding objective item-tag pairs more than
subjective ones, but assign relevance scores with moderate incon-
sistency to both categories.

We plan to explore the tag prediction problem further. In par-
ticular, by using language models like transformers [16], embed-
dings [2] to model textual data and other algorithms, such as neural
collaborative filtering [5] which might improve the result. We are
also interested in investigating ways to receive more consistent
relevance scores from users and factors that affect inconsistency of
relevance scores.

This paper outlines an initial attempt to improve tag relevance
prediction. With this work, we wish to inspire others to work on
this problem and therefore share data and the code of methods
presented, which allow to reproduce described experiments.
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