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Abstract

In interior computed tomography (CT), the x-ray beam is collimated to a limited field-of-view (FOV)
(e.g. the volume of the heart) to decrease exposure to adjacent organs, but the resulting image has a
severe truncation artifact when reconstructed with traditional filtered back-projection (FBP) type
algorithms. In some examinations, such as cardiac or dentomaxillofacial imaging, interior CT could
be used to achieve further dose reductions. In this work, we describe a deep learning (DL) method to
obtain artifact-free images from interior CT angiography. Our method employs the Pix2Pix generative
adversarial network (GAN) in a two-stage process: (1) An extended sinogram is computed from a
truncated sinogram with one GAN model, and (2) the FBP reconstruction obtained from that
extended sinogram is used as an input to another GAN model that improves the quality of the interior
reconstruction. Our double GAN (DGAN) model was trained with 10 000 truncated sinograms
simulated from real computed tomography angiography slice images. Truncated sinograms (input)
were used with original slice images (target) in training to yield an improved reconstruction (output).
DGAN performance was compared with the adaptive de-truncation method, total variation
regularization, and two reference DL methods: FBPConvNet, and U-Net-based sinogram extension
(ES-UNet). Our DGAN method and ES-UNet yielded the best root-mean-squared error (RMSE)
(0.03 % 0.01), and structural similarity index (SSIM) (0.92 + 0.02) values, and reference DL methods
also yielded good results. Furthermore, we performed an extended FOV analysis by increasing the
reconstruction area by 10% and 20%. In both cases, the DGAN approach yielded best results at RMSE
(0.03 & 0.01 and 0.04 +£ 0.01 for the 10% and 20% cases, respectively), peak signal-to-noise ratio
(PSNR) (30.5 + 2.6 dBand 28.6 + 2.6 dB), and SSIM (0.90 + 0.02 and 0.87 + 0.02). In conclusion,
our method was able to not only reconstruct the interior region with improved image quality, but also
extend the reconstructed FOV by 20%.

Introduction Coronary CTA is used to determine the extent of
stenosis in the coronary arteries. In CT scans, x-ray

Computed tomography (CT) is widely used in medical  attenuation data are measured from several projection

diagnostics to produce a three-dimensional represen-
tation of internal organs, bones, and soft tissue.
Computed tomography angiography (CTA) is a spe-
cific CT technique, in which a contrast agent is
intravenously injected into the bloodstream to allow
good visualization of blood vessels in the body.

angles, exposing the patients to adverse stochastic
effects of ionizing radiation. Utilization of CT
increased significantly in the early 2000’s, and it has
been a major contributor to population dose since
[1, 2]. Significant variations in dose levels between
countries have been reported [3]. In line with the
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Figure 1. Schematic illustration of interior computed tomography. A limited field-of-view is exposed to the radiation, resulting in a
truncated sinogram. Adjacent areas are consequently not exposed as much, but the resulting reconstruction with filtered
backprojection (FBP) is corrupted with imaging artifacts giving rise to suboptimal image quality when compared to the full field-of-

Full field-of-view

Reconstructed region-of-interest

Interior tomography
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ALARA (as low as reasonably achievable) principle,
many innovative strategies have been developed for
dose reduction in the past years, such as automatic
exposure control, beam filtering methods, and electro-
cardiography (ECG) and respiratory gating. Techni-
ques to improve suboptimal image quality of low-dose
CT scans are mainly focused on iterative reconstruc-
tion [4—6] and deep learning reconstruction or image
restoration techniques [7, 8].

Interior tomography is another novel approach for
CT dose reduction [9]. It refers to the collection and
reconstruction of attenuation data from a limited
field-of-view (FoV) by directing x-ray exposure to an
internal region-of-interest (Rol) (figure 1). For exam-
ple, in cardiac studies, the heart could be imaged by
restricting the x-ray beam to irradiate an Rol bounded
by the heart. It has been estimated that a dose reduc-
tion as high as 58% could be achieved with interior
tomography [10]. A recent study demonstrated that
doses in organs next to the heart could be reduced by
up to 60.5% in cardiac interior tomography [11].
However, the major drawback of this acquisition strat-
egy is the prominent imaging artifact seen in recon-
structed images arising from partially measured data
outside the FoV [12] (figure 1). This truncation artifact
produces a ‘halo’ or ‘cupping’ effect that may hide
diagnostically important features near the Rol edges,
rendering image quality suboptimal.

Mathematically, these artifacts arise from the ill-
posedness of the associated inverse problem as it has
no unique solution [13]. However, a substantial

amount of research efforts has been made to solve it.
Compressed sensing (CS) methods have been widely
used in ill-posed inverse problems, such as low-dose
and interior CT reconstruction. CS is based on apply-
ing a suitable transform on the data to form a sparse
representation of the data, allowing recovery of signals
sampled below the Nyquist criterion. Total variation
(TV) regularization, based on minimizing the
L;-norm of the image gradient, is a widely used and
well-known CS method for CT reconstruction. In
interior tomography, TV-based methods have been
successfully used when a small sub-region inside the
Rol is known a priori [12, 14—16], when the Rol is pie-
cewise constant [17], and when the Rol is piecewise
polynomial [18, 19]. Another popular alternative is the
differentiated back-projection algorithm that exploits
the properties of the Hilbert transform, and that has
been demonstrated to produce exact reconstructions
given that a sub-region is known within the Rol
[20-23]. Furthermore, in the local tomography
approach, an edge-enhanced reconstruction is pro-
duced but attenuation values are lost [24, 25]. As these
methods include heavy restrictions that should be
known a priori, they are limited when such informa-
tionis not available.

Another fundamentally different approach to the
interior problem is to pre-process the truncated pro-
jection data (or sinograms in a two-dimensional set-
ting) before applying a reconstruction algorithm. In
principle, this is done by extrapolation of raw data in
the truncated areas. Strategies of such sinogram
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detruncation (sometimes also referred to as inpaint-
ing) include, but are not limited to, extrapolation by
symmetric mirroring [26], convex hull estimation fol-
lowed by extrapolation [27, 28], extrapolation by the
average value of near-boundary pixels [29], estimation
of best-fitting water cylinders at the truncation edge
[30], and sinogram decomposition followed by curve
approximation and reprojection [31]. While able to
improve image quality with relatively few computa-
tional resources, these pre-processing methods are
often limited to approximating the sinogram shape in
the truncated area with elementary functions, that can
lead to remaining artefacts in the reconstructions as
the projection data is not realistic. Furthermore,
details beyond the interior sampling FoV cannot be
recovered using these methods.

Deep learning (DL) can be used as an alternative
approach for low-dose CT reconstruction. ‘Deep
reconstruction” not only has the potential to reduce
radiation dose by improving low-dose image quality
but also to speed up reconstruction times, as after net-
work training is complete the output of the convolu-
tional neural network (CNN) is fast to compute
[32—34]. One strategy to apply DL in low-dose image
reconstruction is by performing image-to-image
transformation in the reconstruction domain, like in
the FBPConvNet, where low-dose filtered back-
projection (FBP) reconstructions are improved with a
U-Net architecture [35]. Another branch of deep
reconstruction research focuses on combining itera-
tive reconstruction methods with DL, such as the
LEARN network, in which the regularization term of
iterative reconstruction is learned from data [36], or
the learned primal-dual network, that unrolls prox-
imal primal-dual optimization in the form of a CNN
[37]. Tomographic data can also be processed with DL
in the projection domain before applying reconstruc-
tion by, for example, up-sampling sparse-view data
[38, 39]. Specifically in interior tomography, recent
deep reconstruction approaches include removal of
cupping artifacts with U-Net [40], linear sinogram
extrapolation followed by reconstruction and U-Net
post-processing [41], using a deep-learning prior
obtained with U-Net in iterative reconstruction [42],
and correcting truncation artifacts in projection space
by generating extrapolated projections with generative
adversarial networks (GAN) [43].

GAN is a specific type of CNN, where a generative
CNN, G, is trained to output images G(x) that a dis-
criminative network, D, tries to identify as fake images
[44]. The networks are trained simultaneously to
achieve two goals: (1) G is trained to produce such
good images that D would confuse them as real ima-
ges, while (2) D is trained to distinguish between real
and fake images as well as possible. GANs have been
studied in many medical applications, including clas-
sification, detection, segmentation, and reconstruc-
tion [44]. Other examples of GAN approaches for CT
reconstruction include low-dose image denoising
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[45-47], sinogram up-sampling in sparse-view CT
[48], sinogram in-painting in limited angle tomo-
graphy [49], and metal artifact reduction [50].

In the present work, we applied GANS for interior
tomography using a two-staged process: (1) an exten-
ded sinogram is computed from a truncated sinogram
with one GAN model in projection space, and (2) the
resulting FBP reconstruction from the extended sino-
gram is improved with another GAN model in recon-
struction space, aiming to generate images with
similar image quality compared to ground truth. As
interior CT reconstruction is essentially a de-trunca-
tion problem, and many examples in the literature
attempt to solve it with various sinogram inpainting
techniques, GAN was selected owing to its ability to
generate realistic data to missing regions [43]. Our aim
was to investigate how well a GAN can generate the
missing data in the sinogram domain, resulting in
improved image quality in the reconstruction space, as
well as to study if any remaining ‘halo-like’ truncation
artefacts or other image artefacts due to the interior
sampling geometry could be diminished after the
reconstruction step with a secondary GAN. Further-
more, our aim was to study if the reconstructed FOV
could be increased beyond the limits of the interior
sampling FOV. We trained our models with real CTA
data. Image quality was compared between our
method and several state-of-the-art reconstruction
techniques for interior tomography, including TV reg-
ularization, adaptive
FBPConvNet, and U-Net-based sinogram extension.

sinogram  de-truncation,

Materials and methods

Data collection and preprocessing

CTA scans covering the entire heart craniocaudally (a
total of 500 scans) were collected for this study (Oulu
University Hospital register permission no. 104/
2018). Imaging was performed with SOMATOM
Definition Flash CT scanner (Siemens Healthineers,
Erlangen, Germany) with a CTA protocol (80-120
kVp, 256 mean mAs, 0.73 x 0.73 mm?> mean pixel
size, 2-mm slice thickness, 512 x 512 image size).
CTA images were preprocessed as follows (figure 2).
First, the cardiac region was centered on the image
stacks using zero-padding. Subsequently, the size of
the slice images was unified according to the largest
zero-padded slice image yielding an image size of
768 x 768. Finally, the image stacks were manually
cropped to cover only the cardiac region in the
z-direction. A total of 10 500 CTA slice images from
the full data (30 834 images) were randomly chosen for
this study. These data were split to training
(N = 9500), (N =500), and test
(N = 500) sets. Training and validation data were
obtained from 475 subjects, and test data were
obtained from separate 25 subjects.

validation
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N-500

4 ped o3z

768 x 768 so that they could be fed in the deep learning networks.

Figure 2. Data preprocessing pipeline. Computed tomography angiography volumes (N = 500) were collected from the picture
archiving and communication systems (PACS). Each volume was centered with zero padding such that the heart was in the center.
Further zero padding of slices to 768 x 768 was done to make all the images of same size. Unwanted slices were cropped out of the
volumes. Sinograms were simulated using the ASTRA tomography toolbox to yield full sinograms (ES, 768 pixels wide) and truncated
sinograms (TS, 192 pixels wide) simulating interior tomography measurements. The resulting sinograms were zero padded to

crop

zero pad

4
4
‘,‘ zero pad

+ noise

ry -
§ zero pad

Sinogram measurements for full FoV and interior
cases were simulated with the ASTRA tomography
toolbox (v1.8, imec-Vision Lab, University of
Antwerp, CWI, Amsterdam, the Netherlands)
[51, 52]. In the case of full FoV, a 768-pixel (56 cm)
wide detector with a pixel-pitch of 0.73 mm was used
in the simulation, and in the interior case, the detector
width was decreased to 192 pixels (14 cm) since it
should cover only the entire heart in a CTA scan
(figure 1). Detector dimensions for simulation were
determined from the dataset. Both measurements
were simulated with the parallel-beam geometry using
720 projection angles evenly spaced in a full 360° rota-
tion. Additional Gaussian noise (amplitude of 1% of
the maximum value in the simulated full FOV sino-
gram) was added to the sinograms to simulate mea-
surement noise and avoid inverse crime. Truncated
sinograms were also reconstructed with FBP (Ram-
Lak filter) with the ASTRA toolbox.

GAN architecture and training

We employed the Pix2Pix network architecture as our
base GAN model that was used in both the pre- and
post-processing networks (figure 3). Pix2Pix is a
conditional GAN architecture that has been used in
image-to-image mapping tasks, where the discrimina-
tor network input is a pair of images containing a ‘fake’
image synthesized by the generator network and a
‘true’ image that is the ground truth label [53]. We
used same GAN architectures with input sizes of
768 x 768 x 1and 512 x 512 x 1 for the sinogram
extension and reconstruction post-processing models,
respectively. We chose our U-Net as our generator
model, and PatchGAN as our discriminator model, as
in the work by Isola et al [53]. As suggested in the work

by Isola et al, we included dropout layers in the U-Net
bottleneck convolution blocks (dropout rate of 50%)
instead of providing noise input to the network to
introduce randomness to the network, as well as leaky
ReLU activation functions (slope = —0.2) instead of
conventional ReLUs (figure 3). PatchGAN classifies
70 x 70-pixel patches of the input image into ‘real’ or
‘fake’ classes (1 or 0, respectively). The final class is the
average of these patchwise predictions.

Training the GAN was done as follows (figure 4).
During every optimization step, the discriminator net-
work (D) was trained first with input consisting of
pairs of truncated and full sinograms. The concept of
real and fake losses was utilized in training D. Real loss
was defined as binary cross entropy (BCE) between
output of D and a matrix of ones (‘real’ labels). In this
case, the inputs of D were a truncated sinogram, x, and
its corresponding ground truth label sinogram, y. The
real loss was given by

Lpeas = BCE(D(x, y), 1) = =Y log d;,

where d; € {0, 1} are the predictions in the output of
D for patches i. On the other hand, the fake loss was
defined as BCE between output of D and matrix of
zeroes (‘fake’ labels). In this case, the inputs of D were a
truncated sinogram, x, and the corresponding sino-
gram extended by the generator network (G), G(x).
The fake loss was given by

Lrake = BCE(D(x, G(x)), 0) = —» log(1 — d)).

The discriminator loss, that was finally used to
optimize D, was then obtained by averaging real and
fake losses:

4
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Figure 3. Pix2Pix generative adversarial network structure used in this study. The network consists of two subnetworks, a U-Net
generator network and a PatchGAN discriminator network. The U-Net consists of encoding, bottleneck and decoding parts with skip
connections in between (dashed arrows). The PatchGAN decodes image pairs of truncated and full sinograms (or reconstructions) to
patches from which it predicts whether the pair of patches is real (input is the ground truth label) or fake (input is generated by U-Net).
Filter tensor dimensions corresponding to the convolution blocks are listed above them. Numbers in brackets refer to tensor sizes for
when reconstructions (512 x 512) are used as inputs instead of sinograms. Abbreviations: Conv2D, two-dimensional convolution;
LeakyReLU, leaky rectified linear unit activation function; BN, batch normalization; DO, dropout; Tanh, hyperbolic tangent

1
Lp = E(['Real + Lrake)-

After the discriminator optimization step, the genera-
tor was optimized by summing two different loss
functions. First, the L;-loss between the sinogram
extended by G, G(x), and the corresponding ground
truth label sinogram, y, was computed with

Ly, =[G = ylh =2 lg — ¥l
j

where g; and y; refer to individual pixels. Next, the
GAN loss, defined as the real loss using G(x) and x as
input, was computed with

Lean = BCE(D(x, G(x)), 1).

The GAN loss was computed to optimize G to generate
such good quality images that D makes a wrong
prediction. The final loss for G was obtained by
weighting the two loss terms with a factor A = 0.01

Le = L1+ Algan.

Training the reconstruction space GAN model was
done otherwise identically as described above, but the
sinograms were replaced with the corresponding FBP
reconstructions.

D and G were trained simultaneously for 200
epochs (figure 5, table 1). The two-timepoint update
rule was used in the training process by using a higher
learning rate for D to discourage it from becoming
over-confident [54]. Label smoothing (ov = 0.2) was
used for the same reason, scaling the output values of
PatchGAN to 0.1 and 0.9 instead of 0 and 1 [55]. Sepa-
rate networks were trained from scratch for the sino-
gram extension GAN and reconstruction post-
processing GAN. A GPU with 24 GB memory was
used to train these networks (NVIDIA Quadro P6000,
NVIDIA, Santa Clara, CA). Training the networks
took approximately 50 h per GAN.

Double GAN reconstruction algorithm
The proposed double GAN (DGAN) approach for
interior CT image reconstruction works as follows

(figure 6):

1. Extend truncated sinogram (TS) with the sino-
gram extension network (ExtGAN)
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X G(x)

are fed labeled as true (G attempts to make D guess wrong).

Figure 4. Training the GANSs. A. During every optimization step, the discriminator D is trained first by feeding image pairs of
truncated and ground truth sinograms (labeled real) and truncated and generated sinograms (labeled as fake). For the reconstruction
domain GAN, the sinograms are replaced with the corresponding reconstructions. The loss used for training D is the mean of binary
cross entropy (BCE) loss values corresponding to these real and fake cases. B. After D has been updated, G is trained by combining loss
arising from the L1 loss between generated and ground truth sinograms and BCE loss of D when pairs of truncated and real sinograms

(b)

Leany = BCE(D[x,6G(x)]. 1}

optimize
weights
L =Ly + Mgy

¥

2. Superimpose the truncated sinogram on the
extended sinogram to ensure any measured data
were not changed by GAN

3. Perform FBP to obtain initial reconstruction

4. Post-process the initial reconstruction with the
reconstruction post-processing
(RecGAN)

network

5. Forward project the resulting reconstruction and
superimpose the original truncated sinogram in
the improved extended sinogram

6. Perform FBP to obtain the final reconstruction.

Reference methods

To compare how our method performs against well-
known reference methods, we used truncated FBP
(TS-FBP) and truncated TV regularization (with
Barzilai-Borwein optimization [56]) (TS-TV) as refer-
ence reconstruction methods on truncated sinograms.
Furthermore, as a sinogram extension strategy, we
utilized adaptive detruncation, and subsequently
reconstructed the extended sinogram with FBP (ES-
ADT) [57]. Two DL models were also used as reference
methods: Image-to-image transform from truncated
FBP reconstruction to full FBP reconstruction with
FBPConvNet [35], and U-Net-based sinogram extra-
polation followed with FBP reconstruction (ES-UNet)
[58]. The same training data were used to train these
networks for 200 epochs.

Image quality analysis

The image quality of the different methods was
determined using both quantitative and visual evalua-
tion. The quantitative image quality analyses consisted
of root-mean-squared error (RMSE), peak signal-to-
noise ratio (PSNR), and structural similarity index
(SSIM) and were performed on the test data. Compar-
isons were done using the original FOV size
(radius = 96 voxels) and FOVs that were increased by
10% (r = 106 voxels), 20% (r = 115 voxels), and 50%
(r = 144 voxels). The increased FOV analysis was
included to explore the possibility of enlarging the
FOV area with DL methods.

Results

Our DGAN approach and ES-UNet yielded the best
root-mean-squared error (RMSE) (0.03 £ 0.01) and
structural similarity index (SSIM) (0.92 £ 0.02)
values, and the best PSNR value was given by ES-UNet
(32.6 £ 2.9 dB) in the original FOV (table 2). Example
reconstructions show that the truncation artifact was
removed from ES-ADT, FBPConvNet, ES-UNet, and
DGAN (figure 7). When examining line profiles in the
horizontal and vertical directions all the studied DL
algorithms showed excellent agreement with the GT
data even in the extended FOV, whereas TS-TV, and
ES-ADT resulted in inferior agreement (figure 8).
When increasing the FOV, the DGAN approach
yielded best results for RMSE (0.03 &+ 0.01,
0.04 =+ 0.01, and 0.04 =+ 0.01 for the 10%, 20%, and

50% FOV increase, respectively), PSNR
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Figure 5. Training curves of the two generative adversarial network (GAN) models. D, discriminator; G, generator; BCE, binary cross
entropy. After 100 epochs, the learning rate was adjusted from 0.001 to 0.0001 for G and from 0.004 to 0.0004 for D.

Table 1. Training parameters for the GAN
models trained for this study. GAN, generative
adversarial network; BCE, binary cross entropy.

Generator PatchGAN
# epochs 200 200
Loss L1 BCE
Learning rate 0.001" 0.004"
Optimization Adam™* Adam™
Batch size 4 4

*decayed by a factor of 10 after 100 epochs
“with default
B = 0.9, B, = 0.999

parameters

(30.5 + 2.6 dB, 28.6 + 2.6 dB, 26.1 + 2.2), and SSIM
(0.90 + 0.02, 0.87 £0.02, 0.82 + 0.03) values
(table 2). Visual inspection shows close resemblance
between ground truth and FBPConvNet, ES-UNet,
and DGAN in the extended areas (figure 9).

In addition, comparing the error metrics given by
DGAN in the original FOV as a function of weight

between each case in the test set where weight infor-
mation was available (N = 12) showed a linear trend
where the results slightly worsened in heavier patients
(figure 10). Linear regression fit predicted an approx-
imate increase from 2.4% RMSE to 3.1% RMSE (0.7%
increase) between the heaviest (130 kg) and lightest
(58kg) cases. Correspondingly, the PSNR value
decreased approximately from 32.5dB to 30.5dB
(2dB decrease), and the SSIM value decreased
approximately from 0.94 to 0.89 (0.05 units decrease).

Discussion

In this study, we used a DGAN approach to recon-
struct simulated truncated sinogram data from inter-
ior CTA scans to remove the truncation artifact and to
extend the reconstruction FOV by 10%-20%. Our
DGAN approach consisted of extending the sinogram
with one GAN model and applying another GAN
model to improve the extended sinogram

7
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True measured data

|
.

el

Figure 6. Block chart of the proposed DGAN method. A truncated sinogram (1) is first extended with sinogram extension GAN
(ExtGAN) (2), and the original measured data is superimposed in it. After an initial reconstruction has been computed (3),
reconstruction post-processing GAN is used to yield an improved reconstruction (4). To further enhance image quality, the improved
reconstruction is forward projected and the original data is superimposed in the sinogram before final application of filtered

backprojection (5).

Table 2. Image quality metrics for the studied algorithms with original and increased fields-of-view (FOV). The number
in brackets denotes the radius of the circular FOV drawn in the image. RMSE, root mean squared error; PSNR, peak
signal-to-noise ratio; SSIM, structural similarity index; TS-FBP, truncated sinogram filtered backprojection; TS-TV,
truncated sinogram total variation regularization; ES-ADT, extended sinogram with adaptive detruncation followed
with filtered backprojection; ES-UNet, extended sinogram with U-Net followed with filtered backprojection; DGAN,
double generative adversarial networks for interior tomography.

Original FOV (96 voxels)
TS-FBP TS-TV ES-ADT FBPConvNet ES-UNet DGAN
RMSE 0.40 £+ 0.10 0.14 £ 0.06 0.05 £+ 0.03 0.07 £ 0.02 0.03 £ 0.01 0.03 £ 0.01
PSNR 83 +25 17.8 +£ 4.0 26.3 + 3.5 24.0 £ 2.9 32.6 £2.9 322 4+23
SSIM 0.22 £+ 0.09 0.75 £ 0.07 0.92 £+ 0.06 0.85 £ 0.03 0.92 + 0.02 0.92 + 0.02
10% increased FOV (106 voxels)
TS-FBP TS-TV ES-ADT FBPConvNet ES-UNet DGAN
RMSE 0.36 & 0.08 0.14 £ 0.05 0.07 £+ 0.03 0.07 £ 0.02 0.03 £ 0.02 0.03 £ 0.01
PSNR 9.2 +24 18.0 £ 3.5 235 +£2.8 242 £2.8 30.0 £ 3.3 30.5 £ 2.6
SSIM 0.23 + 0.09 0.72 £+ 0.06 0.89 + 0.06 0.82 4+ 0.03 0.90 £ 0.03 0.90 £+ 0.02
20% increased FOV (115 voxels)
TS-FBP TS-TV ES-ADT FBPConvNet ES-UNet DGAN
RMSE 0.32 + 0.07 0.13 4+ 0.04 0.09 &+ 0.03 0.06 £ 0.02 0.05 £ 0.02 0.04 £+ 0.01
PSNR 103 £ 2.3 18.4 £+ 3.0 21.0 £23 242 £ 2.7 27.4 £ 3.2 28.6 £ 2.6
SSIM 0.27 + 0.08 0.69 £ 0.05 0.83 + 0.07 0.80 £+ 0.03 0.88 £+ 0.03 0.87 £ 0.02
50% increased FOV (144 voxels)
TS-FBP TS-TV ES-ADT FBPConvNet ES-UNet DGAN
RMSE 0.28 + 0.06 0.13 £ 0.04 0.13 4+ 0.03 0.06 £+ 0.02 0.06 £ 0.02 0.05 £ 0.01
PSNR 114 +£ 2.1 18.2 £ 2.5 18.1 £ 2.5 24.1 £2.2 249 + 2.6 26.1 £2.2
SSIM 0.31 £+ 0.08 0.63 £ 0.05 0.72 £+ 0.09 0.76 £ 0.03 0.82 £+ 0.03 0.82 £+ 0.03
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adversarial networks for interior tomography [0,0.95].

Figure 7. Example reconstructions given by the studied algorithms. Images have been normalized and windowed. GT, ground truth
[Windowing: 0,1]; TS-FBP, truncated sinogram filtered backprojection [0,0.1]; TS-TV, truncated sinogram total variation
regularization [0,0.75]; ES-ADT, extended sinogram with adaptive detruncation followed by filtered backprojection [0,1.1];
FBPConvNet [0,1]; ES-UNet, extended sinogram with U-Net followed by filtered backprojection [0,1.1]; DGAN, double generative
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image. GT, ground truth; TS-FBP, truncated sinogram filtered backprojection; TS-TV, truncated sinogram total variation
regularization; ES-ADT, extended sinogram with adaptive detruncation followed by filtered backprojection; ES-UNet, extended
sinogram with U-Net followed by filtered backprojection; DGAN, double generative adversarial networks for interior tomography.
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reconstruction. We employed the Pix2Pix GAN model
in our network design. Results were compared
between DGAN and several state-of-the-art recon-
struction methods for interior tomography.

In the original FOV of 96 voxels, DGAN and ES-
UNet exhibited the best numerical image quality
across the studied algorithms. All algorithms except
for TS-FBP and TS-TV were able to remove the trun-
cation artifact in the images. Only minor differences
were present in the horizontal and vertical line profiles
between ground truth and the DL algorithms. In addi-
tion, DGAN was robust to varying patient sizes in the

test set, and only minor deviation in the error metrics
were observed between the lighter and heavier cases.

In the increased FOVs, the DL methods were able
to recover incompletely sampled structures near the
fully sampled VOI. In the 50% increased case, the
DGAN approach was able to recover shapes and tex-
ture when inspected visually. However, increasing
FOV by 50% is not likely to be a very realistic approach
in clinical imaging. Therefore, we think that increasing
the FOV by 10% to 20% would be feasible with
DGAN. The DL methods also preserved similar noise
structure and sharpness that is present in the ground
truth. In addition to removing the truncation artifact,
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Figure 9. Example reconstructions with enlarged FOVs. Images have been normalized and windowed. GT, ground truth [Windowing:
0,]; TS-FBP, truncated sinogram filtered backprojection [0,0.1]; TS-TV, truncated sinogram total variation regularization [0,0.75];
ES-ADT, extended sinogram with adaptive detruncation followed by filtered backprojection [0,1.1]; FBPConvNet [0,1]; ES-UNet,
extended sinogram with U-Net followed by filtered backprojection [0,1.1]; DGAN, double generative adversarial networks for interior
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increasing the reconstructed FOV slightly could be
beneficial in many imaging studies and promote dose
efficiency in CT imaging. We hypothesize that a simi-
lar methodology could be useful in dentomaxillofacial
and extremity imaging as well.

Compared to CS methods, our DGAN approach
does not include any restrictions based on what prior
information is available. Furthermore, compared to
sinogram extension methods, our method improves

the extension approach by letting it be learnt from
data, and additionally, it improves the resulting recon-
struction with another CNN processing step. To
achieve better correspondence to measured data, we
superimposed the true measured truncated data on
the extended sinograms to remove any generated or
removed detail in that area. This makes our network
stand out from pure image-to-image transformations
such as FBPConvNet. The DGAN approach includes
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Figure 10. Root mean squared error (RMSE), peak signal-to-noise ratio (PSRN), and structural similarity index (SSIM) as a function
of the weight of the patient in DGAN reconstructions (N = 12) using the original FOV of 96 pixels radius. Not all patients in the test
set had weight information available. Average error was calculated as mean of error metrics in all the slices in individual cases. Linear
regression predictions were plotted to visualize trendlines in the data.

several improvements to our previous U-Net-based
sinogram extrapolation approach [58]. Recently, a
method for processing truncated cone-beam CT data
with GANs was presented [43]. Compared to this
work, our method includes an additional post-proces-
sing step and is used on more severely truncated data
with the extended FOV analysis, but on the other
hand, our work is based on 2D simulated data.

Some limitations need to be discussed. As we did
not have access to the raw data from the CT scanner,
we simulated the CT measurements using a computa-
tional monochromatic forward model. In the interest
of computational and time resources we simulated
two-dimensional axial measurements instead of a
helical scanning trajectory that is employed in most
modern scanners. Thus, the measurement setting is
not entirely realistic. We did, however, add extra noise
to our simulations to introduce statistical uncertainty
that would be present when measuring x-ray data. In
addition, the voxel size of the CTA images was quite
large, because they were the only data clinically avail-
able that also included the torso to simulate the inter-
ior problem. The data were also quite noisy limiting
the quality of our ground truth images.

In the future, we aim to apply this extrapolation
methodology in other areas of interest, such as cone-
beam computed tomography of the maxillofacial
region and imaging of obese patients where truncation
artifacts are often present. In addition, it would be
interesting to apply these techniques to real projection
data, which are rarely available from clinical CT
scanners.
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