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Abstract

The reflection of light from a metal film is among the most fundamental and well-

understood effects in optics. If the film thickness is greater than the wavelength, reflection

is explained in simple terms with the electromagnetic boundary conditions. For film thick-

ness much less than the wavelength, reflection is incomplete and more exotic physical effects

become possible. This is especially so if the light illuminating the film is pulsed at the fem-

tosecond time-scale. In this work, a new phenomenon is proposed where few-femtosecond

laser pulses temporarily modify a thin metal film’s optical properties. By casting a pulsed

standing-wave pattern across the metal surface, conduction electrons are redistributed to

create temporary regions of partially enhanced or depleted density. This constitutes a tem-

porary change to the conductivity of the metal, and thus, a change to the transmittance

and reflectance of the film. In regions where the density is enhanced (depleted), the trans-

mittance is decreased (increased). The process is possible because the period of action of

the applied electric field is shorter than the relaxation time for the conduction electrons. An

experiment is conducted that tests the concept by measuring the change in reflectance and

transmittance for films with thickness ranging from 20–400 Angstroms. A pair of calibrated

photodiodes are used to monitor the reflection and transmission modulation of the sample.

The data is collected over many laser pulses and is averaged which cancels the random power

fluctuation effects of the laser.

Our findings show that the film’s transmittance decreases only when the standing-wave

pattern is present. In other words, the metal sample is found to be less transparent hence

a “better” conductor in the presence of the conditioning beams compared to when there

is no standing wave on the sample. As the pulse length of the pattern is increased, or

as the film thickness is increased, these changes disappear. To gain further insight, the



Drude free-electron model is used to develop a theoretical description for the process, which

qualitatively agrees with the observed changes in reflectance and transmittance.
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Chapter 1

Introduction

Light-matter interaction is one of the most important phenomena in the universe. It is also

broadly used to study nature by us in science and technology. Such interactions are used to

study matter using different spectroscopic methods, see for example [1–4], that allow us to

understand matter and broaden our understanding of nature.

Another important aspect of light-matter interaction is the possibility of altering and

controlling different properties of matter, see for example [5, 6]. Such control can in principle

lead to many new technological advancements such as the development of materials with

new characteristics, more efficient renewable energy sources, faster optical communications,

and many other possibilities.

From a practical point of view, recording information on a CD, DVD, or Blu-ray is done

by using a laser light that “writes” the information on the storage device. This results in a

permanent change in the solid used. Another laser is then used to read the recorded data.

This is a common use of laser light to alter solids for a practical use, such as watching a

movie or playing Gears of War! Similarly, we use two laser beams to alter the properties of

a solid and then monitor the change using another laser beam.

The focus of this dissertation is on using light in order to temporarily modify the proper-

ties of solids. We present a novel idea in order to alter the optical properties of noble metals
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using femtosecond (one femtosecond is 10−15 or 0.000000000000001 of a second) laser pulses.

We call this phenomenon electromagnetically induced modification (EIM) of metal optical

properties. A proof of principle experiment and its results are also presented to discuss the

possibility of such modification of optical properties of metals.

In the simplest model to describe metals, they are considered as positive ions and a

number of free electrons. In other words, the electrons in a metal form a “sea” of free

electrons [7, 8]. If these electrons are disturbed by any means, say an electric field applied

to the two sides of a metal rod, they tend to go to their relaxed state very rapidly. This

relaxation time for electrons in metals is of the order of a few tens of femtoseconds [7–9].

The fact that the relaxation time for metals is so short limits the light source we can use for

our study. In other words, in order to observe any effect on the optical properties of metal

in time domain, we should use a laser with a shorter pulse duration than the relaxation

time. This is why ultrafast lasers are used to perform the experiment.

Ultrafast laser pulses have been extensively used in order to study and manipulate prop-

erties of matter in the past few decades, see for example [10–31] and references within. The

interaction of few cycle laser pulses and solid materials is of particular interest. One of the

interesting aspects of manipulating solids is the possibility of processing signals on an ultra-

fast timescale [10]. Different methods have been used in order to modify the properties of

conductors, semiconductors, and insulators. In some of these studies, a sample is irradiated

by ultrafast pulses, and a time-dependent change in its properties due to thermalization of

the electron distribution is observed [19–32]. This redistribution of the electron density is

due to the intraband transitions and is on the timescale of a few hundred femtoseconds to

a few picoseconds.

On the other hand, faster modification of the properties of a sample have been observed

to occur when few cycle lasers are used [10–16]. This process relies on interband transitions

of electrons. For such excitation to happen, the wavelength and the intensity of the laser

should be chosen carefully.
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The experimental results presented here show that EIM decreases the transmission of

gold and platinum temporarily. We hypothesize that EIM depends only on the free elec-

trons of a thin-film metal at room temperature. We discuss that no significant presence

of interband transitions is expected in our experimental scheme, but an effect that can be

observed at a timescale of ∼10 fs is present in the results. This effect could be applied,

in principle, using any wavelength of light for which the metal film is reflective as long as

interband transitions do not occur. A classical model is also developed in order to describe

EIM. We show that this classical model both predicts EIM and is in qualitative agreement

with the experimental observations.

3



Chapter 2

Theoretical background

In order to discuss the experimental and theoretical aspects of EIM in metals, we need to

review a few topics, which are key to understand later concepts. We start with a short

description of ultrafast lasers and the challenges of working with them, then briefly explain

the characterization method used to measure the laser pulse duration. We then briefly

discuss how noble metals are described in a classical picture. Lastly, a brief description of

the main features of plasmonic effects are presented so that a comparison between EIM and

plasmonic effects can be considered. Note that we will not talk about these topics in detail,

so looking at the references presented in this chapter is strongly recommended for more in

depth information.

2.1 Ultrashort laser pulses

Different types of lasers have been used for research and industry purposes over the past 60

years [33–35]. Continuous-wave (CW) lasers can have extremely narrow bandwidth [33–35].

On the other hand, pulsed lasers can create bursts of light with pulse durations of just

a few femtoseconds, which corresponds to a very large spectral bandwidth [36, 37]. Both

types of lasers, which are on very opposite sides of the spectrum of the types of lasers, have
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significant applications in the world of science and technology in many fields. I do not think

anyone can walk into a room in which there are not a few lasers in use, or have been used

in different devices or to make one of the objects around. Although the history of lasers

and their development is a fascinating topic, I refer you to some references (and references

therein) for more information.

For the purpose of studying EIM, it is essential for the laser to be pulsed and have

ultrashort time duration, of the order of less than 20 fs. The importance of having short

pulses will be explained. Ultrafast lasers and the challenge of keeping the laser pulses short

[36, 37] after many optical elements, such as mirrors and beamsplitters, and traveling in air

is briefly discussed here.

2.1.1 An ultrafast laser system

Ultrafast lasers have a broad spectral bandwidth, from tens to hundreds of nanometers.

This opens up the possibility for these lasers to have very short pulses, of the order of a

few to few hundred femtoseconds. In order to understand the relation between spectral and

temporal profile, we can write the electric field of an ultrafast laser as [36, 37]

E(t) =
1

2π

∫ ∞

−∞
E(ω)eiωt dω (2.1)

in the time domain. In the frequency domain, we have

E(ω) =

∫ ∞

−∞
E(t)e−iωt dt. (2.2)

For a Gaussian temporal E(t) profile of a laser the time bandwidth product is

c
∆λ

λ2
τ ≥ 0.441, (2.3)
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where c is the speed of light, λ is the central wavelength of the laser, ∆λ is full width

at half maximum (FWHM) [36, 37] of the the spectral bandwidth of the laser, and τ is

the FWHM pulse duration. Equation (2.3) limits the shortest possible pulse for a spectral

bandwidth of ∆λ, which is called the Fourier transform limited (FTL) laser pulse. In an

FTL pulse, all of the frequency components of the laser reach a certain point in space at

the same time. For example, the laser used in our experiments has a central wavelength

of ∼790 nm with a spectral bandwidth of ∼124 nm. This means that the shortest output

pulse from this laser with a Gaussian temporal profile is ∼7.4 fs. However, keeping such a

pulse short after propagating in air and being reflected off or transmitted through optical

elements is challenging. This is because of the dependence of the refractive index on the

light wavelength, i.e., dispersion. How one can keep such pulses short is explained later.

2.1.2 Dispersion of ultrafast laser pulses

Consider white light going through a prism. We know that this results in the different colors

of the light being separated spatially. This is because of the wavelength dependent refractive

index, which is larger for shorter wavelength components of the light. The same concept is

true for ultrafast pulses. The dispersion of all the materials in the visible region, such as

optical elements used in a setup or even air, makes the pulses longer. Let’s take the example

of a short-pulse laser with central wavelength of 790 nm propagating in air. As mentioned

before, the refractive index value increases as the light wavelength decreases. This means

that longer wavelength components travel faster than the shorter wavelength components

(v = c
n
, where v is the speed of light in air and n is the refractive index) resulting in a longer

pulse than the initial FTL laser pulse.

A laser pulse that is not FTL is called a chirped pulse. If the longer wavelength com-

ponents, lower frequency, come before the shorter wavelength, higher frequency, in time,

this pulse is called positively-chirped [36, 37]. If the order is swapped, then we have a

negatively-chirped laser pulse.
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To understand the dispersion effect in chirping the laser pulses, we can look at the

problem from a more mathematical point of view. The electric field of a laser pulse after

passing thorough a medium like air or a piece of glass with a length of L can be written as

[36, 37]

Eout(t) =
1

2π

∫ ∞

−∞
Ein(ω)e

iωte−iβ(ω)L dω, (2.4)

where Ein(ω) is the electric field of the pulse before the medium in frequency domain, Eout(t)

is the electric field of the pulse after the medium in time domain, ω is the angular frequency

of the laser, and β(ω) is spectral phase accumulated by the pulse in the medium per unit

length. Taylor expansion of β(ω) helps us understand the effect of the material on the laser

pulse

β(ω) = β(ω0) +
∂β

∂ω
(ω − ω0) +

1

2!

∂2β

∂ω2
(ω − ω0)

2 +
1

3!

∂3β

∂ω3
(ω − ω0)

3 + .... (2.5)

We can write Eq. (2.5) as

β(ω) = β0 + β1(ω − ω0) +
1

2!
β2(ω − ω0)

2 +
1

3!
β3(ω − ω0)

3 + ..., (2.6)

where βn = ∂nβ
∂ωn is the nth order dispersion. Consider the case in which only the first two

terms in Eq. (2.6) are nonzero. In this case, it is easy to see that

Eout(t) = Ein(t− β1L) (2.7)

So, the output pulse is the same as the input but delayed. This does not change the pulse

characteristics. Considering the first three terms in Eq. (2.6), we find the group velocity

vg = (
dβ

dω
)−1 =

1

β1 + β2(ω − ω0)
. (2.8)

If we calculate the time difference for each frequency component ω with respect to the
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central frequency ω0 to travel the length L, we find

∆t = t(ω)− t(ω0) =
L

vg(ω)
− L

vg(ω0)
= β2L(ω − ω0). (2.9)

In equation (2.9), β2 is the group velocity dispersion (GVD) and has the unit of fs2/m.

GVD is the group delay dispersion (GDD) per unit length. The group delay dispersion is

presented in the unit of fs2. If no GDD or higher order dispersion is added to the laser

pulses, as discussed before they are called FTL, as shown in Fig. 2.1 (a).

For visible light in most materials, β2 is positive [36, 37]. This means that the lower

frequency components, longer wavelength, travel through the distance L faster, and the

higher frequency components travel slower compared to ω0. This results in a time dependent

arrival of the frequency components which is called positively-chirped laser pulses, as seen

in Fig. 2.1 (b). On the other hand, if the lower frequency components travel slower and the

higher components faster, then the pulses are called negatively-chirped pulses, as shown in

Fig. 2.1 (c).

2.1.3 Dispersion compensation

There are a few methods used in order to compensate for the positive GDD added to the laser

pulses due to propagation in air and optical elements [36, 37]. Prism-based compressors,

grating-based compressors, or chirped mirrors are often used for this purpose. Prism- and

grating-based compressors are extremely sensitive and hard to align. These compressors are

useful if one wants to have the capability of changing the GDD over a relatively wide range.

For example, if multiple experimental groups use a laser to do their experiments, and their

setups are located in different places in a lab, having such a compressor is crucial so that

the shortest pulse is available to different groups, if pulse duration is an important factor

for their experiments of course. This allows them to also have positively- and negatively-

chirped pulses if needed.
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Figure 2.1: Electric field of (a) FTL, (b) positively-chirped , and (c) negatively-chirped
laser pulses as a function of time.

9



Figure 2.2: Schematic of the layers of a chirped mirror. Longer wavelengths of the spectrum
penetrate deeper into the layers, and hence the chirped mirror introduces negative GDD to
the laser pulse.

It is also possible to use chirped mirrors [38] in order to compensate for the GDD. They are

a set of mirrors in which the penetration depth into the many layers of the mirror coating

depends on the wavelength of the light. They are designed such that the longer wavelengths

of the spectrum travel deeper in the coating layers compared to the shorter wavelength, as

seen in Fig. 2.2. This means that the longer wavelengths travel longer compared to the

shorter wavelength, which results in a negative GDD added to the laser pulse. By designing

the setup carefully, and figuring out the proper number of bounces off the chirped mirrors,

one can compensate for the positive GDD added to the laser pulses in the beam path.

2.1.4 Temporal characterization of ultrashort laser pulses

When one takes a picture of a moving object, the shutter of the camera should open and

close faster than the object motion to have a clear photo. We all have seen those interesting

videos showing how a bullet penetrates an apple or a water droplet falling into a bowl full

of water, as seen in Fig. 2.3. In all of these images or videos, the camera shutter is faster

than the event.
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Figure 2.3: An image of a water droplet recorded with a camera fast enough so that the
details in the image can be captured.

Cross correlation

The idea is the same for characterizing laser pulses. The temporal profile of an unknown

pulse, Iun(t), can be determined if a shorter reference pulse, Ir(t), is available. This can be

done by measuring the cross correlation of the intensity of the two pulses.

ICC =

∫ ∞

−∞
Iun(t)Ir(t− τ)dt. (2.10)

The challenge for characterizing ultrashort laser pulses temporally is that a shorter pulse

than the unknown pulse might not exist. Ultrashort laser pulses are the shortest temporal

phenomena that have been created by mankind. The question is how can we measure

such events in time then? The short answer to this question is that it is possible to use the

ultrafast laser pulse to measure and characterize itself temporally. This is done by measuring

the autocorrelation of the pulses.

Interferometric autocorrelation

We use an interferometric autocorrelator in order to characterize the ultrashort laser pulses

used in our experiment. The idea is shown schematically in Fig. 2.4 (a), which is a Michelson

interferometer. A beamsplitter divides the input beam in two identical intensity replicas.
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Figure 2.4: Schematic of an interferometric autocorrelator setup. (a) No nonlinear process
happens in this case. As discussed in text, this configuration cannot be used to measure
the laser pulse duration. (b) The same setup as (a) with the addition of a SHG crystal
and a filter to generate and separate second harmonic from the fundamental IR light. This
configuration allows us to characterize ultrafast laser pulses temporally.

Then, the delay between the two beams is changed and a signal is recorded using a photodi-

ode. It can be shown that if no nonlinear process is involved in the measurement, the result

is always the inverse Fourier transform of the laser spectrum. This is the Fourier-transform

limited (FTL) laser pulse duration, which means that the measurement results in the same

outcome for an FTL and a longer pulse (chirped) with the same spectral bandwidth.

In order to overcome this issue, a second harmonic generation (SHG) crystal is added

right before the photodiode, as seen in Fig. 2.4. The electric field before the SHG crystal is

Eout = E(t) + E(t− τ), (2.11)

where τ is the delay between the two arms. The electric field of the second harmonic

generated is proportional to the square of the input [36, 37]

ESHG ∼ E2
out = E2(t) + E2(t− τ) + 2E(t)E(t− τ). (2.12)

12



So, the intensity of the signal recorded by the photodiode is [36, 37]

IIAC(τ) ∼
∫ ∞

−∞
|E2(t) + E2(t− τ) + 2E(t)E(t− τ)|2dt. (2.13)

As the detector is slow compared to the pulse, what is measured by the photodiode is

the total time-integrated intensity [36, 37]. This is why we integrate over time in the

above equation. Expanding this equation, we get the interferometric autocorrelation (IAC)

expression

IIAC ∼
∫ ∞

−∞
(I2(t) + I2(t− τ))dt+ 4

∫ ∞

−∞
I(t)I(t− τ)dt−

2

∫ ∞

−∞
(I(t) + I(t− τ))E(t)E∗(t− τ)dt+ c.c.+

∫ ∞

−∞
E2(t)(E∗(t− τ))2dt+ c.c. (2.14)

The first term in this equation does not depend on τ . This is the constant background in

the interferometric autocorrelation trace. The second term is the intensity autocorrelation

term, which varies relatively slowly as a function of τ . The third and fourth terms are inter-

ferometric terms, which oscillate relatively fast as τ is scanned. If the interferometric terms

are not suppressed by averaging the second harmonic signal, one obtains an interferometric

autocorrelation trace.

The electric field and the interferometric autocorrelation trace of a 9 fs FTL laser pulse

are shown in Fig. 2.5 (a) and (b), respectively. The ratio between the peak and the

background of the trace in an ideal case is 8:1, as can be seen in Fig. 2.5 (b). Note that

in the interferometric autocorrelator we use, this ratio is lower. This is mainly because of

the imperfections in the optical elements used in the device. So, a ratio of ∼ 7:1 is what

we usually get from the aligned interferometric autocorrelator. It is also worth mentioning

that in the interferometric autocorrelator we use, the nonlinear process is a two-photon

absorption that occurs in the photodiode. This results in identical outcome compared with

having an SHG crystal.
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Figure 2.5: (a) and (b): theoretical electric field and interferometric autocorrelation (IAC)
trace of a 9 fs FTL laser pulse, respectively.

Interferometric autocorrelation traces do not include any information about the spectral

phase of the pulses. However, they show a visual indicator of the presence of chirp in the

laser pulse, the intensity autocorrelation behavior at the edges of the trace, which can be

helpful in many cases. This is because the temporal coherence of the pulses is shorter than

the pulse duration, and so the temporal fringe pattern is not present at the edges of the trace

[37]. Figure 2.6 (a) and (b) shows the amplitude of the electric field and interferometric

autocorrelation trace of a positively-chirped laser pulses, respectively. One can easily say

that the pulses are not FTL by looking at the interferometric autocorrelation trace. Figure

2.6 (c) and (d) show negatively-chirped laser pulses with the same GDD. As one can see,

the interferometric autocorrelation traces are identical in both cases, so we cannot find the

sign of the chirp using this technique.

To contrast interferometric autocorrelation with intensity autocorrelation, let’s assume

the last two terms in Eq. (2.14) are averaged out due to for example the experimental

method. In this case, what provides us with the temporal information about the laser

pulse is the second term, i.e., the intensity autocorrelation. But intensity autocorrelation is

14



Figure 2.6: (a) and (b): electric field and interferometric autocorrelation trace of a
positively-chirped laser pulse. (c) and (d): electric field and interferometric autocorrelation
trace of a negatively-chirped laser pulse. Note that the interferometric autocorrelation
traces are identical for the two cases. This means that one cannot tell whether the pulses
are positively- or negatively- chirped just by looking the the traces.

calculated from the intensity profile of the pulses. This means that it does not include the

temporal phase of the laser pulses, see Eq. (2.14). Figure 2.7 (a) and (c) show the electric

field of an FTL and a positively chirped laser pulse, respectively. As it can be seen in Fig.

2.7 (b) and (d), the intensity autocorrelation of the two pulses are identical, as the temporal

phase of the pulses are ignored in calculating it.
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Figure 2.7: (a) and (c): electric field of an FTL and a positively-chirped laser pulse,
respectively. (b) and (d): Identical intensity autocorrelation traces of (a) and (c)

2.2 Noble metals

As the metal films used in this work are noble metals, we discuss how the optical properties

can be found, see [7, 8, 39–42]. This discussion is mainly from Refs. [41, 42]. Note that

all the discussion here is based on the Drude free electron model [7–9], with a correction to

include interband transitions, which is a classical picture of describing noble metals. This

classical picture is used in the next chapter to present a model for describing EIM.
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2.2.1 The role of free electrons

Like other materials, the optical properties of metals are described by their dielectric func-

tion, ϵ(ω), which is complex for metals [7, 8]. Note that the refractive index of materials

depends on the real part, and the absorption depends on the imaginary part. Two main

assumptions are used to describe metals interacting with the electric field of a laser light.

The first one is that conduction electrons move freely, and the second one is that interband

excitation processes are possible. As will be discussed, the wavelength or the intensity of

the light should be carefully chosen for the interband transitions to occur.

In this picture, which is the Drude free electron model [7–9], the electric field results in

a displacement of electrons by r giving a dipole moment d = er, where e is the charge of

electron. The sum of all the dipole moments gives the macroscopic polarization per volume

P = nd = ner, (2.15)

where n is the density of electrons. In order to find P, we should find r. Assuming a simple

plane wave E = E0(ω) exp(−iωt), with amplitude E0(ω) and the frequency of the light ω,

we can solve the following classical equation of motion,

me
∂2r

∂t2
+meΓ

∂r

∂t
= eE0(ω) exp(−iωt), (2.16)

where me is the effective mass. The damping factor Γ depends on the Fermi velocity and

the electron mean free path between scattering events with the ions. Assuming a periodic

dependence of the motion of electrons, r(t) = r0 exp(−iωt) and substituting it in Eq. (2.16)

we get

−meω
2r(t)− iωmeΓr(t) = eE0(ω) exp(−iωt), (2.17)
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which gives us

r(t) = −eE0(ω) exp(iωt)

meω2 + imeωΓ
. (2.18)

Note that only the particular solution is included, as the homogeneous solution decays to

zero very rapidly (for gold, Γ is ∼ 1 × 1014 s−1 [41]). On the other hand, the macroscopic

polarization is

P = ϵ0χe(ω)E, (2.19)

where ϵ0 is the vacuum permittivity and χe is the electric susceptibility. Substituting P

that we find from combining Eqs. 2.15 and 2.18 in Eq. (2.19)

χe(ω) = −
ne2/(meϵ0)

ω2 + iωΓ
. (2.20)

Also, we know D = ϵ0ϵ(ω)E = ϵ0E+P, where D is the displacement field. So, we can write

ϵ(ω) = 1−
ω2
p

ω2 + iΓω
, (2.21)

where ωp =
√

ne2/meϵ0 is the plasma frequency. It is straightforward to write this equation

in real and imaginary parts

ϵ(ω) = 1−
ω2
p

ω2 + Γ2
+ i

Γω2
p

ω(ω2 + Γ2)
, (2.22)

Figure 2.8 shows the real and imaginary parts of ϵ(ω) as a function of wavelength. As

can be seen, the real part of the dielectric function is negative. This means that light cannot

go through much thickness of metal. Skin depth is defined as the thickness in which the

electric field of the penetrating light drops by a factor of 1/e. So, in essence our ultimate

goal is to explore an ultrafast method for manipulating the skin depth.
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Figure 2.8: Real and imaginary components of ϵ for gold derived based on the classical
Drude free electron model. We use ωp = 13.8×1015s−1 and Γ = 1.075×1014s−1 [43] for this
plot. The negative value of the real part indicates that light cannot penetrate metal films
[41, 42].

2.2.2 The role of bound electrons

One important question that we should answer about EIM is the role of bound electrons

in the observed effect that will be discussed later. So, we need to understand how we can

include the absorption of light by the bound electrons. For gold at wavelengths shorter

than 550 nm, the imaginary part of ϵ does not follow Fig. 2.8. This is because high energy

photons can be absorbed by the bound electrons, which take them to the conduction band.

In other words, the Drude model provides us with accurate optical properties of metals

as long as no interband transitions occur. We can include such transitions in the classical

picture used here by adding a term that represents a simple harmonic oscillator (SHO). To

do so, we can write the equation of motion for these bound electrons absorbing photons as

mbound
∂2r

∂t2
+mboundγ

∂r

∂t
+ αr = eE0 exp(−iωt), (2.23)
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Figure 2.9: (a) Real, red curve, and imaginary, blue curve, components of ϵ for the contri-
bution of the bound electrons. There is a resonant behavior in the imaginary part, which
indicates gold has a strong absorption around ∼ 450 nm. (b) imaginary components of ϵ as
a function of wavelength compared with the spectral components of the laser used in the
experimental efforts discussed later. It is shown in the black curve, and the peak normalized
to unity in intensity. Note that the spectrum of the laser does not overlap significantly with
the wavelengths in which gold has strong absorption, blue curve.

where mbound is the effective mass of the bound electrons, γ is the damping constant for the

bound electrons, and α is the spring constant of the SHO. Solving this differential equation,

and following the same steps as we used to find Eq. (2.22) results in

ϵbound(ω) = 1 +
ω̃2
p

(ω2
0 − ω2) + iγω

, (2.24)

which can be simplified to

ϵbound(ω) = 1 +
ω̃2
p(ω

2
0 − ω2)

(ω2
0 − ω2)2 + γ2ω2

+ i
γωω̃2

p

(ω2
0 − ω2)2 + γ2ω2

, (2.25)

where ω̃p =
√

ñe2/ϵ0mbound (ñ is the density of bound electrons) and ω0 =
√

α/mbound .

Figure 2.9 (a) shows the part of the dielectric function that is from the bound electrons
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in gold. The imaginary part, which describes absorption has a resonant behavior, with a

peak at λ ∼450 nm [41, 44, 45]. As can be seen in Fig. 2.9 (b) and will be discussed later, no

single-photon interband absorption is expected [41] to play a major role in EIM. Note that

we only included the lowest required photon energy for the interband transition to occur.

So, while Fig. 2.9 does not show the whole picture, it supports our assumption of including

only the free electrons in order to develop the model describing EIM in the next chapter.

2.3 Surface plasmons

The field of research of plasmonic effects is very interesting and much work has been done

in this field. See [41, 42] and references within for more information. Here, only a few key

points about it are discussed so that we can explore whether the observed phenomenon here

is simply due to plasmonic effects.

For this work, surface plasmon polaritons (SPPs) are significant to consider, as the metal

films used are fused silica coated with thin metal films. SPPs are electromagnetic excitations

that propagate at the interface of a conductor, gold for example, and a dielectric [42], glass

for example. This is due to the interaction between the light and the free conduction

electrons in the metal. Let’s assume the SPPs propagate in the x direction shown in Fig.

2.10. We can describe this wave using the Helmholtz equation

∇2E+ k2
0ϵE = 0, (2.26)

where k0 is the wave vector in vacuum. Assuming that the wave propagates in the x

direction, and it has no spatial variation y direction, which means that the metal-glass

interface is in the xy plane, the electric field can be written as E(r) = E(z) exp(ikxx).

Using this solution in Eq. (2.26), we get

∂2E(z)

∂z2
+ (k2

0ϵ− k2
x)E(z) = 0. (2.27)
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Figure 2.10: The metal-dielectric interface that the SPPs propagate on. We are assuming
the SPPs are propagated in the x direction only.

With ∇×E = −∂B
∂t
, and ∇×H = ∂D

∂t
, where H is the magnetic field inside a medium,

one can find the differential equations that couple the electric and magnetic fields, assuming

that propagation is in the x direction [42]



∂Ey

∂z
= −iωµ0Hx

∂Ex

∂z
− ikxEz = iωµ0Hy

ikxEy = iωµ0Hz

∂Hy

∂z
= iωϵϵ0Ex

∂Hx

∂z
− ikxHz = −iωϵ0ϵEy

ikxHy = −iωϵ0ϵEz

, (2.28)

where µ0 is the vacuum permeability. This system of coupled differential equations results

in two sets of solutions [42]. One set with the magnetic field in the y direction and one set

with the electric field in the y direction.

Using Eq. (2.27) and 2.28, the electric and magnetic components for the case in which
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the magnetic field is in the y-direction can be found to be [42]


Hy(z) = A2 exp(ikxx) exp(−k2,zz)

Ex(z) = iA2
1

ωϵ0ϵ2
k2 exp(ikxx) exp(−k2,zz) z > 0.

Ez(z) = −A1
kx

ωϵ0ϵ2
exp(ikxx) exp(−k2,zz)

(2.29)

and


Hy(z) = A1 exp(ikxx) exp(k1,zz)

Ex(z) = −iA1
1

ωϵ0ϵ1
k1 exp(ikxx) exp(k1,zz) z < 0,

Ez(z) = A1
kx

ωϵ0ϵ2
exp(ikxx) exp(k1,zz)

(2.30)

where A1 and A2 are constants. Using the continuity condition at z = 0, we find that

A1 = A2. Also, we find [42]
k2,z
k1,z

= −ϵ2
ϵ1
, (2.31)

and, the condition on Hy results in [42]

k2
i,z = k2

x − k2
0ϵi, (2.32)

where i = 1, 2 denotes the two regions of of z < 0 and z > 0, respectively. Combining Eqs.

2.31 and 2.32, we find

k2
x =

ϵ1ϵ2
ϵ1 + ϵ2

ω

c
. (2.33)

This equation represents the energy conservation condition for SPPs [41]. Also, momentum

conservation should be satisfied [41, 42]. So, the only way to excite SPPs is if both conditions

are fulfilled [41, 42]. This puts limitations on how this excitation can be done. In other

words, careful arrangement of the experimental conditions is required in order to excite

SPPs.
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One important fact about SPPs that we will use in understanding the experimental

results is that if the electric field does not have any component perpendicular to the interface,

which is in the z-direction, SPPs cannot be excited. To show that, let’s look at the electric

and magnetic components of this case on the interface. It can be shown, see [42] for details

and derivation of these equations, that they are


Ey(z) = A2 exp(ikxx) exp(−k2z)

Hx(z) = −iA2
1

ωµ0
k2 exp(ikxx) exp(−k2z) z > 0.

Hz(z) = A2
kx
ωµ0

exp(ikxx) exp(−k2z)

(2.34)

and


Ey(z) = A1 exp(ikxx) exp(k1z)

Hx(z) = iA1
1

ωµ0
k1 exp(ikxx) exp(k1z) z < 0.

Hz(z) = A2
kx
ωµ0

exp(ikxx) exp(k1z)

(2.35)

Using the continuity condition at the interface, we find

A1(k1 + k2) = 0. (2.36)

We also know that the real part of k1 and k2 should be positive [42], which leads to the

conclusion that A1 = A2 = 0. This means that no surface modes exist on this interface.

So, no SPPs exist if there is no electric field component in the z-direction in Fig. 2.10. As

will be discussed later, performing the experiment with two polarizations can give us a clue

whether SPPs are responsible for a possible observed phenomenon, or not, as one of the

polarizations does not excite them.

24



Figure 2.11: Reflectivity of 500 Å gold deposited on top of a prism as a function of the
incident angle θ that is shown schematically in the inset. Adapted from [41]. The light
reflection drops to zero at an incident angle of 43.5 degrees [41]

2.3.1 Excitation of SPPs

As discussed before, energy and momentum conservation should be satisfied so that SPPs

are excited. Also, light should interact with the metal surface from the dielectric side of Fig.

2.10, and the dielectric should have a refractive index that is larger than one [41]. From

another aspect, the excitation of SPPs is sensitive to the metal thickness. If the metals are

too thick, the absorption in the metal suppresses the excitation of SPPs. If the metal is too

thin, radiation damping into the glass damps it [41]. For gold, the optimum thickness is ∼

500 Å. Figure 2.11 shows the reflectivity as a function of angle of incidence θ for a 500 Å

gold metal film deposited on top of a prism [41]. Note that the excitation of SPPs results

in a sharp decrease and minimum in the reflectivity of light.

This discussion brings us to the conclusion that the presence of surface plasmonic effects

in what we call EIM is highly unlikely. First, the thickness of the metal films used here is

much less than 500 Å. Second, in our experiments the light interacts with the metal thin
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film in the air-metal interface as long as there is no oxidation of metal happening. We use

gold and platinum, which do not oxidize. This further excludes the possibility of plasmonic

effects. Also, for momentum and energy conservation requirements to be satisfied, the

experimental conditions need to be carefully chosen. We do not optimize the experimental

setup for observing plasmonic effects. One last possibility is the presence of physical holes

in the metal film smaller than the light wavelength, which can excite plasmonic effects

[41, 46–49]. There is a detailed discussion of why this cannot be the reason for the observed

phenomenon in the coming sections.
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Chapter 3

A model describing EIM

In this chapter, a model is developed in order to describe how one can alter the optical

properties of metals. EIM is described using the Drude free electron model, which is the

most simple description of conduction in metals [7–9]. The model developed is time averaged,

and does not discuss time dependence of the process. Although this model explains EIM

qualitatively, it captures the quantitative behavior of the transmission of light, and there is

good agreement with the experimental results seen in Chapter 5.

A few things should to be mentioned to understand how the model is developed to

describe EIM. These points are explained in more detail in Chapter 4. An unltrafast laser

is used in our experiment. The temporal full width half maximum (FWHM) of the laser

pulses is about 10 fs. This means that the laser used is a broadband laser with a FWHM

spectral wavelength of more than 100 nm. The metal films used in the experiment are thin

metal films of gold and platinum on fused silica substrates. The thickness range of the metal

films is 20-400 Å.
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Figure 3.1: (a) A perfect conductor (S) is irradiated by a monochromatic light source.
Boundary conditions dictate that no light is transmitted to the right, i.e. V (+) region.
Assuming no absorption, all of the incident light is reflected back to the V (−) region . (b)
Same problem considering the radiation from the surface current on the conductor. The
radiated secondary field has the same magnitude and a opposite phase in comparison with
the incident beam in the V (−). In the V (+), the radiated secondary field results in no
transmission of light. (c) If we cut an aperture in the conductor, the secondary radiation is
altered. As a result, there is a transmission from the sample, and the reflection is different
in this case.

3.1 Basic concept

Reflection and transmission of light from metals, among the most basic yet most important

phenomena in optics, are usually described in terms of boundary conditions [50, 51]. An

alternative method for describing such phenomenon is by considering secondary radiation

of the free electrons on the surface of metal [39, 52, 53]. Consider a perfect conductor sheet

S, as seen in Fig. 3.1, that is illuminated by light along the z direction. Since no wave can

exist inside a perfect conductor, the Maxwell boundary conditions (BC’s) on S dictate that

a reflected wave exists on the illuminated side of S and no light is transmitted. The BC’s

also result in a surface current K. The lack of transmission can be explained in the following

way as well [53]. At first, the incident wave is present on both sides of the sheet. Then, over

a transient period, the sheet responds to the wave, and the surface current forms. In the

steady state, radiation from this current generates the reflected wave observed on the sheets

illuminated side, whereas on the dark side, the radiated wave exactly cancels the incident

wave, as seen in Fig. 3.1. Thus, reflection from and the absence of transmission through

the conductor can be understood as wave interference.
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We can approximate a well collimated incident laser beam as

Einc = Einc
0 ei(krẑ·r̂−ωt)x̂, (3.1)

where Einc
0 is the magnitude of the incident electric field, k is the wave vector, and r

represents the position. Using the electric field in Eq. 3.1 and the BC’s, it is straightforward

to find surface current on the conductor:

K(r) =
2k

µ0ω
Einc

0 x̂. (3.2)

The field radiated by this current is [53]

Erad = iωµ0

∫
S

←→
G (r, r′) ·K(r′)d2x′, (3.3)

where
←→
G (r, r′) is the dyadic Green’s function.

←→
G (r, r′) =

eikR

4πR
(
←→
I − R̂⊗ R̂), (3.4)

where R = r− r′. Note that r represents the position, and r′ represents the position on the

sheet. Substituting Eq. 3.4 into Eq. 3.3, one gets

Erad = iωµ0

∫
S

eikR

4πR
(
←→
I − R̂⊗ R̂) ·K(r′)d2x′, (3.5)

which can be simplified by substituting Eq. 3.2 and using (R̂⊗R̂)ij = R̂iR̂j and (R̂⊗R̂)·x̂ =

cos (α)R̂ (α is the angle between x̂ and R̂) to

Erad =
ik

2π
E0

+∞∫∫
−∞

eikR

R
(x̂− cos (α)R̂)dx′dy′. (3.6)
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Note that R2 = (x − x′)2 + (y − y′)2 + (z − z′)2. The integral can be solved for x = y = 0

without loss of generality. Also, using the assumption that z >> z′, we can analytically

solve this integral. Using polar coordinates in the x′y′ plane and defining ξ2 = x′2 + y′2

Erad = ikE0

∫ ∞

−z

eikξx̂dξ, (3.7)

for z < 0, and

Erad = ikE0

∫ ∞

z

eikξx̂dξ, (3.8)

for z > 0. Note that it can easily be shown that the integral, including the cos (α) term,

vanishes. So, the radiated electric field is found to be [53]

Erad(r) =


−(Einc(r))∗, z < 0

−Einc(r), z > 0,

(3.9)

which results in the total electric field of

Etot(r) =


Einc(r)− (Einc(r))∗, z < 0

Einc(r)− Einc(r) = 0, z > 0

. (3.10)

Eq. 3.10 shows that the induced surface current radiates a wave traveling away from S

with exactly the same magnitude as the incident wave. In front of the sheet, the incident

and radiated waves are counter-propagating to form a standing wave. Behind the sheet, the

waves co-propagate, and the phase shift causes destructive interference.

Consider the case in which there is a distortion in the electron density of the conductor.

Figure 3.1 (c) shows the simplest case. In this case, we cut an aperture in the conductor

sheet. This results in a nonzero transmission and a different reflection compared to when

there is no cut. If we can modify the electron density on the conductor, its optical properties
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can be changed. This modification can be done by altering the spatial electron density, and

hence the induced secondary radiation. As will be discussed in detail, we explore this

possibility by creating standing waves on the surface of gold metal films. The fringe pattern

temporarily alters the electron density of the sample. This modulation is due to the Coulomb

force on electrons in the periodic structure of the electric field of a standing wave.

3.2 The basic approach of the theoretical model

In order to develop a theoretical model and design an experiment for EIM, we need to

know the timescale on which EIM can be observed. We speculate that the redistribution of

electrons depends on how fast the electron density relaxes to equilibrium after alteration.

This relaxation time is ∼15 fs for gold [9, 54], which indicates that few-cycle laser pulses

are required to observe such a phenomenon.

It is also important to know in what range of laser intensities we can work. While the

higher the peak intensity the stronger the proposed phenomenon, the metal can be ionized,

and the resulting Coulomb forces within the lattice cause ablation if the laser peak intensity

for gold is ≥ 1013 W/cm2 [55, 56]. This means that the peak intensity should be well below

this limit yet high enough to observe the proposed phenomenon.

Moreover, the imaginary part of the dielectric constant of gold, which is responsible for

absorption, has a peak at ∼450 nm [41, 44, 45], as seen in Fig. 2.9 (a). As was discussed

before, few-cycle laser pulses are required to study EIM. The FWHM of the wavelength of

the laser used in this study spans from ∼715 nm to 840 nm, so no single-photon interband

absorption is expected to occur [20, 41], see Figs. 2.9 (a) and 3.2. In order to further

rule out any effect of the interband transitions due to multi-photon absorption [57, 58], the

estimated peak intensity [59] is kept < 1011 W/cm2. So, we estimate that the effect of

two-photon absorption in our experiment is much smaller than the linear processes, and

only free electrons in metal are included in our the qualitative model.
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Figure 3.2: Energy as a function of density of states (DOS), adapted from Fig. 1 in Ref.
[20]. The electrons that are in s/p band are considered free. Photons that have less energy
than the interband transition threshold (ITT), which is 2.47 eV for gold only excite free
electrons in the s/p band. This energy corresponds to a wavelength of 502 nm.

The Drude free electron model [7–9] is used to describe metals interacting with ultrafast

lasers in EIM. In the framework of the Drude model, the noble metals are described as a

gas of non-interacting electrons around positively-charged ions [9], as shown in Fig. 3.3. In

the presence of an external electric field, these electrons are driven ballistically in the metal.

Two beams form a standing wave on the surface of the metal, as seen in Fig. 3.4 (a) and

(b). Consider the fringe pattern shown schematically in Fig. 3.4 (c). The beams creating

the standing wave pattern are called “conditioning” beams. The electric field is negligible

in the destructive interference regions, as shown in Fig. 3.4 (c). Figure 3.4 (d) shows the

undisturbed electron distribution in the metal when no conditioning beams are present, and

Fig. 3.4 (e) shows the disturbed and redistributed electron density due to the presence of

the conditioning beams.
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Figure 3.3: A depiction of the Drude model. It shows a metal as ions are surrounded by
a gas of non-interacting electrons.

.

In order to estimate the change in electron distribution, consider half of each laser cycle

when the electric field is positive in the constructive interference fringe regions. There is a

net flow of electrons shown in the inset of Fig. 3.5 (a). This modification in electron density

results in a modulation of skin depth. This means that the transmission of a third “signal”

beam from the sample is different in regions with different skin depth.

Consider area A⊥ in the yz plane in Fig. 3.5(a). The current density flowing through

this area is J = −σ0Re(Ec), where J is the current density, σ0 is the DC conductivity

of the metal, and Ec is the electric field of the conditioning beams. Using a plane wave

approximation, the electric field can be written as Ec = E0,cx. This results in JA⊥ = dq
dt

which gives us the following rate equation:

dq

dt
= 2A⊥σ0E0,c sin (ωct). (3.11)
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Figure 3.4: Schematic of (a) the two 10 fs conditioning beams focused on the metal film.
(b) Formation of the standing wave on the thin film. (c) The fringe pattern and the direction
of the electric field (d). Undisturbed electrons when the conditioning beams are blocked,
i.e., no fringe pattern present. (e) The disturbed and redistributed electrons due to the
presence of the conditioning beams.

Integrating over half the laser cycle we get

∆q(λ) =
2A⊥σ0E0,c

ωc

∫ π

0

sin (ωct) d(ωct), (3.12)

which gives us the following for only half a cycle of the laser pulse:

∆q(λ) =
2λA⊥σ0E0,c

πc
. (3.13)

This equation describes the maximum amount of modulation in half a cycle. To be more

exact, we need to consider the temporal behavior of the laser pulses in our estimation. We

consider a Gaussian temporal profile

E0,c(t) = E0,ce
(−2ln(2)( t

τ
)2) sin (ωct). (3.14)

The electric field is symmetric about time zero, as shown in Fig. 2.5. This means that the

time integral will be zero. However, this integral represents the electron distribution after

the pulse is gone which is expected to be zero. In order to find the effect of the electric
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field on the electron distribution while the conditioning beams are present, we calculate the

following integral using the magnitude of the electric field:

∆qall(λ) =
1

2
× 2A⊥σ0E0,c

ωc

∫ ∞

−∞
|e(−2Ln(2)( t

τ
)2) sinωct| dt. (3.15)

The 1
2
factor is present because the electron redistribution for when the electric field is

positive (or negative) only is what is calculated here. Equation 3.15 results in ∆qall(λ) ∼

10∆q(λ), where ∆qall(λ) is the total electron redistribution.

Figure 3.5: Electron redistribution and its effect on transmission. The sketch in (a) shows
a cross section of the metal film exposed to the incident conditioning beams. Note that the
internal field pattern is a stationary standing-wave pattern. The current flow through A⊥
within the skin depth is shown in the zoomed part in the dashed box. (b) Exposure of the
same metal film to the signal wave. The electrons are redistributed due to the presence of
the conditioning beams. This results in reduced and enhanced transmission due to enhanced
and depleted electron density, respectively.

We should compare the electron redistribution, ∆qall(λ), that is calculated over the

total number of half cycles in each laser pulse, with the total charge in the volume of one

fringe in the absence of the conditioning beams. This value is q0=neA⊥∆X, where n is the

electron density, e is the charge of electron, and ∆X is the width of the fringes, which is

∼ 3 µm in our experiment. We can now estimate ∆q/q0 for gold. Using the DC conductivity
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σ0 = 4× 107Ω−1m−1, number density of conduction electrons n = 5.9× 1028m−3, and a field

magnitude of 4×108N/C, ∆qall/q0 is estimated to be about ∼1% for a few-cycle laser pulse.

The change in electron density is equivalent to a change in conductivity. Skin depth in

metals depends on conductivity as [51]

δ(λ) =

√
λ

µπcσ0

, (3.16)

where µ is permeability. So, the skin depth is smaller in the regions with higher electron

density and larger in the regions with lower electron density.

In the absence of conditioning beams, the transmission of the “signal” beam after prop-

agating through a metal film of thickness ℓ is [51]

Itra0 (λ) = 2I0(λ) exp

[
− 2ℓ

δ(λ)

]
, (3.17)

where I0(λ) is the initial intensity of the signal beam. The transmission of light through one

region with higher and one with lower electron density in the presence of the conditioning

beams is

Itra1 (λ) = I0(λ) exp

[
− 2ℓ

δ(λ)−∆δ(λ)

]
+ I0 exp

[
− 2ℓ

δ(λ) + ∆δ(λ)

]
, (3.18)

where

∆δ =
1

2

√
λ

µπcσ0

∆q

q0
. (3.19)

Eq. 3.19 is the magnitude of the change in skin depth due to the conditioning beams. The

sign of the change is accounted for in the denominator in Eq. 3.18. The first term in Eq.

3.18 is from a region with higher electron density and smaller skin depth, and the second

term is from a region with lower electron density and larger skin depth.

As will be discussed in Chapter 4, the change in transmittance of the signal beam is cal-

culated to investigate any change due to the presence of the conditioning beams. This

change is defined as ∆T (λ) = T1(λ)− T0(λ), where T1(λ) =
Itra1 (λ)

I0
and T0(λ) =

Itra0 (λ)

I0
is the
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Figure 3.6: Spectrum of the broadband laser used in this experiment. The FWHM of the
laser bandwidth is ∼124 nm.

transmittance of the “signal” beam in the presence of conditioning beams, and T0(λ) is its

transmittance in the absence of the conditioning beams.

3.2.1 The effect of the laser bandwidth

What we discussed so far is the effect of monochromatic light with the central wavelength

of the laser on the optical properties of gold. As mentioned, the ultrafast laser used in

this experiment is broadband with a FWHM bandwidth of ∼124 nm. The laser spectrum

is shown in Fig. 3.6 . We know from Eq. 3.16 that the skin depth depends on the laser

wavelength as shown in Fig. 3.7 (a) . This indicates that the EIM effect is also wavelength

dependent. Figure 3.7 (b) shows the EIM effect for three different wavelengths of the laser,

744, 785, and 850 nm, which have the highest spectral intensity. Note that the effect is

scaled to one here so that it is easier to compare the position of the dips for the three

wavelengths. It is clear that different spectral components of the laser result in a slightly

different behavior of the EIM effect, so it is important to include the effect of the whole

laser spectrum in the theoretical model.

In order to include the effect of the laser spectrum, we calculate T0 =
∑

λ T0(λ) and
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Figure 3.7: (a) The dependence of the skin depth on the wavelength of the light for the
broadband laser used in this experiment. (b) EIM effect for three of the spectral components
of the laser with the highest intensity, see Fig. 3.6. Note that they are normalized to unity.

T1 =
∑

λ T1(λ), with a weighting factor for each wavelength to account for the wavelength

dependent intensity of that spectral components of the laser shown in Fig. 3.6. The modifi-

cation of the transmittance of the signal beam is then calculated to investigate any change

due to the presence of the conditioning beams. The change of the transmittance as a function

of gold thickness, considering the full laser spectrum, is plotted in Fig. 3.8.

3.2.2 The effect of the thickness dependant conductivity

The electrical properties of a bulk piece of metal are the intrinsic characteristics of the bulk

material. However, melting point, optical characteristics, conductivity, etc., of a nanoscale

metal film is different from the bulk, and depend on the size of the metal film [60]. This is

due to the significant difference in the surface to volume ratio in a bulk and thin-film metal.

Since we are studying thin films of gold, it is important to consider the thickness dependent

characteristics, in this case the conductivity.

The thickness-dependent conductivity can be explained using a simple model [61]. In the
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Figure 3.8: Prediction of the behavior of the change in transmittance as a function of the
metal film thickness. The result is found by summing over the spectral components of the
laser used in the experiment. The conductivity of the gold is considered to be constant in
this case.

presence of an external electric field, electrons move in the opposite direction of the electric

field. The mean free path, ℓmfp, is defined as the length of the electron path between two

scattering events from the positive ions of the metal [8]. In a bulk metal, most electrons are

scattered from positive ions before reaching the surface of the metal, as seen schematically

in Fig. 3.9 (a). If the metal film thickness is comparable to this mean free path, ∼10 Å for

gold [8], the situation is different. A greater number of electrons do not travel the whole

mean free path before they reach the surface of the thin-film metal, as shown in Fig. 3.9

(b). In this case, these electrons are scattered off the surface [61]. This means there is more

resistance for the motion of electrons in thin films compared to bulk metal, which results in

a smaller conductivity, as shown in Fig. 3.10.

No data for the thickness dependent conductivity for the metal film thicknesses used
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Figure 3.9: Adapted from [61] (a) Bulk gold. The mean free path (ℓmfp) is much bigger
than the metal film thickness. Most electrons are scattered off positive ions, and they are
never scattered off the surface. (b) A thin film with a thickness that is comparable to
the mean free path of electrons. In this case, many electrons are scattered off the surface
before they can travel the whole mean free path. Such metal films have a lower conductivity
compared to a bulk sample. So, the conductivity depends on thickness of the sample for
thin films with thicknesses comparable to the ℓmfp

in this experiment (20-400 Å) is available to the best of our knowledge. To resolve this

issue, we use the data available, which goes to as thin as 200 Å, and estimate the thickness

dependent conductivity of our metal films using extrapolation. Of course, this approach

assumes a smooth dependence for metal films thinner than 200 Å. Figure 3.10 shows the

thickness-dependent conductivity of gold. As can be seen, the conductivity of thin films is

considerably smaller than the conductivity of bulk gold.

The dependence of the transmittance modification to the metal film thickness considering

the effect of the whole laser bandwidth and the thickness dependent conductivity is shown

in Fig. 3.11. The general behavior considering the thickness dependent conductivity is the

same as before. However, the maximum of the absolute value of the predicted effect is bigger

by almost an order of magnitude. Moreover, the dip value is shifted to thicker metal films

by a factor of about 2 (∼15 Å without the effect of the thickness dependent conductivity

and ∼ 30 Å considering it).
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Figure 3.10: Thickness dependent conductivity of gold thin films. Black circles: experi-
mental data from [60]. Blue line: fit to the experimental data. Red dashed line: extrapola-
tion to find conductivity of thinner metal films. The experimental data is from [60]. Since
no data for metal films as thin as the ones we use exist, to the best of our knowledge, we
extrapolate the conductivity for our metal films from the experimental data. This assumes
a smooth behavior of the conductivity, which has been shown to be the case for silver and
platinum. [62–64].

3.2.3 A more complete treatment of the skin depth

In what was discussed so far, we simply considered the intensity of the laser light to decrease

exponentially as it travels through metal. Here, the behavior of the light transmitting

through metal is discussed in a more complete manner [51]. A schematic of the problem is

shown in Fig. 3.12. The signal beam is traveling in the z direction. The normal vector of

the surface of the metal film going outwards from the metal as shown in Fig. 3.12 is defined

as n̂ . The following Maxwell’s equations can be used to find the electric and magnetic fields

of the signal beam inside the metal:

∇× E(r, t) = −∂B(r, t)

∂t
, (3.20)
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Figure 3.11: EIM in gold considering the effect of the laser bandwidth and the thickness
dependent conductivity.

and

∇×H(r, t) = J(r, t) +
∂D(r, t)

∂t
. (3.21)

Considering a plane wave (E(r, t) = E(r)eiωt and B(r, t) = B(r)eiωt)

∇× E(r, t) = −iωB(r, t), (3.22)

and

∇×H(r, t) = σE(r, t) + iϵ0ωE(r, t). (3.23)

For a good conductor, such as gold, irradiated by visible light, σ ∼ 107 Ω−1m−1 [60] and

ϵ0ω ∼ 102 − 103, so we can ignore the second term in Eq. 3.23, which is the displacement

current term.
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Figure 3.12: Coordinate system for a more complete treatment of the skin depth. Light
is traveling in the +z direction.

In the problem that is being solved, the spatial change in the propagation direction is

much more significant than in the change in the xy plane. This leads to using the following

approximation:

∇ = −n̂ ∂

∂z
. (3.24)

So

Ec = −
1

σ

∂

∂z
(n̂×Hc), (3.25)

and

Hc = −
i

µ0ω

∂

∂z
(n̂× Ec), (3.26)

where Ec and Hc are the electric and magnetic fields inside a good conductor, respectively.

From Eqs. 3.25 and 3.26, it is clear that n̂.Hc = 0 and n̂.Ec = 0.

Taking a partial z derivative of both sides of Eq.3.25 :

∂Ec

∂z
= − 1

σ

∂2

∂z2
(n̂×Hc). (3.27)

Also, the cross product of Eq. 3.26 and n̂ results in:

n̂×Hc = −
i

µ0ω

∂

∂z
(n̂× (n̂× Ec)) =

i

µ0ω

∂

∂z
(n̂(n̂.Ec)− Ec) = −

i

µ0ω

∂Ec

∂z
. (3.28)
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Combining Eq. 3.27 and Eq. 3.28 and rearranging, we get

∂2

∂z2
(n̂×Hc) +

2i

δ2
(n̂×Hc) = 0. (3.29)

The solution to Eq. 3.29 can be found to be

n̂×Hc = Ae
iz
δ

√
2i +Be−

iz
δ

√
2i. (3.30)

We know that
√
i = e

iπ
4 . So

n̂×Hc = H||e
− z

δ e
iz
δ . (3.31)

Note that B = 0 due to the boundary condition requirement at infinity, and A = H||. Also,

n̂×Hc is parallel to the surface of the metal. That is why the first term on the right hand

side of Eq. 3.31 is labeled as H||.

From Eq. 3.25 and Eq. 3.31, we can find Ec to be

Ec =

√
µ0ω

2σ
(1− i)H||e

− z
δ e

iz
δ . (3.32)

Eq. 3.32 shows that the electric field decays exponentially as the thickness of the metal

increases with respect to the skin depth. It also shows a phase shift for the light after

propagating through metal. The magnitude of the phase shift depends on the skin depth and

the thickness of the metal. Recall that the change in electron density results in modification

of the skin depth. So, aside from the exponential decay that was considered in calculating

∆T , the phase shift should be considered as well. This is straightforward to do, we can
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write:

Itra1 (λ) = I0(λ)

{
exp

[
− ℓ

δ(λ)−∆δ(λ)

]
exp

[
iℓ

δ(λ)−∆δ(λ)

]
+ exp

[
− ℓ

δ(λ) + ∆δ(λ)

]
× exp

[
iℓ

δ(λ) + ∆δ(λ)

]}{
exp

[
− ℓ

δ(λ)−∆δ(λ)

]
exp

[
iℓ

δ(λ)−∆δ(λ)

]
+exp

[
− ℓ

δ(λ) + ∆δ(λ)

]
exp

[
iℓ

δ(λ) + ∆δ(λ)

]}∗

,

(3.33)

and

Itra0 (λ) = I0(λ)

{
2 exp

[
− ℓ

δ(λ)

]
exp

[
iℓ

δ(λ)

]}{
2 exp

[
− ℓ

δ(λ)

]
exp

[
iℓ

δ(λ)

]}∗

. (3.34)

Eq. 3.33 can be simplified and rewritten as

Itra1 (λ) = I0(λ)

{
exp

[
−2ℓ

δ(λ)−∆δ(λ)

]
+ exp

[
−2ℓ

δ(λ) + ∆δ(λ)

]
+2 exp

[
−2ℓδ(λ)

δ(λ)2 −∆δ(λ)2

]
cos

[
2ℓ∆δ(λ)

δ(λ)2 −∆δ(λ)2

]}
.

(3.35)

Including the phase shift term, ∆T can be defined as before considering the laser bandwidth

and the thickness-dependent conductivity:

∆T = T1 − T0. (3.36)

Again, here T0 =
∑

λ T0(λ) and T1 =
∑

λ T1(λ). Figure 3.13 shows the EIM effect as a

function of the thickness of the metal film considering all corrections. It shows a dip in

the transmission of light as before. Note that the position of maximum change is shifted to

larger thicknesses by considering different corrections in the model described here.

This general behavior of the change in transmission is the motivation to design an ex-

periment to test and see if this phenomenon that is predicted by a simple classical model
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can be observed or not.

Figure 3.13: Prediction of the EIM as a function of the metal film thickness from Eq. 3.36
considering all the corrections discussed here.

The theoretical model predicts a decrease in transmission of light due to the presence of

conditioning beams. One might find this surprising as when electrons go from one region to

the other, the lack of electrons in one region is compensated by the extra electrons in the

other region. However, note that there is an exponential dependence of the transmission of

light through gold on the skin depth, see Eq. 3.17. So, the effect of an increased electron

density in one region and a decrease in the other do not cancel each other.

3.2.4 Angle of incidence

The model for the EIM compares the electron redistribution due to the action of the con-

ditioning beams with the total charge in a volume. The volume V is shown in Fig. 3.5(a)

and corresponds to one fringe across the metal film and the skin depth into it. The electron

redistribution in V depends on the conductivity, which depends on the electron density,

as shown by Eq. 3.13. Yet, the total charge available to be redistributed depends on the

geometry of V . Thus, by changing the fringe spacing, we can vary V and vary the amount
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of charge redistributed. The result would be a variation of the transmittance change seen

in Fig. 5.2(a). A straightforward way to achieve this is to change the angle of incidence α

of the two conditioning beams on the metal film.

It is possible to use the model to estimate the effect that varying α would have. Consider

Fig. 3.14, showing the two conditioning beams incident on the metal film. Summing the

fields of the two beams gives

E(x) = E1(x) + E2(x) = Eo exp(ik1,xx) + E0 exp(ikx,2x), (3.37)

where kx,1 = −k sinα and kx,1 = −k sinα. Equation 3.37 simplifies to

E(x) = 2Eo cos [k sin (α)x],

from which it is seen that the fringe spacing ∆x will be

∆x =
2π

k sinα
. (3.38)

In the experiments that will be discussed later, α = 15◦, which corresponds to ∆x ≈ 3µm

for a wavelength of λ = 790 nm and produces the ∆T measurements in Fig. 5.2(a). Figure

3.14, however, shows how the model predicts ∆T to change with different α. Increasing α

results in a smaller fringe separation ∆x, and thus an increase in the magnitude of the dip

in ∆T .

Observing the behavior in Fig. 3.14, even for a single α, would be important evidence for

the EIM effect. It would show that one can change the optical properties of a metal film by

simply changing the fringe spacing of the conditioning beams, at least in the context of an

arrangement like Fig. 4.1 where the conditioning beam pulse duration must remain short,

i.e., τ < τe. One could then consider more complex fringe patterns and the consequence their

structures could have on ∆T . In other words, it may be possible to demonstrate a “dynamic
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Figure 3.14: Model prediction for the variation of ∆T versus ℓ for different values of the
fringe spacing ∆x. The inset shows a schematic defining the angle of incidence α, which is
used to calculate ∆x in Eq. 3.38. The two conditioning beams with wave vectors k1 and k2

are overlapped at the surface of the metal.

metamaterial” where the optical properties of a metal film are adjustable externally.

3.3 EIM in platinum

What was discussed so far was about the possibility of observing EIM in gold. However, the

concept of EIM implies that the effect should occur for any metal with high conductivity

across the laser spectrum. Observation of EIM for metals other than gold would further

support the validity of EIM and provide more clear evidence that plasmonic effects are not

significant. That is, because plasmon resonances are exquisitely sensitive to the material

supporting them [41], it is unlikely that they could be responsible for similar changes in

transmittance or reflectance for different metals. While many metals exhibit the high con-
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ductivity needed for EIM, not all will be practical for the experiment due to the potential for

oxidation. An oxide layer forming on the metal film would mean that the metal is between

two dielectrics: the oxide layer and the glass window substrate. It is known that for such a

configuration the momentum conservation requirements that are needed for the excitation

of surface plasmon resonances can be satisfied, as discussed in Chapter 2, in Platinum is

therefore an excellent candidate to test, other than gold, as its oxidation propensity is very

low. Other metals, which have greater tendency to oxidize, can also be investigated in the

future by placing the metal film in a cell with inert gas such as N2. The thickness-dependent

conductivity of platinum reported in [65] is shown in Fig. 3.15. The theoretical treatment

for platinum is the same as what was discussed in detail for gold. With the thickness depen-

dent conductivity, we can estimate the magnitude of the EIM effect that should be observed,

which is presented in Fig. 3.16. Note that the same measurement conditions are assumed

for finding the EIM effect for gold and platinum.

Figure 3.15: Theoretical thickness dependant conductivity of platinum from [65].
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The similarity of the effect between gold and platinum here can be understood from

the similarity of their conductivity values. Yet, there are differences between the metals. In

particular, the model predicts that platinum would support EIM for greater film thicknesses

as demonstrated by the broader dip in Fig. 3.16. There will be particular interest for metals

with significantly different conductivity than gold and platinum. Studying such metals

would allow us to test the role of conductivity in the EIM process.

Figure 3.16: Theoretical prediction of the EIM effect for gold and platinum as a function
of film thickness ℓ. The same measurement conditions and arrangement are assumed here.
Note that the two metals exhibit similar-magnitude EIM effects but differ with regard to
the ℓ dependence.
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Chapter 4

Experiment

In this chapter, the experimental setup proposed in order to study EIM of reflection and

transmission of light from metals is explained. A schematic of the setup is shown in Fig.

4.1. Note that due to the fact that we are working with ultrashort pulses, transmissive

optics should be avoided as much as possible, unless they are necessary and optimized for

ultrashort pulses, so that we do not end up with longer pulses than are needed in our

experiment (laser pulse duration, τ should be shorter than 15 fs). This chapter starts with

a general description of the experimental setup. Then all the important elements of the

setup are briefly described.

4.1 Experimental setup

The experimental setup used to study EIM is shown in Fig. 4.1. An 80 MHz repetition

rate Ti:Sapphire laser source that delivers ∼10 fs duration pulses (FWHM in intensity),

right before the thin metal film, is used in this experiment. Multiple ultrafast optimized

flat mirrors (FM) are used in the setup. To characterize the laser pulses, an interferometric

autocorrelator [36, 37] that is pre-compensated is used.

The central wavelength of the linearly-polarized pulses is 790 nm. The FWHM of the
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Figure 4.1: Optical layout used to test the EIM concept experimentally. As described
in the text, a GDD pre-compensated beam of τ ∼ 10 fs pulses from a Ti:Sapphire laser
is split into the signal beam and two conditioning beams. The beams are brought to a
focus on the gold film, where photodiodes PD2 and PD3 measure the film’s reflectance
and transmittance, respectively. The inset (a) shows the two linear polarization states of
the conditioning beams, where both beams are either s- or p-polarized. Inset (b) shows
an example of an observed fringe pattern due to the conditioning-beams standing wave as
image through the removable microscope objective (MO) by a CCD sensor.
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wavelength of the laser used in this study spans from ∼715 nm to 840 nm. As discussed

before, the greater the intensity of these pulses, the stronger the EIM effect should be.

However, ablation occurs if the intensity is greater than ∼ 1013 W/cm2 [55, 56, 66]. So,

the peak pulse intensity [59] in the measurements is kept ≤ 1011 W/cm2, and ablation is

avoided.

A set of dispersion-compensation mirrors [38] are used for group delay dispersion (GDD)

compensation, i.e. managing the chromatic dispersion of air and optical elements in the

beam path [37], as shown in Fig. 4.1. Using chirped mirrors is critical because short pulses

in the visible range become longer due to the GDD added by air or the optical elements

[36, 37]. For example, for the central wavelength of the laser (∼790 nm), the GDD of air is

∼ 65 fs2. This means that a 10 fs laser pulse becomes ∼20 fs after traveling in three meters

of air. Each optical element in the beampath also adds a small amount of GDD, so one

might end up with a much longer pulse than the laser output if no GDD compensation is

done. A CaF2 compensation wedge pair is also used to fine tune the GDD and obtain the

shortest pulses at the metal film.

A 20:80 Reflection:Transmission (R:T) low GDD beamsplitter (Thorlabs UFBS2080),

BS1, reflects 20% of the beam that will be used as the signal. A 50:50 (R:T) beamsplitter

(Thorlabs UFBS5050 ), BS2, splits the transmitted beam from BS1 into two conditioning

beams. A delay stage is used in the beam path of one of the conditioning beams and

another one in the signal beam path to find the temporal overlap of the three beams. These

delay stages are labeled DS1 and DS2 in Fig. 4.1, respectively. The polarization of the three

beams is controlled using three identical low GDD half waveplates (WP). To ensure that the

conditioning and signal beams have the same pulse duration, identical optical elements are

used in the three arms. Figure 4.2 shows the temporal characteristics of the two conditioning

beams. All the measurements are done with cross-polarized conditioning and signal beams

in order to eliminate any effect from interference between conditioning beams and the signal

beam [67].

53



Figure 4.2: Pulse characterization of the two conditioning beams. (a) Pulse transmitted
through BS2 with a FWHM pulse duration of 10.2 fs. (b) Pulse reflected from BS2 with
a pulse duration of 9.7 fs. Note that the error bar of the interferometric autocorrelator
reported by the company is ∼10%.

The conditioning beams are focused onto the metal film using two 15◦ off-axis parabolic

mirrors (OPM1) with a focal length of 381 mm. The spatial separation between two consec-

utive bright fringes of the standing wave created on the metal film is ∼3 µm. A 90◦ off-axis

parabolic mirror (OPM2) focuses the signal beam on the metal film.

The metal films used in this experiment, made by Ferrotec-Temescal, are different thick-

nesses of gold thin films deposited on fused silica. The metal film thickness has a typical

error, reported by Ferrotec-Temescal, of < ±10 Å (for a 60 Å thick sample).

Three photodiodes with a rise time of about 1 ns are used for data collection. The

first, PD1, shown in Fig. 4.1, is close to the laser source and monitors the pulse-to-pulse

laser power fluctuations. Monitoring the laser output pulse-to-pulse allows us to correct

the collected data properly if there is a significant change in the laser output. The second

photodiode, PD2, is used to record the reflected light from the metal films, and PD3 is used

for recording the transmitted light. A sensitive power meter Gentec XLP12-3S-H2-D0, with
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Figure 4.3: Inside of the Venteon One laser from Laser Quantum

a noise equivalent power of 0.5 µW, is used in order to calibrate the photodiodes that record

reflectance and transmittance. Having calibrated photodiodes allows us to gain information

about absorption of light by the thin metal films.

In order to align the three beams temporally and spatially, we need to monitor them on

the metal film surface. To do so, a long working distance microscope objective (MO) is placed

in the beam path of the signal and conditioning beams to find the overlap and optimize the

spatial and temporal overlap each time after changing the metal film thickness, as seen in

Fig. 4.5. Having the microscope objective in the beam path during the data collection

however, results in unwanted background noise on the photodiodes from the conditioning

beams. To avoid that, the objective is removed from the path before data collection. The

microscope objective is mounted independently from the metal film so that removing it does

not change the experimental conditions. This allows us to make sure that the background

from the conditioning beams on the PD2 and PD3 is minimal.

4.1.1 Ultrafast Ti:Sapphire laser

A Venteon One Ti:Sapphire laser from Laser Quantum is used as the source of ultrafast

pulses. This is an 80 MHz repetition rate laser source with 3 nJ energy per pulse. The FTL

55



pulses have a pulse duration of 8 fs FWHM in intensity at the output of the laser. Figure

4.4 shows a schematic of the laser. M1 and M2 are on piezo stages and can be adjusted

from the main laser control panel in order to align the beam path of the 532 nm pump laser.

The elements named in blue are the intracavity elements. M3 and M4 are dichroic concave

mirrors. M5–10 are flat mirrors, where M10 is the output coupler.

It is not usually needed to open the oscillator lid for alignment. The laser can usually

be mode locked and the output can be optimized using the pump steering mirrors (M1 and

M2) and laser pump power. If the laser performance cannot be optimized externally, due to

for example extreme temperature or humidity fluctuations or simply as time passes, more

fine tuning of the laser cavity is required in order to mode lock the laser or improve the

laser output power. This cannot be done by only adjusting with M1 and M2 using the laser

control panel, and we need to open the laser box and align the laser cavity. Extreme care is

required when the laser box is open. This is because the sensitive optical elements are now

exposed to dust in air. Also, one should be careful not to damage the elements in the laser

box. Another important point is that the green pump laser light can easily burn a piece of

paper that is usually used for alignment purposes. The resulting smoke from such event can

damage the optical elements. So, extra care is required when aligning the laser cavity.

Only M7 and M10 mirrors can be adjusted in the laser cavity. Small adjustments of

these mirrors improve the performance of the laser. M11–14 are steering mirrors to send

the laser beam to the output aperture. The Ti:sapphire crystal is mounted on a motorized

stage and is located between the focusing mirrors M3 and M4. In order to avoid damage to

the crystal, from for example possible dust particles on it, the stage automatically readjusts

the position of the crystal periodically.

4.1.2 GDD compensation

A combination of a pair of chirped mirrors, DCM-7 GVD-Mirror pair from Laser Quantum,

and a pair of CaF2 compensation wedges from Laser Quantum is used in our setup, as shown
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Figure 4.4: Schematic of the optical layout of the Venteon one laser. M1 and M2 are on
piezo stages and can be adjusted from the main laser control panel in order to align the
beam path of the 532 nm pump laser. Only M7 and M10 mirrors can be adjusted in the
laser cavity.

in Fig. 4.1. The chirped mirrors have a high reflectively of > 99.2% and a GDD per pair of

-120 fs2. In our experiment, the beam reflects from each chirped mirror three times which

results in -360 fs2 of GDD. This is an overcompensation of GDD for our setup. In order to

have the FTL laser pulses at the surface of the thin metal films, 1 mm of UVFS glass is

added to the setup. The pair of compensation wedges are used in the beam path for fine

tuning the GDD.

One should keep in mind that the angle of incidence on the chirped mirrors should be

less than 10◦, and the damage threshold of these mirrors is ∼0.05 J/cm2. Aligning chirped

mirrors is simpler than a compressor. However, as discussed before chirped mirrors do not

usually provide a wide range of tunability of GDD. We are the sole users of our laser, and

there is no need for us to have a wide range of GDD tunability because FTL or positively-

chirped pulses are used for this experiment. The latter can be easily obtained by adding

glass to the beam path.
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4.1.3 Imaging the interference patterns

We need to be able to look at the focal spot of the three beams on the metal films. To

do this, a 20X long working-distance microscope objective is used. It is focused on the

surface of the metal films, and the image of the surface can be monitored using a CCD. To

align the microscope objective, we first place a piece of bare glass as our sample. We place

a fingerprint, or something similar, on one side of the glass, the side on which the metal

coating would otherwise reside, and then ensure that the objective is properly focused on

that “dirty” spot.

After aligning the objective, we find the spatial and temporal overlap of the three beams.

To find the temporal overlap between the conditioning beams, we block the signal beam and

change the delay of the DS1, shown in Fig. 4.1, in the beam path of one of the conditioning

beams, until we see and fine tune the interference fringes on the CCD. We then block one

of the conditioning beams and unblock the signal beam and find the temporal overlap of

those two beams. Note that in this step, the three beams have the same polarization and

one can see clear interference fringes once the overlap is found. Figure 4.5 shows a set of

images of the fringe patterns recorded.

4.1.4 Imaging the focal spot of the laser beams

We need to measure the laser power, pulse duration, the spot size of the laser after being

focused on the target, and the repetition rate of the laser in order to estimate the peak

intensity on the metal films. Here we discuss how the latter is measured. The distance

between the microscope objective and the CCD used for imaging determines how much of

the active area of the CCD is covered by light. So, we need to have a method in order

to extract the real focal spot size on our metal films from the CCD images. To do so, we

replace our sample by a 1951 USAF resolution test target. The dimensions of the patterns

on the calibration target are known. For example, the lines in the red box have a spatial

density of 228 lines per millimeter. So, by imaging this target, we can find the scaling factor
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Figure 4.5: (a) Microscope objective imaging the surface of the metal films. (b) Observed
fringes from the two conditioning beams. The separation between two constructive or de-
structive fringes is about 3µm. (c) Observed fringes from one of the conditioning beams
and the signal beam.

that relates the focal spot of the laser on our metal films and the image recorded on the

CCD. A calibration factor is found and used to estimate the laser focal spot size. Having

a calibrated imaging system, we can now image the focal spot size of the laser of the two

conditioning beams. We then use the spot size to estimate the laser peak intensity of the

conditioning beams on the metal films. Figure 4.7 (a) and (d) shows the imaged laser focal

spots of the two conditioning beams. Figure 4.7 (b,e) and (c,e) show the projection of the

spot size on x and y axis, respectively.

4.2 Pulse characterization

As mentioned before, it is critical for this experiment that the pulse duration of the laser

pulses is shorter than 15 fs. In this section, we discuss how τ is measured in order to make

sure the shortest pulses are used in the experiment.

We use a Thorlabs’ FSAC interferometric autocorrelator that can normally measure

pulses longer than 40 fs. Figure 4.8 shows a schematic of the interferometric autocorrelator.
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Figure 4.6: Image of a 1951 USAF resolution test target from our setup. For example, the
density of the lines in the red box is 228 lines per millimeter. A calibration factor is found
and used in order to estimate the focal spot size of the laser in the configuration used for
this work.

The optical configuration of it is similar to but slightly more complicated than a Michelson

interferometer. For alignment, the light from the two arms should be on top of each other

in the center of the alignment target. The alignment target is an IR card that makes it easy

to see the dim light reflected from the two arms and directed to it for alignment purposes.

M2 is on a linear stage. FM is a 90◦ off axis parabolic mirror that focuses the light from the

two arms on the photodiode. In order to measure shorter τ , we need to pre-compensate for

the GDD of the autocorrelator using a pair of chirped mirrors.

4.2.1 Pre-compensated interferometric autocorrelator

As mentioned before, the interferometric autocorrelator used in this experiment can measure

pulses that are longer than 40 fs. If one wants to measure pulses shorter than that (in this

case 8-10 fs), then the internal GDD of the autocorrelator starts to play an important role.

This internal GDD can result in a pulse duration measurement far from the real value.

However, because the optical elements that are used can support the bandwidth of the

laser, it is possible to measure shorter pulses by managing the GDD of the optical elements.
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Figure 4.7: (a) and (d) The imaged focal spots of the two conditioning beams. (b) and
(d) and (c) and (e) The projection of the spot size on x and y axis, respectively. This is the
focus analysis for estimating the peak intensity of the conditioning beams.
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Figure 4.8: Schematic of the optical arrangement of the interferometric autocorrelator.
For alignment, the light from the two arms should be on top of each other in the center of
the alignment target. The alignment target is an IR card that makes it easy to see the dim
light reflected from the two arms and directed to it for alignment purposes.

Moreover, the mirrors used in the setup before the autocorrelator have a nonzero GDD that

should be compensated for. Also, it is important to consider the fact that for the central

wavelength of ∼800 nm, air introduces positive GDD that makes the pulses longer. One

pair of chirped mirrors is used to compensate for the positive GDD discussed above. DCM-7

GVD-Mirror pair from Laser Quantum are used to pre-compensate, i.e., negatively chirp

the pulses. The GDD per pair of these mirrors is -120 fs2. The light bounces four times off

each mirror in the pair, as seen in Fig. 4.10, which introduces -480 fs2 negative chirp. By

doing this, pulses with temporal duration of the order of 10 fs are successfully characterized.

Note that glass is added using a wedge pair for GDD fine tuning. Adding the wedge pair

to get the shortest pulse means that the pulses are negatively chirped after the chirped

mirrors. The chirped mirror pair, interferometric autocorrelator, and the wedge pair are all

mounted on a breadboard, which is called a pre-compensated interferometric autocorrelator.

Having the setup on a breadboard makes the process of characterizing the pulses at different

positions more convenient. Figure 4.11 shows the interferometric autocorrelator trace of

these pulses from Venteon One. The τ extracted from the autocorrelation trace assuming a
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Figure 4.9: Characterization of a 8-10 fs pulse using the interferometric autocorrelator
without pre-compensation. As can be seen, the pulse is excessively chirped due to the
optical elements of the interferometric autocorrelator. The autocorrelation trace shows
∼100 fs FWHM pulse duration which is obviously not correct. Based on the interferometric
autocorrelation trace, the pulse duration is much longer.

sech2 temporal profile is 9.4 fs (full width half maximum [FWHM] in intensity).

A few more details about the pre-compensated interferometric autocorrelator can be

useful. First, when aligning the setup, there was about 60 cm of air between the output of

the laser and the entrance iris. Moreover, the mirrors used have a nonzero GDD. In this

case, the two mirrors on the breadboard before the autocorrelator have a GDD of <5 fs2 per

mirror. There were five mirrors with a GDD of <5 fs2 before the first iris (I1). Knowing all

these details is important for measuring τ properly as a small amount of GDD can alter the

pulse duration of a short pulse laser dramatically. As an example, adding +100 fs2 of GDD

to a 8 fs FTL pulse with a central wavelength of 800 nm will increase the pulse duration

to about 50 fs. This amount of GDD corresponds to adding ∼2 mm of glass to the optical
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Figure 4.10: Schematic and a picture of the pre-compensated interferometric autocorrela-
tor setup.

path. So, one must design the setup for performing the experiment with extreme care.

4.2.2 Estimating the GDD of optical elements in the setup

As was discussed in Section 4.2.1, managing the GDD added to the laser pulses is very

important. The ideal case is that the pulse duration of the laser pulses in both arms are

the same and shorter than ∼15 fs. That is why we carefully characterized the GDD of each

optical element. This is particularly important for transmissive optics because the GDD

added from transmission can significantly alter the pulse duration.

GDD added by the steering flat-mirrors

We estimate the GDD of each mirror to be about 4.5 fs2. This is done by characterizing the

pulses after bouncing off four mirrors and estimating the GDD of each mirror. Figure 4.12

shows the traces recorder after four mirrors. As there are a few mirrors in the setup before

the two beams reach the interaction region as well as a few meters of air, we need a set of

chirped mirrors to compensate for the extra GDD. Note that this is another pair of chirped
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Figure 4.11: Characterizing the laser pulses used in the experiment before the thin metal
films. IAC: Interferometric Autocorrelation trace. Pulse AC trace: the autocorrelation trace
used to extract the FWHM laser pulse duration to be ∼ 10 fs. The inset of the figure shows
the broadband laser spectrum.

mirrors in addition to the ones used to compensate for the GDD of the interferometric

autocorrelator. Figure 4.1 shows a schematic of the whole setup.

GDD added by the parabolic mirrors

A parabolic mirror is used in each arm to focus the ultrafast laser pulses on the metal films.

The estimated GDD of the parabolic mirrors, from a measurement, is about 20 fs2, (see Fig.

4.13) which should be compensated for using the chirped mirrors.

GDD of the beamsplitters

There are two beamsplitters in the setup for generating the signal and the two conditioning

beams, as shown in Fig. 4.1. In order to know the GDD added to the pulses following trans-
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Figure 4.12: Characterizing the laser pulses after bouncing off four ultrafast optimized
mirrors. IAC: Interferometric Autocorrelation trace. Pulse AC trace: the autocorrelation
trace used to extract the FWHM laser pulse duration to be ∼ 12 fs

mission through the beamsplitters, the pulse duration after the beamsplitter is measured

using the pre-compensated interferometric autocorrelator, as shown in Fig. 4.14. Compar-

ing the pulse duration with and without the beamsplitter in the optical path suggests that

there is ∼ 50 fs2 GDD added by the beamsplitter when the beam is transmitted through it.

This extra GDD should be matched in the other arm, where the beam is reflected from this

beamsplitter.

Now that we roughly know the GDD added by each optical element, we can estimate how

many bounces are required off the chirped mirrors. Considering all the elements discussed

above, we end up with about 200-300 fs2 GDD, an overestimate, added to the laser pulses

right before the interaction region. Considering the negative GDD of the chirped mirrors,

-120 fs2, it is expected that 3-4 bounces per mirror result in a negatively chirped pulse. A

pair of compensation wedges are then used for fine tuning and achieving FTL laser pulses

at the interaction region.
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Figure 4.13: Characterizing the laser pulses after bouncing off three ultrafast optimized
mirrors and one off-axis parabolic mirror. IAC: Interferometric Autocorrelation trace. Pulse
AC trace: the autocorrelation trace used to extract the FWHM laser pulse duration to be
∼ 15 fs
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Figure 4.14: Characterizing the laser pulses after a beamsplitter. IAC: Interferometric
Autocorrelation trace. Pulse AC trace: Pulse AC trace: the autocorrelation trace used to
extract the FWHM laser pulse duration to be ∼ 16 fs

4.3 Calibrating the photodiodes

The goal is to have as much information as possible about the EIM effect on the optical

properties of the thin gold films due to the presence of the conditioning beams. To do so, we

need to measure reflection and transmission of the signal beam from the metal films using

fast photodiodes. If the photodiodes are not calibrated, they show the voltage proportional

to the signal light power, and it is not possible to find the absorption of the metal films

and the effect of the EIM on it unless it is assumed that their response is identical. In

other words, if one wants to extract information regarding the absorption of light from the

recorded data, the photodiodes used in the experiment should be calibrated. On the other

hand, we want to perform the experiments in a single shot manner. So, two fast photodiodes

are calibrated in the laboratory. This approach is cheaper and more convenient than finding

and purchasing two fast calibrated photodiodes.
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Figure 4.15: The calibration of the two photodiodes used to monitor the transmission of
reflection of the gold metal films. PD2 and PD3 are used for recording the reflected and
transmitted light, respectively.

A 50:50 (R/T) beamsplitter sends half of the beam to a photodiode, to be calibrated, and

the other half to a sensitive power meter, Gentec XLP12-3S-H2-D0. The noise equivalent

power of the power meter is 0.5 µW, which is orders of magnitude smaller than the power

modulation we expect to measure. This allows us to calibrate the photodiodes precisely

in order to measure the change in reflection and transmission due to the presence of the

conditioning beams. Figure 4.15 shows the laser power as a function of the photodiode

signal datapoints for the two photodiodes used for data collection. As can be seen in Fig.

4.15, although there is a small difference, the behavior of the two photodiodes is the same

within the experimental error bars. This is not surprising as the same kind of photodiodes

from the same company, Thorlabs, are used for data collection. The lines are linear fits to

the datapoints for each photodiode. This linear dependence is then used in order to convert

the signal of the transmitted and reflected light to laser power.
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4.4 Data collection

After aligning the setup and ensuring that the pulses near the metal film are the shortest,

data collection is began. For reflection data, a pick off mirror is used in order to collect the

reflected signal beam from the metal film. The light is then focused on a fast photodiode

(PD2), as seen in Fig. 4.1, using a lens. A lens is used here because after the signal beam

is reflected off the metal film, pulse duration is not a concern, so transmissive optics can be

used.

Collecting transmission data is more challenging. This is because there is background

from the conditioning beams reaching the photodiode that collects transmission data due

to the fact that a microscope objective is in the beampath. In other words, the microscope

objective is needed to make sure that the spatial and temporal overlap are optimized. This

results in unwanted noise for transmission data. In order to overcome this issue, the mi-

croscope objective is on a flip mount. In this way, temporal and spatial overlap is checked

right before the start of the data collection process, and then the microscope objective is

removed from the beam path. In this way, there is no background from the conditioning

beams on the photodiodes used for data collection, as shown in Fig. 4.20.

For both reflection and transmission data collection, three data sets are recorded for

each thickness of the metal film. Each data set consists of three photodiode signals which

are reflection (PD2), transmission (PD3), and the monitor (PD1) signal. Having a monitor

signal is important for analyzing data, as it will be discussed later. Also, it is better not to

trigger the oscilloscope, Tektronix MDO3054, using the reflected or transmitted signals as

the amplitude of them changes by changing the thickness of the metal film. The monitor

signal on the other hand, is recorded close to the laser source. This signal is independent

of the metal film thickness, and it is only correlated with the output of the laser and its

possible fluctuations. So, the oscilloscope is triggered using the monitor signal.

The reflection and transmission of the signal beam are first recorded in the presence

of the conditioning beams. See Fig. 4.16 for a schematic of the data collection process.
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We should make sure that there is no background from the conditioning beams on the

photodiodes. To check that, we block the signal beam and check to see that the reflection

and transmission photodiodes produce no signal. The conditioning beams are then blocked,

Figure 4.16: Schematic of the procedure used to search for a change of the transmittance of
the film due to EIM. In (a), the conditioning beams are blocked from reaching the film and
photodiode measures the transmittance of signal beam, T0. In (b), the same measurement
is performed except with the conditioning beams illuminating the film simultaneous with
the signal beam. The photodiode again responds only to the signal beam, but may have a
different response, T1, if EIM occurs.

and the reflection and transmission of the signal beam is recorded. This is required so that

we can compare the reflection and transmission of the metal film with and without the

presence of the conditioning beams. Another data set is also collected in which the signal

beam is blocked while conditioning beams are not blocked. We make sure that there is no

background on the photodiode when the signal beam is blocked. Removing the microscope

objective before data collection works in the way we intended. There is a difference between

the case in which the conditioning beams are present and when they are blocked in the

transmission of the signal beam, which is the evidence of the EIM effect.
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Figure 4.17: The stability of the laser recorded by PD1. The plot shows the integral
of the output waveform from the monitor photodiode as a function of number of pulses.
After averaging over enough pulses, the fluctuations in the signal diminish. The standard
deviation of the data is ∼ 0.015 %.

4.4.1 Triggering the oscilloscope

The output of the PD1 is used for two purposes. It is from a reflection from one of the

optical elements in the setup, as seen in Fig. 4.1. PD1 is close to the laser, which allows

us to monitor the power fluctuations of the laser source. This is important as we should

know if there is a significant power fluctuation when recording the signal beam with or

without the conditioning beams as this affects the outcome of the experiment. The power

fluctuation of the laser source is measured to be ∼0.015%, as shown in Fig. 4.17. PD1 serves

another purpose as well. We should trigger the data collection instrument, in this case an

oscilloscope. Also, the trigger should be independent of the signals that are recorded so that

a possible change in the signal, due to the presence of the conditioning beams for example,

does not affect whether that signal is recorded or not. The output of PD1 satisfies both

conditions. It is much closer to the laser than PD2 and PD3, and it is independent of the

alignment of the off-axis parabolic mirrors, metal film thickness or position, and anything

else that can affect the signal beam. So, it is used to trigger the data collection process.
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Figure 4.18: An example of a few waveforms recorded by PD2 from the laser. The open
circles are the points recorded by the oscilloscope to generate the waveform.

4.5 Data analysis

The pulse train of PD2 and PD3 are used for data analysis if there is no significant laser

power change recorded by PD1. Figure 4.18 shows an example of a few laser pulses recorded

using PD3. Two methods are discussed for data analysis in the next sections. For both

of these methods, the peaks of the waveforms recorded need to be determined. A Matlab

code is used for data analysis. Matlab includes a peak finding function that can be used

for the analysis of our data. This algorithm simply finds the local maxima of the input

signal. Figure 4.19 shows an example of the output of this function. As can be seen, while

it can effectively find peaks, some points with very small voltage are also local maxima and

determined to be peaks. In order to eliminate these false peaks, a threshold, the red dashed

line, is defined in the code so that any peak detected with a voltage below the threshold is

ignored. We should be careful when defining this threshold. This is because the magnitude

of the photodiode signal is different for each thickness of the metal film. Thinner metal films

have higher transmittance and lower reflectance for example, so the threshold needs to be
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Figure 4.19: An example of the output of the peak finding function in Matlab. The squares
show the peaks that has been found by Matlab. Note that a threshold, the red dashed line,
is defined to eliminate any local maxima that are not meaningful peaks in our analysis.

determined for each thickness carefully. In the next step, the waveforms are reconstructed.

We know the position of the peak of the waveforms and the approximate width of each one

of them. These points are then used to define the waveform. This allows us to reconstruct

the waveforms and average them one by one. Note that this eliminates any effect from

possible jitters in the signal as the peak of each waveform is found separately. Moreover, it

also suppress the effect of the small noise present in the time between two signals.

It is worth mentioning that a faster way for data analysis is to find one arbitrary peak,

then find an appropriate window around that peak and use that window to define the other

waveforms. This is possible because the temporal separation between the laser pulses is

11.5 ns. However, this method has a drawback. There might be some jitter in the data.

This means that having just a time window does not provide us with accurate results. That

is why this method is not used for data analysis.
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Figure 4.20: Black: An example of reconstructing the waveform using the proper peaks
found in the analysis process. Blue: The photodiode output when the signal beam is blocked.
This shows that no noise from the conditioning beams affect the photodiode signal.
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4.5.1 Data analysis based on the peak value of each waveform

Now that the real peaks are separated in the data from noise, peak values can be used

in order to find the transmittance and reflectance of the metal films. One way to look at

the data is to find the peak of each signal waveform and use that value. For example, one

can compare this peak value in the presence of the conditioning beams and when they are

blocked. While this method might be faster, it can be less accurate. Just as an example,

consider the hypothetical case shown in Fig. 4.21. This is the same waveform as shown in

Fig. 4.20 but with artificial noise added to it that adds a narrow peak to the data. This

sharp peak can come from an unknown noise source. The point assigned as the peak of this

waveform using a peak detecting algorithm will be larger than the real peak. The relative

difference in the peak value of Figs. 4.20 and 4.21 is ∼15%. Note that this difference is very

large as we exaggerate in the magnitude of the artificial error added to the data to convey

the point. This will result in possible incorrect conclusions if we do not average enough

pulses to suppress the effect of this kind of noise. So, one should find a more reliable data

analysis method.

4.5.2 Data analysis based on the area under each peak

If one finds the area under the waveform in Fig. 4.21, the sharp peak will have a much

smaller contribution as it is relatively narrow. The relative difference in the area of Figs.

4.20 and 4.21 here is ∼3%. Again, averaging many laser pulses can suppress this error, but

the important point is that in this case, less averaging is required. This makes the data

analysis more accurate and less time consuming.

So, a better way to analyze the data is to find the area under each waveform, convert it

to the power read by the photodiode using the calibration factors, and then proceed. This

is a better method since finding the area under a curve is more precise than using the peak

of the waveform.
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Figure 4.21: An example of reconstructing the waveform using the proper peaks found in
the analysis process with added artificial noise.

4.6 Convergence of the data analysis

PD2 and PD3 record many pulses of the signal beam with and without the presence of the

conditioning beams. One question is that what is the minimum number pulses to average

over in order to minimize the effect of the noise from different sources in the experiment.

Figure 4.22 shows the integral of the waveforms of a typical pulse train as a function of

number of pulses recorded by PD3. This signal represents the stability of the whole setup

as PD3 is the furthest photodiode from the laser. The fluctuations after averaging over 2000

pulses is ∼ 0.02 %.

4.7 Error analysis

Since the effect of the presence of the conditioning beams is weak based on the theoretical

model, calculating the experimental error bars is crucial. This is because it is possible that

the observed modulation due to conditioning beams is smaller than the calculated error
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Figure 4.22: Convergence of the signal. The fluctuations after averaging over 2500 pulses
is ∼0.02%. In the data analysis, we usually average over 2000 laser pulses or more in order
to keep the standard deviation of the signal small.

bars. In this case, one cannot conclude that the observed effect is real. Note that the

power recorded by the calibrated photodiodes is P tra
0,1 = Itra0,1A, where A is the area of the

photodiode.

4.7.1 Error associated with ∆T and ∆R

As discussed before, the change in transmittance and reflectance, ∆T and ∆R, of the signal

is found for each metal film thickness. Let’s calculate the error bar in ∆T first. We know

that ∆T =
Itra1 −Itra0

I0
=

P tra
1 −P tra

0

P0
. So, first, the statistical error bars in P tra

1 , P tra
0 and P0

are found. Having these statistical error bars allows us to calculate the error bar in the

transmittance modification. The values of P tra
1 and P tra

0 are found by calculating the integral

under the waveforms that are recorded by the photodiode. As discussed before, the average

over many thousands of laser pulses is used in order to find them. This means that the

standard deviation of P tra
1 and P tra

0 , which are the statistical error bars δP tra
1 and δP tra

0 , can
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be determined. In order to find δP0, the laser power is recorded using a power meter, and

the standard deviation is calculated. Having δP tra
1 , δP tra

0 , and δP0, we can now propagate

the error bars in order to find the error of calculating α =
P tra
1 −P tra

0

P0
. The general form for

calculating this error bar is

(δα)2 = (
∂α

∂P tra
1

)2(δP tra
1 )2 + (

∂α

∂P tra
0

)2(δP tra
0 )2 + (

∂α

∂P0

)2(δP0)
2. (4.1)

It is easy to see that ∂α
∂P tra

1
= 1

P0
, ∂α

∂P tra
0

= − 1
P0
, and ∂α

∂P0
= −P tra

1 −P tra
0

P 2
0

. So

δα =
1

P0

√
(δP tra

1 )2 + (δP tra
0 )2 +

(P tra
1 − P tra

0 )2

P 2
0

(δP0)2 (4.2)

gives us the error bar in the transmittance change. Similarly, the error bar of the reflectance

modulation (β =
P ref
1 −P ref

0

P0
) can be found to be

δβ =
1

P0

√
(δP ref

1 )2 + (δP ref
0 )2 +

(P ref
1 − P ref

0 )2

P 2
0

(δP0)2 (4.3)

So, γ = ∆A
P0

, where A is the absorption of the metal film, can be found to be

γ = −∆T −∆R, (4.4)

and the error bar of γ is simply

δγ =
√

δα2 + δβ2. (4.5)

4.7.2 Error associated with P tra
1 −P tra

0

P tra
0

As it will be discussed briefly in the next chapter,
P tra
1 −P tra

0

P tra
0

is also used as another way to

look at the experimental data. The process of finding the errors here is exactly the same as

what was discussed before. The expressions for the errors are different, so we discuss how
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they are found. To find the error bar, the average over many T0 and T1 signals is found and

the standard deviation is calculated. Then the error bars are propagated as discussed here.

Again, the general form for calculating the error of α =
P tra
1 −P tra

0

P tra
0

is

(δα)2 = (
∂α

∂P tra
1

)2(δP tra
1 )2 + (

∂α

P tra
0

)2(δP tra
0 )2. (4.6)

We find ∂α
∂P tra

1
= 1

P tra
0

and ∂α
∂P tra

0
= − P tra

1

(P tra
0 )2

. So

δα =
1

P tra
0

√
(δP tra

1 )2 +
(P tra

1 )2

(P tra
0 )2

(δP tra
0 )2 (4.7)

gives us the error bar in change in transmittance. Similarly, the error bar of the reflectance

modulation (β =
P ref
1 −P ref

0

P ref
0

) can be found to be

δβ =
1

P ref
0

√
(δP ref

1 )2 +
(P ref

1 )2

(P ref
0 )2

(δP ref
0 )2 (4.8)

These errors are used when discussing the effect of the conditioning beams on the transmit-

tance and reflectance of the metal films.
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Chapter 5

Experimental results

In this section, the main experimental results of this work regarding how the presence of the

conditioning beams affects the optical properties of metals (the EIM effect) are discussed.

The data is presented to show the difference of the transmission and reflection of the signal

beam interacting with metal films with and without conditioning beams present. A change

in the optical properties of metals is observed that is in qualitative agreement with the EIM

model discussed in Chapter 3.

There are two ways that the collected experimental results are presented in a plot. Note

that these are similar, with each having advantages and disadvantages. The first method

gives a change of the photodiode signal, that represents the transmission and reflection peak

of the signal beam, with and without conditioning beams. While this analysis method shows

the presence of the EIM effect in the transmitted light, no information about the EIM effect

on the absorption of light can be extracted from it. In order to study the possible EIM effect

on the absorption of light, more work is done. This includes collecting data with carefully

calibrated photodiodes. We also discuss a slightly different analysis method.

The experiments have been performed on two different metals, gold and platinum. While

the experimental results on gold are rather complete, which helps us understand the EIM

effect, the experimental results with platinum are preliminary. More work is required in the
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future to complete the study of EIM in platinum.

5.1 EIM in gold

Gold is selected to avoid the issues introduced by sample oxidation mainly to rule out

the possibility of surface plasmonic effects. Also, gold is highly reflective for the whole

bandwidth of our laser [68], which makes it an ideal sample for the first proof-of-principle

measurements.

5.1.1 First analysis method

The first analysis method is to plot
P tra
1 −P tra

0

P tra
0

as a function of sample thickness. Note that

in this case, the denominator does change as a function of thickness. This is because the

reflectance and transmittance of thicker metal films are higher and lower, respectively. This

analysis method is useful to study the change in reflectance and transmission but cannot be

used for a possible change in absorption of light. We initially used this method to look at

the data collected in the experiment. Then, the calibration of the photodiodes was included.

Figure5.1 shows
P tra
1 −P tra

0

P tra
0

as a function of sample thickness. There is a clear change in the

light transmission due to the presence of the conditioning beams. Also, this change depends

sensitively on the thickness of the sample. Both of these observations have been qualitatively

predicted in the model presented for EIM.

5.1.2 Second analysis method

The second, and preferred method for discussing the result is by looking at ∆T = T1−T0 and

∆R = R1 − R0. The only change here is that the denominator is P0, which is the incident

signal power on the sample. Note that P0 does not depend on the sample thickness. It is

measured using the two calibrated photodiodes in the setup. In order to do so, the reflected

and transmitted signal beam from the glass substrate without a metal film is recorded. The
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Figure 5.1: ∆R = R1−R0 as a function of sample thickness. The difference in transmission
with and without the conditioning beams present is ∆T . The transmission of each sample
when the conditioning beams are blocked is T0. Note that T0 is different for each sample
thickness as the transmission is less for thicker films. This plot shows a clear change in the
transmission of light due to the EIM effect with the two polarization combinations.

sum of the two measurements is the power of the signal beam P0. The latter method is

used because the denominator is constant. This aids the study of possible changes in the

absorption of sample as will be discussed later.

We first focus on the blue curve in Fig. 5.2(a). This is for the case with the laser pulse

duration of ∼10 fs and the peak intensity in the bright fringes of ≤ 1011 W/cm2. The

conditioning beams are p-polarized, and the signal beam is s-polarized. The transmission

of light is smaller in the presence of the conditioning beams. As can be seen, ∆T depends

sensitively on the sample thickness. The maximum change occurs at a thickness of 50 Å,

which is the closest available sample thickness to the skin depth of gold at 790 nm [51].

∆T is much smaller for thin and thick metal films, which can be qualitatively understood.
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In the extreme case of no gold thin film, no modulation is expected as there are no free

electrons to be redistributed due to the electric field of the conditioning beams. On the

other hand, in thick films, compared to the skin depth, changing the skin depth by a few

percent does not affect the overall transmission. In other words, metal films thinner and

much thicker than the skin depth do not “see” the effect of the conditioning beams.

The polarization of the conditioning beams is such that plasmonic effects on light trans-

mission [41, 46–49, 69–78] can play a role in the observed effect. However, plasmonic effects

result in an enhancement of transmission. This is not the case in the presented results.

Moreover, plasmonic effects are very sensitive to the sample thickness [41]. As discussed

before, the optimum thickness for gold is ∼500 Å to see maximum plasmonic effects [41], so

it is not expected to see strong plasmonic effects for the sample thicknesses we consider.

To double check the absence of enhanced transmission due to the plasmonic effects, the

experiment is performed with the other possible crossed polarization combinations (signal/-

conditioning: p/s). With this polarization combination, no plasmonic effects are expected

to happen at all even if the experiment was designed to observe them. The result with 10 fs

pulses is shown in Fig. 5.2(a) in blue. The observation of nonzero ∆T for both polarization

combinations suggest that plasmonic effects are unlikely to explain these measurements.

As shown in Fig. 5.2(a), the theoretical and experimental results have very similar func-

tional dependence on the film thickness. Figure 5.2(b) shows the experimental and theoret-

ical results that are normalized to −1 so that it is easier to compare the general behavior

of the two. The disagreement in overall magnitude of the curves in Fig. 5.2(a) is partially

due to the fact that there is < ±10 Å error bar on the thickness of the metal films. More-

over, although other possible mechanisms such as what is reported in [19–31, 79–82] are

not expected to play a role here, the EIM model is still a simple classical description of the

observed phenomenon. From the experimental point of view possible uncertainties, such as

estimating the peak pulse intensity, makes matching the experimental and theoretical results

challenging. These all can result in the disagreement in the magnitude of the theoretical
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Figure 5.2: Measurements of EIM. In (a) is shown the change in transmittance ∆T as a
function of sample thickness ℓ. Two cases are presented: In blue, the conditioning beams are
s-polarized, while the signal beam is p-polarized. The solid red curve shows the opposite case,
conditioning beams p-polarized and the signals s-polarized. These polarization directions
are defined in Fig. 4.1(a). The red dashed curve in (a) is the theoretical prediction for
∆T for the latter polarization combination. In (b), the model and measurement data are
re-plotted after normalizing each curve to −1 for the same polarization case as in (a). The
good agreement here illustrates that the model and measurement share similar functional
dependence on ℓ.

and experimental results of EIM.

The change in reflectance of the metal films is also found from the recorded experimental

data which is shown in Fig. 5.3. This is important if one wants want to study the effect of

the conditioning beams on the absorption of the gold films. We know that T+R+A+S = 1,

where T is transmission, R is reflection, A is absorption, and S is scattering of light from the

sample. Assuming that the change in thickness of the sample does not change the scattering

behavior of it, we have

∆A = −∆R−∆T, (5.1)

which means that recording the transmittance and reflectance of light provides us with

information about the absorption of the sample.
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Figure 5.3: Measured dependence of ∆R as a function of sample thickness ℓ. In blue
the conditioning beams are p-polarized and the signal beam is s-polarized. In red the
conditioning are s-polarized and the signal beam is p-polarized. Note that any changes are
within the measurement error bars.

The error bars on the ∆R are too large. This is because of the error of our experimental

setup and the fact that the effect under study, if it exists, is very small. This means that

we cannot conclude whether there is a modulation of the reflection due to the presence of

conditioning beams given the error bars.

Measuring both transmission and reflection using calibrated photodiodes allows us to

study the modification of the absorption of gold due to conditioning beams. As the change in

reflection is not significant within the experimental error bars, the modification of absorption

is simply the opposite of the transmission modulation which is shown in Fig. 5.4. One

can argue that the presence of the conditioning beams temporarily transforms gold into a

“better” conductor.

5.1.3 Pulse duration dependence of EIM in gold

The effect of pulse duration on the observed phenomenon is shown in Fig. 5.5. This is

with both possible polarization combinations of the conditioning and signal beams. As

was discussed before, it is expected for the ∆T to become smaller as the pulse duration
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Figure 5.4: The effect of the presence of conditioning beams on the absorption of thin gold
films. This is calculated from the reflection and transmission data. Due to the fact that the
error bar on ∆R is too big, ∆A is simply equal to −∆T

becomes longer. This is because the relaxation time of electrons in gold is short, i.e., ∼15 fs.

The experimental result is in agreement with the predicted behavior. Increasing the pulse

duration suppresses the change in transmittance. We also perform the experiment with

different laser pulse duration. As shown in Fig. 5.5, ∆T becomes smaller by increasing the

laser pulse duration in agreement with the model.

5.2 EIM in platinum

The second metal used for this study is platinum. Gold and platinum have similar optical

properties, and both do not oxidize easily, which is an important characteristic for the

metal used in this study. The theoretical prediction of the EIM for gold and platinum

was discussed before and can be seen in Fig. 3.16. Briefly, we expect to see similar EIM

effects in platinum, i.e., a decrease in transmission of the signal beam in the presence of the
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Figure 5.5: Measured dependence of ∆T as the pulse duration τ of the conditioning beams
is changed. The sample here is a 50 Å thick gold. Glass is introduced in the beam to add
varying amounts of GDD, which broadens the pulse duration. The model for EIM predicts
∆T → 0 as τ exceeds the metal’s relaxation time τe; behavior that is seen here.

conditioning beams.

In order to estimate the laser peak intensity of the conditioning beams, we use the imaged

focal spot size, as shown in Fig. 5.6. We estimate the peak intensity of the conditioning

beams for the experiments on platinum to be about an order of magnitude smaller than the

experiments involving gold. So, the peak intensity is ≤ 1010 W/cm2.

5.2.1 EIM of transmission in platinum thin films

The EIM effect on the transmission of the signal beam is studied with the same method

as was done for gold. As was mentioned, the intensity of the conditioning beams is lower

than the case with gold films. Figure 5.7 shows a comparison between the theoretical

and experimental results. Note that the model and measurement data are re-plotted after

normalizing each curve to −1, as more work is required to understand the behavior of the

EIM in platinum. The experimental effort with a 20 Å sample resulted in a positive ∆T ,
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Figure 5.6: (a) and (d) the imaged focal spots of the two conditioning beams. (b) and (d)
and (c) and (e) show the projection of the spot size on x and y axis, respectively. This is the
focus analysis for estimating the peak intensity of the conditioning beams with platinum
thin films.
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and it is not shown here. This is mainly because the results for platinum are preliminary,

and more work is required to ensure no significant error is present. The behavior in Fig. 5.7

is similar with what is reported of gold and qualitatively agrees with the theoretical results

of the EIM effect for platinum. A decrease in transmission of the signal beam is observed

due to the presence of the conditioning beams. The fact that the EIM effect here is smaller

than gold could be partially due to the lower intensity of the conditioning beams.

Figure 5.7: Measurements of EIM in platinum. In (a) is shown ∆T as a function of sample
thickness ℓ. The data point of 20 Å sample thickness shows a drastic difference from what
was reported for gold. More work is required to understand what causes this difference. In
(b), the model and measurement data are re-plotted after normalizing each curve to −1 for
the same polarization case as in (a). The data point of 20 Å sample is not shown here.
There is a qualitative agreement between the model and the experimental results. However,
more work is required to understand EIM in platinum.
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5.3 Other possible effects

It is well known that the optical properties of metals can be temporarily altered by the ther-

malization of conduction electrons [19–31, 79–82]. After excitation, electrons will eventually

thermalize with the lattice via, e.g., electron-phonon relaxation. This process happens over

about a few hundred femtoseconds to a few picoseconds [19–31, 79–82]. So, we do not expect

such slow processes to play a role in the observed effect.

Surface plasmonic effects are the other candidate for describing the observed phenomena

that were briefly introduced in Chapter 2. For them to be excited [41, 46–49, 69–78], both

momentum and energy conservation conditions should be satisfied [41]. This requires the

excitation of surface plasmons to happen at an interface between the thin-film metal sample

and a medium with n > 1, where n is the refractive index. For this condition to be satisfied,

there should be a layer of oxide on the gold or platinum sample. But they do not oxidize

easily, which makes the presence of plasmonic effects less probable. Also, plasmonic effects

are very sensitive to the thin-film metal sample thickness [41]. For gold, the optimum

thickness is ∼500 Å to see maximum plasmonic effects [41], which is substantially greater

than the thickness in our study. From the experimental data, one can rule out the presence

of the plasmonic effects as well. Surface plasmonic effect result in a decrease in the reflected

light [41], which is not is observed.

Another possibility for the excitation of surface plasmons is the presence of sub-wavelength

holes in metal films. The presence of such holes however, results in an enhancement of the

transmittance [41, 46–49] rather than the reduction we see in the experiments. To fur-

ther rule out plasmonic effects, the experiment is performed with two crossed polarization

combinations (signal/conditioning: s/p and p/s). Because surface plasmons are excited on

a smooth metal film only with p-polarized light [41], the observation of nonzero ∆T in

Fig. 5.2(a) for both polarization combinations suggests that plasmonic effects are unlikely

to be significant.
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Chapter 6

Conclusion and future work

The possibility of altering the optical properties of thin metal films using few-cycle laser

pulses with a central wavelength of 790 nm is explored. We call this phenomenon electro-

magnetically induced modification (EIM) of metal optical properties. It occurs due to the

electron redistribution in the sample because of the presence of a standing wave pattern

formed on the sample using the ultrafast laser. A theoretical model based on classical ar-

guments is used to predict the behavior of EIM as a function of sample thickness. The

transmission of a third signal beam is expected to decrease due to the presence of the condi-

tioning beams. One can thus argue that the presence of the conditioning beams temporarily

transforms gold into a “better” conductor.

In order to test this predicted phenomenon, a proof-of-principle experiment is performed

on thin gold films. The experimental results are consistent with the prediction of the theo-

retical model of EIM. The experiments are done with two polarization combinations to argue

that the presence of plasmonic effects is unlikely. Also, a pulse duration study reveals that

the EIM effect decreases as the laser pulse duration increases, which is also in agreement

with the model.

To further study EIM, preliminary studies of the effect with platinum are also presented.

EIM is observed for platinum. This makes the possibility of any plasmonic effects further
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less likely as they are very sensitive to the sample material. More work is planned to study

and understand the EIM effect in platinum films.

For both gold and platinum, good qualitative agreement between the experimental and

theoretical results is found. In other words, the functional behaviors of the experimental and

theoretical results are the same, but the magnitudes are different, which we think is because

of experimental uncertainties and the simplicity of the model used. More experiments

are planned in order to further understand the EIM effect. This includes performing the

experiment using another metal and changing the geometrical configuration of the standing

wave pattern. We hope that these additional experiments help us understand the EIM effect

even further.

To summarize, a new phenomenon is reported here that occurs at a timescale as short

as ∼10 fs, that we hypothesize it is only due to the free electrons in the metal sample. This

process makes the alteration of the optical properties of a gold and platinum thin film on a

short timescale possible. We believe that it is the first time, to the best of our knowledge,

that such phenomenon is reported.

This phenomenon could be observed, in principle, using any wavelength of light for which

the metal film is highly reflective as long as no interband transitions occur. This means that

EIM can have many possible applications. For example, one could consider more complex

fringe patterns and the consequence their structures could have on ∆T . In other words, it

may be possible to demonstrate a “dynamic metamaterial” where the optical properties of

a metal film are adjustable externally. A simple version of this idea will be used to study

the dependence of EIM on the fringe pattern. This will be done by simple changing the

angle of incidence of the conditioning beams, which results in different fringe spacing that

could alter the electron density redistribution in different ways. Moreover, the possibility

of studying EIM using metal films other than gold and platinum will be explored. This is

challenging as other possible candidates, such as silver for example, oxidize faster and easier

than gold and platinum which is not desirable for studying EIM.
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