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#### Abstract

In this article, we combine a domain decomposition method in space and time for optimal control problems with PDE-constraints described in [2] to a simultaneous space-time decomposition applied to optimal control problems for systems of linear hyperbolic equations with distributed control. We thereby extend the recent work [31, 32] and answer a long standing open question as to whether the combination of time- and space-domain decomposition for the method under consideration can be put into one single convergent iteration procedure. The algorithm is designed for a semi-elliptic system of equations obtained from the hyperbolic optimality system by the way of reduction to the adjoint state. The focus is on the relation to the classical procedure introduced by P. L. Lions [25] for elliptic problems.
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## 1. Introduction

Spatial domain decomposition methods as well as time-domain decomposition for partial differential equations (PDEs) have been a subject of intense research in the past. See e.g., the web site http://www.ddm.org where the biannual conferences since 1987 are listed together with the corresponding downloadable proceedings. Obviously, there is an overwhelming amount of literature that cannot be reflected here by any means. The wealth of articles and even monographs related to the topic, however, shrinks drastically when it comes to the decomposition of optimal control problems for partial differential equations and even more when convergence of the iterative methods is considered on the PDE-level. In optimal control of PDEs, the decomposition of the first order optimality system is the most intuitive approach, as the optimization problem is then replaced by a system of coupled PDEs, the state equation and the adjoint equation. Our particular interest is in such methods which result in a decomposed system which, in turn, can be seen as an optimality system associated with a virtual control problem on a smaller space-time domain. In this sense, one aims at the decomposition of the original
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optimal control problem to similar problems on smaller domains that, in turn, can be solved in parallel.

Generally speaking, for time-domain decomposition, given a PDE with time domain $[0, T]$, the idea is to introduce a coarse time discretization of $[0, T]$ into a disjoint union of subintervals $I_{k}:=\left[T_{k}, T_{k+1}\right]$ with $[0, T]=\mathrm{cl} \bigcup_{k=1}^{K}\left(T_{k}, T_{k+1}\right)$ and then to iteratively decouple the PDE such that on each subinterval $I_{k}$, the same PDE is solved together with conditions at the breakpoints $T_{k}$ that couple the states at the current iteration $n+1$ with those at iteration $n$. We may trace back the contributions to the seminal paper [7] by J. L. Lions et al., in which the so-called parareal-scheme has been introduced. In $[23,24]$, the authors further developed the scheme and applied it to quantum control problems. This scheme has then later been identified as a variant of the common multiple-shooting method; see, e. g., [8]. These methods, which consist of a coupling of coarse grain discrete-in-time solutions at the break points with a parallel computation of full (respectively, small grain) solutions on the subintervals, were first developed for the mere simulation of nonlinear PDEs. In the article [4], the authors, for the first time, considered the time-domain decomposition of optimal control problems for the time-dependent Maxwell system. Later, in [3], a broad number of such problems-even combined with a spatial domain decomposition for PDEs on networked domains-have been investigated. We also refer to [11] and [9], where methods related to multiple-shooting have been provided along with applications for the heat equation. During the last decade, there has been an increasing interest in applying time- and space-domain decomposition techniques to optimal control problems; see, e. g., [17-22]. The goal of this article is to extend the timedomain decomposition method of $[2,3]$ to optimal control problems involving linear hyperbolic systems of conservation laws to time-space-decompositions. We are particularly interested in applications that focus on processes on metric graphs or networks. As examples, we will focus on networks of strings or rods. Systems that are related to gas flow in pipe networks, after proper linearization around an equilibrium state, are easily seen to fit into the framework of this article-for the model; see, e.g., $[15,16]$. Such problems on metric graphs, where the edges, which are representative of the spatial domains of the corresponding PDEs, are coupled at the vertices of the graph, can be transcribed into two-point initial boundary value problems with a possibly large number of state variables; see Example 2.1 for further explanation. The issue of existence of solutions to optimal control problems, in particular in the context of possibly nonsmooth, say $L^{2}(0, T)$, boundary controls is not settled for the type of systems considered. For a class of distributed controls in the context of semi-linear systems, where the spatial part is fixed, we refer to [12]. As for the well-posedness of the optimality system, we refer to the work [1] of Brokate, but include the arguments for the linear case-which is under consideration here - in section 3 . We also remark that the iterative timedomain decomposition considered here can be interpreted in a way in the context of the classic Robin-Robin-type Schwarz-method introduced by P. L. Lions [25], which has been interpreted by Glowinski and Le Tallec in [26] as a variant of
their Uzawa-type saddle-point algorithm. This algorithm, in turn, results from an augmented Lagrangian formulation of the interface problem. Indeed, for the timedomain decomposition, say with two time intervals, one may regard the optimality system as a second-order boundary value problem in space and time. The analogue of the P. L. Lions algorithm with the addition of a damped-Richardson relaxation, see [27], is then related to our method. This will be made more explicit in due course. The article is organized as follows. We begin with the problem statement in Section 1, where we include a detailed discussion of an example of a network of controlled strings or rods, in fact a star graph. In Section 2, we introduce the space-time-domain decomposition method for the overall optimality system into systems on the subdomains. In section 3, we gather some known facts about the well-posedness of the optimality system and provide a result for the resulting reduced system. In Section 4, we discuss the convergence of the iteration. Section 5 contains the development of an a posteriori error estimate for our iteration. Finally, in Section 6, we provide an interpretation of the method and the results in the context of the original optimal control problem, whereas in section 7, we summarize our results and pose some open problems.

## 2. Problem Statement

Let $y(t, x) \in \mathbb{R}^{d}, t \in[0, T], x \in[0, L]$, denote the state and let

$$
\Lambda=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}, \lambda_{m+1}, \ldots, \lambda_{d}\right) \in \mathbb{R}^{d \times d}
$$

with constant numbers

$$
\lambda_{1} \geqslant \lambda_{2} \geqslant \cdots \geq \lambda_{m}>0>\lambda_{m+1} \geqslant \ldots \geqslant \lambda_{d}
$$

represent the physics of the system, taken in characteristic coordinates to make the mathematical description simpler. We use the block-matrix abbreviation

$$
\Lambda=\operatorname{diag}\left(\Lambda^{+}, \Lambda^{-}\right),
$$

with $\Lambda^{+}:=\operatorname{diag}\left(\lambda_{1}, \ldots, \lambda_{m}\right)$ and $\Lambda^{-}:=\operatorname{diag}\left(\lambda_{m+1}, \ldots, \lambda_{d}\right)$. Accordingly, we denote the first $m$ components of the state by $y^{+}$and the remaining $d-m$ components by $y^{-}$such that $y=\left(y^{+}, y^{-}\right)^{\top}$. For the sake of simplicity, we consider here separated boundary conditions. To this end, we introduce a block matrix $K$ as follows

$$
K:=\left[\begin{array}{ll}
K^{00} & K^{01}  \tag{2.1}\\
K^{10} & K^{11}
\end{array}\right]
$$

where
$K^{00}=0 \in \mathbb{R}^{m \times m}, \quad K^{01} \in \mathbb{R}^{m \times(d-m)}, \quad K^{10}=0 \in \mathbb{R}^{(d-m) \times m}, \quad K^{11} \in \mathbb{R}^{(d-m) \times(d-m)}$.
Let $B_{d}$ signifies the input operator for distributed controls $u$. In fact, in these notes, we set $B_{d}=I$. We will comment on this special choice in due course. We
consider separated two-point boundary value problems for systems of hyperbolic linear equations of the form

$$
\begin{align*}
\partial y t+\Lambda \partial y x & =B_{d} u, & (t, x) \in(0, T) \times(0, L) \\
\binom{y^{+}(t, 0)}{y^{-}(t, L)} & =K\binom{y^{+}(t, L)}{y^{-}(t, 0)}, & t \in(0, T)  \tag{2.2}\\
y(0, x) & =y_{0}(x), & x \in(0, L)
\end{align*}
$$

Moreover, $u$ is taken to represent distributed controls, where $u(t, x) \in \mathbb{R}^{d}$. Finally, $y_{0}(x) \in \mathbb{R}^{d}$ for $x \in[0, L]$ denotes the initial data. We should note that the boundary conditions in (2.2) are in accordance with the standard formulation as in Chapter 6 of [6]. Under these conventions, system (2.2) is a controlled hyperbolic and linear system. In addition to (2.2), we consider the natural tracking-type cost function

$$
\begin{equation*}
J(u, y):=\frac{\kappa}{2} \int_{0}^{T} \int_{0}^{L}\left\|y-y_{d}\right\|^{2} \mathrm{~d} x \mathrm{~d} t+\frac{\nu}{2} \int_{0}^{T} \int_{0}^{L}\|u\|^{2} \mathrm{~d} x \mathrm{~d} t \tag{2.3}
\end{equation*}
$$

The considered control problem is thus given by

$$
\begin{equation*}
\min _{u, y} J(u, y) \quad \text { s.t. }(u, y) \text { satisfies }(2.2) \tag{2.4}
\end{equation*}
$$

It is a matter of standard variations to derive the adjoint system from the first variation of the Lagrangian function

$$
L(u, y, p)=J(u, y)+\int_{0}^{T} \int_{0}^{L} p^{\top}\left(\partial y t+\Lambda \partial y x-B_{d} u\right) \mathrm{d} x \mathrm{~d} t
$$

The details are left to the reader. We obtain the following optimality conditions governing the adjoint variable $p$

$$
\begin{align*}
\partial_{t} p+\Lambda \partial_{x} p & =\kappa\left(y-y_{d}\right), & (t, x) \in(0, T) \times(0, L), \\
\binom{p^{+}(t, L)}{p^{-}(t, 0)} & =\tilde{K}\binom{p^{+}(t, 0)}{p^{-}(t, L)}, & t \in(0, T),  \tag{2.5}\\
p(T, x) & =0, & x \in(0, L),
\end{align*}
$$

where the boundary matrix $\tilde{K}$ is given by

$$
\begin{equation*}
\tilde{K}:=\operatorname{diag}\left(\left(\Lambda^{+}\right)^{-1},\left|\left(\Lambda^{-}\right)^{-1}\right|\right) K^{\top} \operatorname{diag}\left(\Lambda^{+},\left|\Lambda^{-}\right|\right) \tag{2.6}
\end{equation*}
$$

and the absolute value signs indicates absolute values of the diagonal entries.
After solving (2.5), the required distributed controls are computed by invoking the following formula

$$
\begin{equation*}
u(t, x)=\frac{1}{\nu} B_{d}^{\top} p(t, x), \quad(t, x) \in(0, T) \times(0, L) \tag{2.7}
\end{equation*}
$$

obtained from the first variation of the Lagrangian function.

Example 2.1 (A network of strings). We consider a star-graph consisting of $m$ strings or rods connected at a multiple node located at $x=0$. The individual strings are stretched along an interval $[0, L]$. Each string is represented by a displacement $w_{i}(t, x)$ for $x \in[0, L]$ and $t \in[0, \infty)$. We assume, for the sake of simplicity, that the stiffness of the strings $c_{i}$ are constant and are, in fact, even identical to 1 . The more general case can be handled easily but necessitates more detailed description which, in turn, is not appropriate here. These strings or rods form a network located in the plane and $w_{i}(t, x)$ is either the out-of-the-place displacement of the $i$-th string or the longitudinal displacement of the $i$-th rod. We assume that the strings (or rods) satisfy a linear undamped wave equation such that at $x=0$, the displacements are equal for all times and the sum of forces is 0 . At the simple nodes, i. e., at $x=L$, the strings $i=2, \ldots, m$ are subject to Neumann boundary conditions, while string $i=1$ is clamped (i. e., Dirichlet boundary condition). The corresponding system can be written as

$$
\begin{array}{rlrl}
\partial_{t t} w_{i}-\partial_{x x} w_{i} & =\left(B_{d} u\right)_{i}, & (t, x) \in(0, T) \times(0, L), i=1, \ldots, m, \\
w_{i}(t, 0) & =w_{j}(t, 0), & t \in(0, T), i, j=1, \ldots, m, \\
\sum_{i=1}^{m} \partial_{x} w_{i}(t, 0) & =0, & & \text { in }(0, T), \\
w_{1}(t, L) & =0, & t \in(0, T), \\
\partial_{x} w_{i}(t, L) & =0, & t \in(0, T), i=2, \ldots, m, \\
w_{i}(0, x) & =w_{i 0}(x), & x \in(0, L), i=1, \ldots, m, \\
\partial_{t} w_{i}(0, x) & =w_{i 1}(x), & & x \in(0, L), i=1, \ldots, m .
\end{array}
$$

We now transform (2.8) into the format (2.2). In a first step, we transform (2.8a) into a $2 \times 2$-system. To this end, we set

$$
z_{i, 1}:=\frac{1}{2}\left(\partial_{t} w_{i}-\partial_{x} w_{i}\right), \quad z_{i, 2}:=\frac{1}{2}\left(\partial_{t} w_{i}+\partial_{x} w_{i}\right)
$$

Hence

$$
\partial_{t} w_{i}=z_{i, 1}+z_{i, 2}, \quad \partial_{x} w_{i}=z_{i, 2}-z_{i, 1},
$$

and, therefore

$$
\partial_{t}\binom{z_{i, 1}}{z_{i, 2}}+\left[\begin{array}{cc}
1 & 0 \\
0 & -1
\end{array}\right] \partial_{x}\binom{z_{i, 1}}{z_{i, 2}}=\frac{1}{2}\binom{B_{d} u_{i}}{B_{d} u_{i}} .
$$

We define

$$
y_{i}=z_{i, 1}, \quad i=1, \ldots, m ; \quad y_{i}=z_{i-m, 2}, \quad i=m+1, \ldots, 2 m=: d .
$$

Then, the transmission conditions (2.8b) and (2.8c) can be equivalently written as

$$
\left(\begin{array}{c}
y_{1}  \tag{2.9}\\
\vdots \\
y_{m}
\end{array}\right)(t, 0)=-\frac{1}{m}\left[\begin{array}{cccc}
m-2 & -2 & \cdots & -2 \\
-2 & m-2 & \cdots & -2 \\
\vdots & \vdots & \ddots & \vdots \\
-2 & -2 & \cdots & m-2
\end{array}\right]\left(\begin{array}{c}
y_{m+1} \\
\vdots \\
y_{d}
\end{array}\right)(t, 0) .
$$

We introduce the matrix $S$ such that

$$
(S \varphi)_{i}:=\left(\frac{2}{m} \sum_{j=1}^{m} \varphi_{j}-\varphi_{i}\right)
$$

Thus, (2.9) reads as $y^{+}(0)=S y^{-}(0)$, where we have set $y^{+}:=\left(y_{1}, \ldots, y_{m}\right)^{\top}$ and $y^{-}:=\left(y_{m+1}, \ldots, y_{d}\right)^{\top}$. The matrix $S$ has nice properties. It can be interpreted as a scattering matrix. In particular,

$$
\sum_{i=1}^{m}(S \varphi)_{i}=\sum_{i=1}^{m} \varphi_{i} \quad \text { and } \quad S S \varphi=\varphi
$$

holds. At $x=L$, we have, at least formally for sufficiently regular states,

$$
\partial_{t} w_{1}(t, L)=0 \quad \Rightarrow \quad z_{1,1}(t, L)+z_{1,2}(t, L)=0 \quad \Rightarrow \quad y_{1}(t, L)=-y_{m+1}(t, L)
$$

for the clamped string and

$$
\partial_{x} w_{i}(t, L)=0 \quad \Rightarrow \quad z_{i, 2}(t, L)-z_{i, 1}(t, L)=0
$$

for the other strings. This provides the boundary conditions at the end $x=L$ :

$$
\begin{aligned}
y_{1}(t, L) & =-y_{m+1}(t, L), \\
y_{i}(t, L) & =y_{m+i}(t, L), \quad i=2, \ldots, m .
\end{aligned}
$$

In case of $K^{00}=0, K^{11}=0$, as well as $K^{01}=S$ and $K^{10}=\operatorname{diag}(-1, \ldots,-1)$, we obtain the boundary condition

$$
\binom{y^{+}(t, 0)}{y^{-}(t, L)}=\left[\begin{array}{cc}
0 & K^{01} \\
K^{10} & 0
\end{array}\right]\binom{y^{+}(t, L)}{y^{-}(t, 0)} .
$$

Thus, our example is of the format (2.2), however, with separated boundary conditions.
Remark 2.1. We remark that there are many more examples that exactly fit into this framework after linearization. These are, e.g., networks of open channels with the dynamics governed by the shallow water equations with wall friction (see, e. g., [13]), or networks of gas pipelines [15]. Moreover, networks of linear Timoshenko beams (see the semi-linear model in [14]) can be written in the framework of (2.2) as well. In these notes, we insist on linear systems in order to make the procedure clear. The semi-linear case is treated in a forthcoming publication.

In contrast to [31,32], we eliminate the state variable via formal differentiating the differential equation in (2.5) w.r.t $x$ followed by multiplying by $\Lambda$ and w.r.t $t$. We arrive at

$$
\begin{align*}
\Lambda \partial_{x t} p+\Lambda^{2} \partial_{x x} p & =\kappa\left(\frac{1}{\nu} B_{d} B_{d}^{\top} p-\partial_{t} y-\partial_{x} y_{d}\right),  \tag{2.10}\\
\partial_{t t} p+\Lambda \partial_{x t} p & =\kappa\left(\partial_{t} y-\partial_{t} y_{d}\right)
\end{align*}
$$

The second equation of (2.10) yields

$$
\kappa \partial_{t} y=\partial_{t t} p+\Lambda \partial_{x t} p+\kappa \partial_{t} y_{d},
$$

which used in the first equation of (2.10) to obtain

$$
\begin{equation*}
\partial_{t t} p+2 \Lambda \partial_{t x} p+\Lambda^{2} \partial_{x x} p-\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p=\kappa\left(\partial_{t} y_{d}+\Lambda \partial_{x} y_{d}\right)=:-\kappa f . \tag{2.11}
\end{equation*}
$$

We introduce the block matrix

$$
\mathcal{A}:=\left[\begin{array}{cc}
I & \Lambda  \tag{2.12}\\
\Lambda & \Lambda^{2}
\end{array}\right]
$$

which is symmetric and positive semi-definite. Indeed, with

$$
\begin{equation*}
\Phi=\left(\phi_{1}, \phi_{2}\right)^{\top}, \quad \phi_{1}, \phi_{2} \in \mathbb{R}^{d}, \tag{2.13}
\end{equation*}
$$

we have

$$
\Phi^{\top} \mathcal{A} \Phi=\left\|\phi_{1}+\Lambda \phi_{2}\right\|^{2}>0
$$

unless $\Phi \in \operatorname{ker} \mathcal{A}=\left\{\Phi: \phi_{1}+\Lambda \phi_{2}=0\right\}$ in which case $\Phi^{\top} \mathcal{A} \Phi=0$. Define the timespace nabla-operator

$$
\begin{equation*}
\nabla:=\left(\partial_{t}, \partial_{x}\right)^{\top}, \tag{2.14}
\end{equation*}
$$

then with the divergence $\operatorname{div} \Phi:=\nabla \cdot \Phi=\partial_{t} \phi_{1}+\partial_{x} \phi_{2}$ and the gradient $\operatorname{grad} \phi$ $:=\nabla \phi=\left(\partial_{t} \phi, \partial_{x} \phi\right)^{\top}, \phi \in \mathbb{R}^{d}$, (2.11) turns into a degenerate Poisson equation in divergence form

$$
\begin{equation*}
-\nabla \cdot(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p=\kappa f . \tag{2.15}
\end{equation*}
$$

Clearly, equation (2.15) holds on the rectangular domain $\Omega:=(0, T) \times(0, L)$. In order to rewrite the initial and boundary conditions in (2.2), (2.5) in terms of the state $p$ and its co-normal derivative related to $\mathcal{A}$ (see, e. g., [30]) we note that: 1) the outer normal orts at the time-like boundaries $\Gamma_{3}:=\{(0, x) \mid x \in(0, L)\}$ and $\Gamma_{4}:=\{(T, x) \mid x \in(0, L)\}$ are $\left(\nu_{t}, \nu_{x}\right)=(-1,0)$ and $\left(\nu_{t}, \nu_{x}\right)=(+1,0)$, respectively, while the outer normal orts at the space-like boundaries $\Gamma_{1}:=\{(t, 0) \mid t \in(0, T)\}$ and $\Gamma_{2}:=\{(t, L) \mid t \in(0, T)\}$ are $\left(\nu_{t}, \nu_{x}\right)=(0,-1)$ and $\left(\nu_{t}, \nu_{x}\right)=(0,+1)$, respectively; 2) $\mathcal{A} \in \mathbb{R}^{2 d \times 2 d}$, such that each block $\left(a_{i j}\right)_{i, j=1}^{2}$ of $\mathcal{A}$ is in $\mathbb{R}^{d \times d}$. Then, denoting the classical trace of $p$ by $\operatorname{tr}(p)=p(t, x),(t, x) \in \partial \Omega$, and relating the values 1 and 2 of the indices $i, j$ to the directions $t$ and $x$, respectively, we have

$$
\begin{equation*}
\partial_{\nu_{\mathcal{A}}} p(t, x):=\sum_{i, j=1}^{2} a_{i j} \operatorname{tr}\left(\partial_{j} p(t, x)\right) \nu_{i}(t, x), \quad(t, x) \in \partial \Omega . \tag{2.16}
\end{equation*}
$$

Using this definition, we can write the co-normal derivatives explicitly as follows

$$
\begin{align*}
-\partial_{\nu_{\mathcal{A}}} p(t, 0) & =\Lambda\left(\partial_{t} p(t, 0) \partial_{x} p(t, 0)\right), & & t \in(0, T), \\
\partial_{\nu_{\mathcal{A}}} p(t, L) & =\Lambda\left(\partial_{t} p(t, L)+\Lambda \partial_{x} p(t, L)\right), & & t \in(0, T), \\
-\partial_{\nu_{\mathcal{A}}} p(0, x) & =\partial_{t} p(0, x)+\Lambda \partial_{x} p(0, x), & & x \in(0, L),  \tag{2.17}\\
\partial_{\nu_{\mathcal{A}}} p(T, x) & =\partial_{t} p(T, x)+\Lambda \partial_{x} p(T, x), & & x \in(0, L) .
\end{align*}
$$

We now go back to the boundary conditions at $x \in\{0, L\}$ in (2.2), (2.5), (2.1) which in the special case of this article are rewritten as

$$
\begin{array}{rlr}
\binom{y^{+}(t, 0)}{y^{-}(t, L)} & =\binom{K^{01} y^{-}(t, 0)}{K^{10} y^{+}(t, L)}, & t \in(0, T), \\
\binom{p^{+}(t, L)}{p^{-}(t, 0)} & =\binom{\left(\Lambda^{+}\right)^{-1}\left(K^{10}\right)^{\top}\left|\left(\Lambda^{-}\right)\right| p^{-}(t, L)}{\left|\left(\Lambda^{-}\right)\right|^{-1}\left(K^{01}\right)^{\top}\left(\Lambda^{+}\right) p^{+}(t, 0)}, \quad t \in(0, T) \tag{2.19}
\end{array}
$$

or in short

$$
\begin{align*}
\left(I,-K^{01}\right) y(t, 0) & =0, & \left(K^{10},-I\right) y(t, L) & =0 \\
\left(\left(K^{01}\right)^{\top}, I\right) \Lambda p(t, 0) & =0, & \left(I,\left(K^{10}\right)^{\top}\right) \Lambda p(t, L) & =0 \tag{2.20}
\end{align*}
$$

We recall the relation between $y$ and $p$

$$
\begin{equation*}
y=\frac{1}{\kappa}\left(\partial_{t} p+\Lambda \partial_{x} p\right)+y_{d} \tag{2.21}
\end{equation*}
$$

which, in turn, can be expressed by the co-normal derivative along the boundary as

$$
\begin{equation*}
y(t, x)=\frac{1}{\kappa} \partial_{\nu_{\mathcal{A}}} p(t, x)+y_{d}(t, x), \quad(t, x) \in \partial \Omega \tag{2.22}
\end{equation*}
$$

Equation (2.21) can be used to rewrite (2.20) as follows

$$
\begin{align*}
\mathcal{B}_{11} \partial_{\nu_{\mathcal{A}}} p(t, 0) & =-\kappa \mathcal{B}_{11} y_{d}(t, 0), & \mathcal{B}_{21} \partial_{\nu_{\mathcal{A}}} p(t, L) & =-\kappa \mathcal{B}_{21} y_{d}(t, L)  \tag{2.23}\\
\mathcal{B}_{10} p(t, 0) & =0, & \mathcal{B}_{20} p(t, L) & =0
\end{align*}
$$

where we have denoted

$$
\begin{array}{ll}
\mathcal{B}_{11}:=\left(I,-K^{01}\right), & \mathcal{B}_{21}:=\left(K^{10},-I\right) \\
\mathcal{B}_{10}:=\left(\left(K^{01}\right)^{\top}, I\right) \Lambda, & \mathcal{B}_{20}:=\left(I,\left(K^{10}\right)^{\top}\right) \Lambda \tag{2.24}
\end{array}
$$

We observe the orthogonality relations $\mathcal{B}_{11} \mathcal{B}_{10}^{\top}=0, \mathcal{B}_{21} \mathcal{B}_{20}^{\top}=0$. Thus, (2.23) provides full boundary conditions of mixed type at the space-like boundaries $\Gamma_{1}$ and $\Gamma_{2}$, while at the time-like boundaries $\Gamma_{3}$ and $\Gamma_{4}$ we have

$$
\begin{equation*}
p(T, x)=0, \quad \partial_{\nu_{\mathcal{A}}} p(0, x)=\kappa\left(y_{0}(x)-y_{d}(0, x)\right), \quad x \in(0, L) \tag{2.25}
\end{equation*}
$$

in fact, we may, for the sake of homogeneous notation, introduce $\mathcal{B}_{40}=I, \mathcal{B}_{41}=0$, $\mathcal{B}_{31}=I, \mathcal{B}_{30}=0$. We put (2.15) together with (2.23) and (2.25) in order to finally formulate a system of semi-elliptic boundary value problems in $\Omega$ :

$$
\begin{align*}
-\nabla \cdot(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p & =-\kappa\left(\partial_{t} y_{d}+\Lambda \partial_{x} y_{d}\right):=\kappa f & & (t, x) \in \Omega \\
\mathcal{B}_{11} \partial_{\nu_{\mathcal{A}}} p(t, x) & =-\kappa \mathcal{B}_{11} y_{d}(t, x), \mathcal{B}_{10} p(t, x)=0, & & (t, x) \in \Gamma_{1} \\
\mathcal{B}_{21} \partial_{\nu_{\mathcal{A}}} p(t, x) & =-\kappa \mathcal{B}_{21} y_{d}(t, x), \mathcal{B}_{20} p(t, x)=0, & & (t, x) \in \Gamma_{2}  \tag{2.26}\\
\mathcal{B}_{31} \partial_{\nu_{\mathcal{A}}} p(t, x) & =\kappa\left(y_{0}(x)-y_{d}(t, x)\right), & & (t, x) \in \Gamma_{3} \\
\mathcal{B}_{40} p(t, x) & =0, & & (t, x) \in \Gamma_{4}
\end{align*}
$$

Remark 2.2. It is important to note that the kernel of $\mathcal{A} \in \mathbb{R}^{2 d \times 2 d}$ consists of the elements $\Phi(2.13)$ such that $\phi_{1}+\Lambda \phi_{2}=0$. Therefore, when applied to $\nabla p$, we see that the differential operator in (2.15) vanishes if and only if $p$ satisfies the equation

$$
\partial_{t} p+\Lambda \partial_{x} p=0
$$

but this is impossible unless $y_{0}=y_{d}(0, \cdot)$ and $y_{d}$ satisfies the same equation and the boundary conditions in (2.2). In this case, the target function is a solution of the original problem with the right initial data and boundary conditions and, consequently, the adjoint variable is identical to zero. This is also intuitive, as under these conditions the cost functional is zero without any control.

We are now going to apply a domain decomposition method to (2.26). The method that we apply is taken from the work of P.L. Lions [25] designed for scalar elliptic problem. This method has been extended to elliptic and hyperbolic problems on networked domains in [2]. In the same spirit, very recently, there has been an extension to time-domain decomposition of optimal control problems for systems of first order semi-linear equations [31,32] including boundary controls and constraints. The decomposition of such problems w.r.t spatial domains, in particular the decoupling within the boundary conditions, which, in turn, relates to a substructuring is under way. In [3] time- and spatial-domain decompositions have been considered, however, in a sequential way. It was noted there that the convergence of the joint time- and spatial-domain decomposition remained open. With the current interpretation of the original optimality system for the state and the adjoint variable $y, p$, respectively, we first attempt the mentioned convergence using an analogue of the scheme proposed in [25].

To this end, we introduce a special decomposition of the time-space domain $\Omega$ in 4 pieces. Obviously, the general decomposition can be handled similarly. To be more specific, we introduce w.l.o.g. $2 t_{1}=T, 2 x_{1}=L$ and organize the subdomains counterclockwise as follows

$$
\begin{array}{ll}
\Omega_{1}:=\left\{(t, x) \in\left(0, t_{1}\right) \times\left(0, x_{1}\right)\right\}, & \Omega_{2}:=\left\{(t, x) \in\left(0, t_{1}\right) \times\left(x_{1}, L\right)\right\} \\
\Omega_{3}:=\left\{(t, x) \in\left(t_{1}, T\right) \times\left(x_{1}, L\right)\right\}, & \Omega_{4}:=\left\{(t, x) \in\left(t_{1}, T\right) \times\left(0, x_{1}\right)\right\} \tag{2.27}
\end{array}
$$

We denote the interfaces $\Gamma_{i j}=\Gamma_{j i}$ between to adjacent domains as

$$
\begin{array}{ll}
\Gamma_{12}:=\left\{\left(t, x_{1}\right) \mid t \in\left(0, t_{1}\right)\right\}, & \Gamma_{23}:=\left\{\left(t_{1}, x\right) \mid\right. \\
\Gamma_{34}:=\left\{\left(t, x_{1}\right) \mid t \in\left(t_{1}, T\right)\right\}, & \Gamma_{41}:=\left\{\left(t_{1}, x\right) \mid x \in\left(0, x_{1}\right)\right\} \tag{2.28}
\end{array}
$$

With this, we can describe the boundaries of the sub-domains. These consist of the transmission boundaries and the external boundaries: $\Gamma_{1, \text { ext }}:=\left(\Gamma_{1} \cup \Gamma_{3}\right) \bigcap \bar{\Omega}_{1}$, $\Gamma_{2, e x t}:=\left(\Gamma_{2} \bigcup \Gamma_{3}\right) \bigcap \bar{\Omega}_{2}, \Gamma_{3, e x t}:=\left(\Gamma_{2} \bigcup \Gamma_{4}\right) \bigcap \bar{\Omega}_{3}, \Gamma_{4, e x t}:=\left(\Gamma_{4} \bigcup \Gamma_{1}\right) \bigcap \bar{\Omega}_{4}$,

$$
\begin{array}{ll}
\partial \Omega_{1}=\Gamma_{12} \bigcup \Gamma_{14} \bigcup \Gamma_{1, e x t}, & \partial \Omega_{2}=\Gamma_{21} \bigcup \Gamma_{23} \bigcup \Gamma_{2, e x t} \\
\partial \Omega_{3}=\Gamma_{32} \bigcup \Gamma_{34} \bigcup \Gamma_{3, e x t}, & \partial \Omega_{4}=\Gamma_{41} \bigcup \Gamma_{43} \bigcup \Gamma_{4, e x t} \tag{2.29}
\end{array}
$$

We provide the Green formula on $\Omega$

$$
\begin{align*}
0 & =\int_{\Omega} \phi^{\top}\left(-\nabla \cdot(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p-\kappa f\right) d \omega=-\int_{\partial \Omega} \phi^{\top} \partial_{\nu \mathcal{A}} p d \gamma \\
& +\int_{\Omega}(\nabla \phi)^{\top} \mathcal{A} \nabla p d \omega+\frac{\kappa}{\nu} \int_{\Omega} \phi^{\top} B_{d} B_{d}^{\top} p d \omega-\kappa \int_{\Omega} \phi^{\top} f d \omega \\
& =\int_{\Omega}\left(\partial_{t} \phi+\Lambda \partial_{x} \phi\right)^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \omega+\frac{\kappa}{\nu} \int_{\Omega}\left(\phi^{\top} B_{d}\right)\left(B_{d}^{\top} p\right) d \omega  \tag{2.30}\\
& +\int_{\Gamma_{1}} \Lambda \phi^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \gamma-\int_{\Gamma_{2}} \Lambda \phi^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \gamma \\
& +\int_{\Gamma_{3}} \phi^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \gamma-\int_{\Gamma_{4}} \phi^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \gamma-\kappa \int_{\Omega} \phi^{\top} f d \omega .
\end{align*}
$$

Let us assume for the sake of simplicity that the target $y_{d}$ is consistent with $y$ in (2.2), i.e.,satisfies the same initial and boundary conditions, while within the domain it is not determined by the state. Then the boundary value contributions in (2.30) (see Remark 2.2) vanish and we obtain

$$
\begin{align*}
& \int_{\Omega} \phi^{\top}\left(-\nabla \cdot(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p-\kappa f\right) d \omega=-\kappa \int_{\Omega} \phi^{\top} f d \omega \\
+ & \int_{\Omega}\left(\partial_{t} \phi+\Lambda \partial_{x} \phi\right)^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) d \omega+\frac{\kappa}{\nu} \int_{\Omega}\left(\phi^{\top} B_{d}\right)\left(B_{d}^{\top} p\right) d \omega . \tag{2.31}
\end{align*}
$$

If we further take $p$ instead of $\phi$ as the test function in (2.31) then we arrive at

$$
\begin{align*}
& \int_{\Omega} p^{\top}\left(-\nabla \cdot(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p-\kappa f\right) d \omega  \tag{2.32}\\
= & \int_{\Omega}\left(\partial_{t} p+\Lambda \partial_{x} p\right)^{2} d \omega+\frac{\kappa}{\nu} \int_{\Omega}\left\|B_{d}^{\top} p\right\|^{2} d \omega-\kappa \int_{\Omega} p^{\top} f d \omega .
\end{align*}
$$

If we we now define $p_{i}:=\left.p\right|_{\Omega_{i}}, i=1, \ldots, 4$, and use the decomposition of $\Omega=\bigcup_{i=1}^{4} \Omega_{i}$ in (2.30), then after taking proper variations in $\phi$, we obtain along the interfaces $\Gamma_{i j}, i, j=1,2,3,4$, the transmission conditions

$$
\begin{array}{ll}
\partial_{\nu_{\mathcal{A}_{1}}} p_{1}\left|\Gamma_{12}+\partial_{\mathcal{A}_{2}} p_{2}\right| \Gamma_{21}=0, & p_{1}\left|\Gamma_{12}=p_{2}\right| \Gamma_{21}, \\
\partial_{\nu_{\mathcal{A}_{1}}} p_{1}\left|\Gamma_{14}+\partial_{\nu_{\mathcal{A}_{4}}} p_{4}\right| \Gamma_{41}=0, & p_{1}\left|\Gamma_{14}=p_{4}\right| \Gamma_{41},  \tag{2.33}\\
\partial_{\nu_{\mathcal{A}_{2}}} p_{2}\left|\Gamma_{23}+\partial_{\nu_{\mathcal{A}_{3}}} p_{3}\right| \Gamma_{32}=0, & p_{2}\left|\Gamma_{23}=p_{3}\right| \Gamma_{32}, \\
\partial_{\nu_{\mathcal{A}_{3}}} p_{3}\left|\Gamma_{34}+\partial_{\nu_{\mathcal{A}_{4}}} p_{4}\right|_{\Gamma_{43}}=0, & p_{3}\left|\Gamma_{34}=p_{4}\right| \Gamma_{43} .
\end{array}
$$

In order to abbreviate and in order to indicate the generic extension to a more general splitting, we introduce the notation

$$
\begin{equation*}
\Omega:=\bigcup_{i=1}^{N} \Omega_{i}, \quad \mathcal{I}:=\{1, \ldots, N\}, \quad \mathcal{I}_{j}:=\left\{i \in \mathcal{I} \mid \Gamma_{i j}=\bar{\Omega}_{i} \cap \bar{\Omega}_{j} \neq \emptyset\right\} . \tag{2.34}
\end{equation*}
$$

In the case discussed above $N=4$. The point of the time-space domain decomposition method is now to replace (2.33) by an iteration in order to decouple the transmission across the artificial interfaces $\Gamma_{i j}$. To this end, we introduce the iteration index $n \in \mathbb{N}$ and set

## Algorithm DDM

1. Given $p_{i}^{n}, \partial \nu_{\mathcal{A}_{i}} p_{i}^{n}$ on $\Gamma_{i j}, i \neq j \in \mathcal{I}$.
2. Compute $p_{i}^{n+1}, i \in \mathcal{I}$ according to

$$
\begin{array}{cl}
-\nabla \cdot\left(\mathcal{A}_{i} \nabla p_{i}^{n+1}\right)+\frac{\kappa}{\nu} B_{d} B_{d}^{\top} p_{i}^{n+1}=\kappa f_{i}, & \text { in } \Omega \\
\mathcal{B}_{i 1} \partial_{\nu_{\mathcal{A}_{i}}} p_{i}^{n+1}=0, \quad \mathcal{B}_{i 0} p_{i}^{n+1}=0, & \text { on } \Gamma_{i, e x t}  \tag{2.35}\\
\partial \nu_{\mathcal{A}_{i}} p_{i}^{n+1}+\beta_{i j} p_{i}^{n}=-\partial \nu_{\mathcal{A}_{j}} p_{j}^{n}+\beta_{i j} p_{j}^{n}:=\alpha_{i j}^{n}, & \text { on } \Gamma_{i j}, j \in \mathcal{I}_{i} .
\end{array}
$$

3. $n \rightarrow n+1$, go to step 1 .

Here, the parameters $\beta_{i j}$ are freely chosen as positive numbers.
It is obvious that this scheme is consistent in the sense that if we assume convergence then in the limit the transmission conditions (2.33) are satisfied.

## 3. Remarks on the well-posedness of the optimality system (2.2), (2.5) and (2.26)

We now comment on the well-posedness of the optimality system (2.2), (2.5) as well as (2.26). Optimal control problem (2.4) has been investigated by many authors in the past, see e.g. the early work by D. L. Russell [35] in 1960s. Therefore, the well-posedness of the problem along with the optimality systems seems to be mathematical 'folklore' which, in turn, refers to a fixed point argument. However, a concise statement is not easy to localize in the literature. For that matter, we include the arguments briefly. Indeed, problem (2.2) gives rise to a semigroup in the space $\mathcal{H}:=L^{2}(0, L)^{d}$, where we define the operator

$$
\begin{align*}
\mathcal{L} y & :=\Lambda \partial_{x} y \\
D(\mathcal{L}) & :=\left\{y \in \mathcal{H} \mid \Lambda \partial_{x} y \in \mathcal{H}, \quad\binom{y^{+}(t, 0)}{y^{-}(t, L)}=K\binom{y^{+}(t, L)}{y^{-}(t, 0)}\right\} \tag{3.1}
\end{align*}
$$

and its adjoint

$$
\begin{align*}
\mathcal{L}^{*} p & :=\Lambda \partial_{x} p \\
D\left(\mathcal{L}^{*}\right) & :=\left\{p \in \mathcal{H} \mid \Lambda \partial_{x} p \in \mathcal{H}, \quad\binom{p^{+}(t, L)}{p^{-}(t, 0)}=\tilde{K}\binom{p^{+}(t, 0)}{p^{-}(t, L)}\right\} \tag{3.2}
\end{align*}
$$

The operators $\mathcal{L}$ and $\mathcal{L}^{*}$ are indeed adjoint to each other and it can be seen from [6] [Appendix A] that they generate $C_{0}$-semigroups $\mathcal{S}(t)$ and $\mathcal{S}^{*}(t)$ in $\mathcal{H}$
which are then also mutually adjoint to each other and are contractions. Clearly, using the variation of constants formula for semigroups, one can write down the solution $y$ of (2.2) for a given distributed control $u$ as follows

$$
\begin{equation*}
y(t)=\mathcal{S}(t) y_{0}+\int_{0}^{t} \mathcal{S}(t-s) B_{d} u(s) \mathrm{d} s \tag{3.3}
\end{equation*}
$$

while the solution of the adjoint equation (2.5) is given by

$$
\begin{equation*}
p(t)=\int_{T}^{T-t} \mathcal{S}^{*}(s-(T-t)) \kappa\left[y(T-s)-y_{d}(T-s)\right] \mathrm{d} s \tag{3.4}
\end{equation*}
$$

Using (3.3) in (3.4), we arrive at

$$
\begin{align*}
p(t)= & \kappa \int_{T}^{T-t} \mathcal{S}^{*}(s-(T-t)) \\
& \times\left[\mathcal{S}(T-s) y_{0}+\int_{0}^{T-s} \mathcal{S}(T-s-\tau) B_{d} u(\tau) \mathrm{d} \tau-y_{d}(T-s)\right] \mathrm{d} s  \tag{3.5}\\
= & -\int_{0}^{t} \mathcal{S}^{*}(t-s) \int_{0}^{s} \mathcal{S}(s-\tau) B_{d} u(\tau) \mathrm{d} \tau \mathrm{~d} s \\
& -\kappa \int_{0}^{t} \mathcal{S}^{*}(t-s)\left[\mathcal{S}(s) y_{0}-y_{d}(s)\right] \mathrm{d} s
\end{align*}
$$

As $u=\frac{1}{\nu} B_{d}^{\top} p(2.7)$, we obtain

$$
\begin{align*}
u(t)= & -\frac{\kappa}{\nu} \int_{0}^{t} B_{d}^{\top} \mathcal{S}^{*}(t-s) \int_{0}^{s} \mathcal{S}(s-\tau) B_{d} u(\tau) \mathrm{d} \tau \mathrm{~d} s \\
& -\kappa \int_{0}^{t} B_{d} \mathcal{S}^{*}(t-s)\left[\mathcal{S}(s) y_{0}-y_{d}(s)\right] \mathrm{d} s \tag{3.6}
\end{align*}
$$

and, consequently,

$$
\begin{align*}
& u+\frac{\kappa}{\nu} \int_{0}^{t} B_{d}^{\top} \mathcal{S}^{*}(t-s) \int_{0}^{s} \mathcal{S}(s-\tau) B_{d} u(\tau) \mathrm{d} \tau \mathrm{~d} s  \tag{3.7}\\
& =-\kappa \int_{0}^{t} \mathcal{S}^{*}(t-s)\left[\mathcal{S}(s) y_{0}-y_{d}(s)\right] \mathrm{d} s
\end{align*}
$$

Writing the convolution of two functions $w, v$ as $w * v$, denoting

$$
g:=-\kappa \int_{0}^{t} \mathcal{S}^{*}(t-s)\left[\mathcal{S}(s) y_{0}-y_{d}(s)\right] \mathrm{d} s, \quad \mathcal{R}(t):=B_{d}^{\top} \mathcal{S}^{*} * \mathcal{S} B_{d}
$$

and using the associative law for the convolution, we obtain

$$
\begin{equation*}
u+\frac{\kappa}{\nu} \mathcal{R} * u=g \tag{3.8}
\end{equation*}
$$

Equation (3.8) is a Volterra integral equation of second kind which, according to [34] [Thm. 5.1.1], admits a unique solution $u$ which, in turn, shares the regularity of the right hand side. In particular, if we assume $y_{0}, y_{d} \in D(\mathcal{L})$ such that $\partial_{t} y_{d}+\Lambda \partial_{x} y_{d} \in \mathcal{H}$ then $f \in C^{1}$ and, hence, $u \in C^{1}$. We have, thus, the well-known effect of additional regularity for the optimal control. Obviously, we can infer the well-posedness of the optimality system (2.4), (2.5) with $u$ given by (2.7). The regularity of $u$ and, consequently, on $p$ and $y$ make it possible to arrive at weak solutions for $(2.26)$. To be more explicit, we note that the operator $\nabla \cdot(\mathcal{A} \nabla)$ has functions $p \in\left\{p \in L^{2}(\Omega) \mid \partial_{t} p+\Lambda \partial_{x} p=0\right\}=: \mathcal{Z}$ in its kernel. However, the bilinear form

$$
\begin{align*}
a(p, q) & :=\int_{\Omega}(\nabla q)^{\top} \mathcal{A} \nabla p \mathrm{~d} \omega+\frac{\kappa}{\nu} \int_{\Omega}\left(q^{\top} B_{d}\right)\left(B_{d}^{\top} p\right) \mathrm{d} \omega \\
& =\int_{\Omega}\left(\partial_{t} q+\Lambda \partial_{x} q\right)^{\top}\left(\partial_{t} p+\Lambda \partial_{x} p\right) \mathrm{d} \omega+\frac{\kappa}{\nu} \int_{\Omega}\left(q^{\top} B_{d}\right)\left(B_{d}^{\top} p\right) \mathrm{d} \omega \tag{3.9}
\end{align*}
$$

is coercive if ker $B_{d}=\{0\}$, as $a(p, p)$ then is a norm in $\mathcal{H}^{1}=\left\{p \in H^{1}(\Omega)^{2 d}|p|_{\Gamma_{4}}=0\right\}$. In fact, in the sequel, we take $B_{d}=I$. As with Neumann problems, one can always introduce a quotient space $W=H^{1} / \mathcal{Z}$. Operators such as above are sometimes denoted as semi-elliptic, but that notation does not seem to be unique. We close this section with a summary of the observations above.

Proposition 3.1. Let $y_{d}, y_{0} \in D(\mathcal{L})$ such that $\partial_{t} y_{d}+\Lambda \partial_{x} y_{d} \in \mathcal{H}$, then problem (2.26) admits a unique strong solution.

## 4. Convergence

In order to prove convergence of the proposed domain decomposition method described above in the algorithm DDM, we set $B_{d}=I$ and introduce the errors $\tilde{p}_{i}^{n}:=p_{i}^{n}-p_{i}, n \in \mathbb{N}, i \in \mathcal{I}$. As $p^{n}$ and $p$ satisfy the same system with the same boundary conditions at the external boundary, the data for the variables $\tilde{p}_{i}^{n}$ are identical to zero in the state equations as well on the external boundaries. Therefore, $\tilde{p}_{i}^{n}$ satisfies the system (cf. (2.35))

$$
\begin{array}{ll}
-\nabla \cdot\left(\mathcal{A}_{i} \nabla \tilde{p}_{i}^{n+1}\right)+\frac{\kappa}{\nu} \tilde{p}_{i}^{n+1}=0 & \text { in } \Omega \\
\mathcal{B}_{i 1} \partial_{\nu_{\mathcal{A}_{i}}} \tilde{p}_{i}^{n+1}=0, \quad \mathcal{B}_{i 0} \tilde{p}_{i}^{n+1}=0 & \text { on } \Gamma_{i, e x t}  \tag{4.1}\\
\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n+1}+\beta_{i j} \tilde{p}_{i}^{n}=-\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}+\beta_{i j} \tilde{p}_{j}^{n}:=\alpha_{i j}^{n} & \text { on } \Gamma_{i j}, j \in \mathcal{I}_{i}
\end{array}
$$

where the parameters $\beta_{i j}$ are freely chosen as real positive numbers.
We introduce the space

$$
\begin{equation*}
\mathcal{X}:=\prod_{i=1}^{N} L^{2}\left(\gamma_{i}\right)^{d} \tag{4.2}
\end{equation*}
$$

with the norm given by

$$
\begin{equation*}
\|X\|^{2}=\sum_{i \in \mathcal{I}} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left|\alpha_{i j}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \gamma \tag{4.3}
\end{equation*}
$$

where $\mathcal{X} \ni X=\left(\alpha_{i}\right)_{i \in \mathcal{I}}, \alpha_{i}:=\left(\alpha_{i j}\right)_{j \in \mathcal{I}_{i}}$.
We now introduce the operator $\mathcal{T}: \mathcal{X} \rightarrow \mathcal{X}$, such that

$$
\begin{equation*}
\mathcal{T} X=\left\{(\mathcal{T} X)_{i} \mid i \in \mathcal{I}\right\} \tag{4.4}
\end{equation*}
$$

where (cf. (4.1))

$$
(\mathcal{T} X)_{i}=\left\{(\mathcal{T} X)_{i j} \mid j \in \mathcal{I}_{i}\right\}, \quad(\mathcal{T} X)_{i j}=\alpha_{i j}=\left.\left(-\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}+\beta_{i j} \tilde{p}_{j}\right)\right|_{\Gamma_{i j}}
$$

Then the iteration (4.1) is equivalent to the fixed point iteration

$$
\begin{equation*}
X^{n+1}=\mathcal{T} X^{n}, \quad n=0,1, \ldots \tag{4.5}
\end{equation*}
$$

We compute, omitting the iteration index for a while,

$$
\begin{align*}
\|X\|_{\mathcal{X}}^{2} & =\sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left|\partial \nu_{\mathcal{A}_{i}} p_{i}+\beta_{i j} p_{i}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \gamma \\
& =\sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \int_{\Gamma_{i j}}\left(\frac{1}{2 \beta_{i j}}\left|\partial \nu_{\mathcal{A}_{i}} p_{i}\right|_{\mathbb{R}^{d}}^{2}+p_{i}^{\top} \partial \nu_{\mathcal{A}_{i}} p_{i}+\frac{\beta_{i j}}{2}\left|p_{i}\right|_{\mathbb{R}^{d}}^{2}\right) \mathrm{d} \gamma,  \tag{4.6}\\
\|\mathcal{T} X\|_{\mathcal{X}}^{2} & =\sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left|-\partial \nu_{\mathcal{A}_{j}} p_{j}+\beta_{i j} p_{j}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \gamma \\
& =\sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \int_{\Gamma_{i j}}\left(\frac{1}{2 \beta_{i j}}\left|\partial \nu_{\mathcal{A}_{j}} p_{j}\right|_{\mathbb{R}^{d}}^{2}-p_{j}^{\top} \partial \nu_{\mathcal{A}_{j}} p_{j}+\frac{\beta_{i j}}{2}\left|p_{j}\right|_{\mathbb{R}^{d}}^{2}\right) \mathrm{d} \gamma . \tag{4.7}
\end{align*}
$$

This gives

$$
\begin{equation*}
\|\mathcal{T} X\|_{\mathcal{X}}^{2}-\|X\|_{\mathcal{X}}^{2}=-2 \sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \int_{\Gamma_{i j}} p_{i}^{\top} \partial \nu_{\mathcal{A}_{i}} p_{i} \mathrm{~d} \gamma \tag{4.8}
\end{equation*}
$$

We go back to the notation of errors and use the Green identity on the subdomain $\Omega_{i}$

$$
\begin{align*}
0 & =\int_{\Omega_{i}} \tilde{p}_{i}^{\top}\left(-\nabla \cdot\left(\mathcal{A}_{i} \nabla \tilde{p}_{i}\right)+\frac{\kappa}{\nu} \tilde{p}_{i}\right) \mathrm{d} \omega \\
& =-\int_{\Gamma_{i j}} \tilde{p}_{i}^{\top} \partial_{\nu_{\mathcal{A}_{i}}} \tilde{p}_{i} \mathrm{~d} \gamma+\int_{\Omega_{i}}\left|\partial_{t} \tilde{p}_{i}+\Lambda \partial_{x} \tilde{p}_{i}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \omega+\int_{\Omega_{i}} \frac{\kappa}{\nu} \tilde{p}_{i}^{\top} \tilde{p}_{i} \mathrm{~d} \omega \\
& =-\int_{\Gamma_{i j}} \tilde{p}_{i}^{\top} \partial_{\nu_{\mathcal{A}_{i}}} \tilde{p}_{i} \mathrm{~d} \gamma+a_{i}\left(\tilde{p}_{i}, \tilde{p}_{i}\right) . \tag{4.9}
\end{align*}
$$

With (4.9) we obtain in (4.8)

$$
\begin{equation*}
\|\mathcal{T} X\|_{\mathcal{X}}^{2}-\|X\|_{\mathcal{X}}^{2}=-2\left\{\sum_{i=1}^{N} \int_{\Omega_{i}}\left|\partial_{t} \tilde{p}_{i}+\Lambda \partial_{x} \tilde{p}_{i}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \omega+\int_{\Omega_{i}} \frac{\kappa}{\nu} \tilde{p}_{i}^{\top} \tilde{p}_{i} \mathrm{~d} \omega\right\} \tag{4.10}
\end{equation*}
$$

or, in other words,

$$
\begin{equation*}
\|\mathcal{T} X\|_{\mathcal{X}}^{2}-\|X\|_{\mathcal{X}}^{2}=-2 \sum_{i=1}^{N} a_{i}\left(\tilde{p}_{i}, \tilde{p}_{i}\right) \tag{4.11}
\end{equation*}
$$

Relation (4.11) clearly shows that $\mathcal{T}$ is dissipative. Now instead of the basic iteration (4.5), we introduce the following under-relaxation of (4.5).

$$
\begin{equation*}
X^{n+1}=(1-\epsilon) \mathcal{T} X^{n}+\epsilon X^{n}, \quad \epsilon \in[0,1) \tag{4.12}
\end{equation*}
$$

This together with (4.11) gives

$$
\begin{align*}
\left\|X^{n+1}\right\|_{\mathcal{X}}^{2} & =\left[(1-\epsilon)^{2}+\epsilon^{2}\right]\left\|X^{n}\right\|_{\mathcal{X}}^{2}+2 \epsilon(1-\epsilon)\left(X^{n}, \mathcal{T} X^{n}\right)_{\mathcal{X}} \\
& -2(1-\epsilon)^{2} \sum_{i=1}^{N} a_{i}\left(\tilde{p}_{i}, \tilde{p}_{i}\right) \tag{4.13}
\end{align*}
$$

With the definition

$$
\begin{equation*}
E^{n}:=\sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left(\left|\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}\right|_{\mathbb{R}^{d}}^{2}+\beta_{i j}^{2}\left|\tilde{p}_{i}^{n}\right|_{\mathbb{R}^{d}}^{2}\right) \mathrm{d} \gamma \tag{4.14}
\end{equation*}
$$

we obtain from this and (4.6)

$$
\begin{equation*}
\left\|X^{n}\right\|_{\mathcal{X}}^{2}=E^{n}+\sum_{i=1}^{N} a_{i}\left(\tilde{p}_{i}, \tilde{p}_{i}\right)=: E^{n}+F^{n}, \quad\left\|\mathcal{T} X^{n}\right\|^{2}=E^{n}-F^{n} \tag{4.15}
\end{equation*}
$$

A straightforward calculation shows

$$
\left(X^{n}, \mathcal{T} X^{n}\right) \leqslant E^{n}
$$

and moreover

$$
\begin{equation*}
E^{n+1} \leqslant E^{n}-\sum_{i=1}^{N}\left[(1-2 \epsilon) a_{i}\left(\tilde{p}_{i}^{n}, \tilde{p}_{i}^{n}\right)+a_{i}\left(\tilde{p}_{i}^{n+1}, \tilde{p}_{i}^{n+1}\right)\right] \tag{4.16}
\end{equation*}
$$

With the coefficients $c_{1}(\epsilon):=1-2 \epsilon, c_{n+1}(\epsilon)=1, c_{l}(\epsilon)=2(1-\epsilon), l=2, \ldots, n$, we obtain from (4.16) the crucial inequality

$$
\begin{equation*}
E^{n+1}+\sum_{l=1}^{n+1} c_{l}(\epsilon) \sum_{i=1}^{l} a_{i}\left(\tilde{p}_{i}^{n}, \tilde{p}_{i}^{n}\right) \leqslant E^{1} \tag{4.17}
\end{equation*}
$$

This inequality implies

$$
\begin{equation*}
\sum_{i=1}^{N} a_{i}\left(\tilde{p}_{i}^{n}, \tilde{p}_{i}^{n}\right) \rightarrow 0 \tag{4.18}
\end{equation*}
$$

and $E^{n} \leqslant C$ for some $C>0$. If we recall the form $a_{i}(\cdot, \cdot)$ then (4.18) reads as

$$
\begin{equation*}
\sum_{i=1}^{N}\left\{\int_{\Omega_{i}}\left|\partial_{t} \tilde{p}_{i}+\Lambda \partial_{x} \tilde{p}_{i}\right|_{\mathbb{R}^{d}}^{2} \mathrm{~d} \omega+\int_{\Omega_{i}} \frac{\kappa}{\nu} \tilde{p}_{i}^{\top} \tilde{p}_{i} \mathrm{~d} \omega\right\} \rightarrow 0 \tag{4.19}
\end{equation*}
$$

However, the form $a_{i}(\cdot, \cdot)$ is not elliptic but rather positive semi-definite. Therefore, from (4.19), we may conclude

$$
\begin{equation*}
\tilde{p}_{i}^{n} \rightarrow 0, \quad \text { strongly in } L^{2}\left(\Omega_{i}\right)^{d} \tag{4.20}
\end{equation*}
$$

while

$$
\begin{equation*}
\partial_{t} \tilde{p}_{i}+\Lambda \partial_{x} \tilde{p}_{i} \rightarrow 0, \quad \text { strongly in } L^{2}\left(\Omega_{i}\right)^{d} \tag{4.21}
\end{equation*}
$$

together with (4.20) does, however, not imply $\tilde{p}_{i}^{n} \rightarrow 0$, strongly in $H^{1}\left(\Omega_{i}\right)$. Now, as $E^{n}$ is bounded, we can extract sub-sequences from $\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}, \tilde{p}_{i}^{n}$ on $\Gamma_{i j}$ such that $\left.\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}\right|_{\Gamma_{i j}} \rightharpoonup q,\left.\tilde{p}_{i}^{n}\right|_{\Gamma_{i j}} \rightharpoonup r$, weakly in $L^{2}\left(\gamma_{i}\right)^{d}$. Then we may use the Green identity with a test function $\phi$ on $\Omega_{i}$ to conclude that (4.20), (4.21) imply $q=r=0$. But this holds on subsequences which may not contain to consecutive indices $n, n+1$ as required in the iteration. We may take now advantage of the underrelaxation parameter $\epsilon \in(0,1)$.

Proposition 4.1 (Opial [33]). Let $\mathcal{T}$ be non-expansive with at least one fixed point. Then for each $\epsilon \in(0,1)$ the sequence $\left\{\mathcal{T}_{\epsilon}^{n} X\right\}$ is weakly convergent to a fixed point.

Here we have set $\mathcal{T}_{\epsilon}=\epsilon I+(1-\epsilon) \mathcal{T}$. As we have seen, our map $\mathcal{T}$ is nonexpansive and 0 is in fact the unique fixed point. Thus, we may conclude that entire sequences converge to zero and, moreover, $X^{n} \rightharpoonup 0$ and $\mathcal{T} X^{n} \rightharpoonup 0$. Now, in order to prove strong convergence of $\left\|\mathcal{T} X^{n}-X^{n}\right\|_{\mathcal{X}} \rightarrow 0$, we are going to apply Schaefer's theorem [5]. To this end, we recall the definition of an asymptotic regular map $\mathcal{T}$. Let $\mathcal{C} \subset \mathcal{X}$ closed and convex and $\mathcal{T}$ non-expansive. Then $\mathcal{T}$ is said to be asymptotically regular if for any $X \in \mathcal{C}$ the sequence $\left\{\mathcal{T}^{n+1} X-\mathcal{T}^{n} X\right\}$ tends to zero as $n \rightarrow \infty$.

Proposition 4.2 (Schaefer [5]). If $\mathcal{T}$ has at least one fixed point in $\mathcal{C}$, then the mapping $\mathcal{T}_{\epsilon}$ is asymptotically regular.

From this and (4.15), we infer

$$
\begin{equation*}
\left\|\mathcal{T} X^{n}-X^{n}\right\|_{\mathcal{X}}^{2}=2 E^{n}-2\left(X^{n}, \mathcal{T} X^{n}\right) \rightarrow 0 \tag{4.22}
\end{equation*}
$$

We calculate the second term

$$
\begin{align*}
\left(X^{n}, \mathcal{T} X^{n}\right)= & \sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left(-\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}+\beta_{i j} \tilde{p}_{j}^{n}\right)^{\top}\left(\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}+\beta_{i j} \tilde{p}_{i}^{n}\right) \mathrm{d} \gamma \\
= & \sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left\{-\left(\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}\right)^{\top}\left(\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}\right)+\beta_{i j}^{2}\left(\tilde{p}_{j}^{n}\right)^{\top}\left(\tilde{p}_{i}^{n}\right)\right. \\
& \left.+\beta_{i j}\left[\left(\tilde{p}_{j}^{n}\right)^{\top}\left(\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}\right)-\left(\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}\right)^{\top}\left(\tilde{p}_{i}^{n}\right)\right]\right\} \mathrm{d} \gamma \\
= & \sum_{i=1}^{N} \sum_{j \in \mathcal{I}_{i}} \frac{1}{2 \beta_{i j}} \int_{\Gamma_{i j}}\left[\beta_{i j}^{2}\left(\tilde{p}_{j}^{n}\right)^{\top}\left(\tilde{p}_{i}^{n}\right)-\left(\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}\right)^{\top}\left(\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}\right)\right] \mathrm{d} \gamma \tag{4.23}
\end{align*}
$$

We obtain from this

$$
\begin{equation*}
2 E^{n}-2\left(X^{n}, \mathcal{T} X^{n}\right)=\sum_{i=1}^{N-1} \sum_{\substack{j \in \mathcal{I}_{i} \\ j>i}} \int_{\Gamma_{i j}}\left(\frac{1}{\beta_{i j}}\left|\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}+\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}\right|^{2}+\beta_{i j}\left|\tilde{p}_{i}^{n}-\tilde{p}_{j}^{n}\right|^{2}\right) \mathrm{d} \gamma \tag{4.24}
\end{equation*}
$$

In conclusion, from (4.22) and (4.24), we obtain for all $i, j: j \in \mathcal{I}_{i}$

$$
\begin{array}{rlrl}
\left|\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}+\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n}\right|_{L^{2}\left(\Gamma_{i j}\right)} & \rightarrow 0, & & n \rightarrow \infty  \tag{4.25}\\
\left|\tilde{p}_{i}^{n}-\tilde{p}_{j}^{n}\right|_{L^{2}\left(\Gamma_{i j}\right)} & \rightarrow 0, & n \rightarrow \infty
\end{array}
$$

We have therefore proved our main
Theorem 4.1. Let $\epsilon \in[0,1)$ be given. Then the iteration defined in (4.1) converges in the following sense:

1) $\epsilon=0$

$$
\begin{array}{rlll}
\partial_{t} \tilde{p}_{i}^{n}+\Lambda \partial_{x} \tilde{p}_{i}^{n} \rightarrow 0, & \text { strongly in } L^{2}\left(\Omega_{i}\right)^{d}, & n \rightarrow \infty, \\
\tilde{p}_{i}^{n} \rightarrow 0, & & \text { strongly in } L^{2}\left(\Omega_{i}\right)^{d}, & n \rightarrow \infty .
\end{array}
$$

On a subsequence we have

$$
\begin{array}{rll}
\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n} \rightharpoonup 0, & \text { weakly in } L^{2}\left(\Gamma_{i j}\right)^{d}, & n \rightarrow \infty  \tag{4.26}\\
\tilde{p}_{i}^{n} \rightharpoonup 0, & \text { weakly in } L^{2}\left(\Gamma_{i j}\right)^{d}, & n \rightarrow \infty
\end{array}
$$

2) $\epsilon \in(0,1)$ In addition to case 1$)$, we have

$$
\begin{array}{rll}
\partial \nu_{\mathcal{A}_{i}} \tilde{p}_{i}^{n}+\partial \nu_{\mathcal{A}_{j}} \tilde{p}_{j}^{n} \rightarrow 0, & \text { strongly in } L^{2}\left(\Gamma_{i j}\right)^{d}, &  \tag{4.27}\\
\tilde{p}_{i}^{n}-\tilde{p}_{j}^{n} \rightarrow 0, & \text { strongly in } L^{2}\left(\Gamma_{i j}\right)^{d}, & n \rightarrow \infty .
\end{array}
$$

Thus, the iterates $p_{i}^{n}$ converge to the restriction of solution $\left.p\right|_{\Omega_{i}}$ in Algorithm $D D M$ (2.35) in the sense of 1) and 2), respectively.

Remark 4.1. We can interpret Algorithm DDM (2.35) in the framework of the original problem (2.2). Clearly, (4.26) for $\epsilon=0$ implies

$$
\begin{array}{rlrl}
\tilde{y}_{i}^{n}, \tilde{p}_{i}^{n} & \rightarrow 0, \quad \text { strongly in } L^{2}\left(\Omega_{i}\right)^{d}, & & n \rightarrow \infty \\
\left.\tilde{y}_{i}^{n}\right|_{L^{2}\left(\Gamma_{i j}\right)},\left.\tilde{p}_{i}^{n}\right|_{L^{2}\left(\Gamma_{i j}\right)} & \rightharpoonup 0, & \quad \text { weakly in } L^{2}\left(\Omega_{i}\right)^{d}, &  \tag{4.28}\\
n \rightharpoonup \infty
\end{array}
$$

Moreover, in case $\epsilon \in(0,1)$, we can, in addition to (4.28), infer from (4.27)

$$
\begin{equation*}
\left.\left(\tilde{y}_{i}^{n}-\tilde{y}_{j}^{n}\right)\right|_{L^{2}\left(\Gamma_{i j}\right)},\left.\left(\tilde{p}_{i}^{n}-\tilde{p}_{j}^{n}\right)\right|_{L^{2}\left(\Gamma_{i j}\right)} \rightarrow 0, \quad \text { strongly in } L^{2}\left(\Gamma_{i j}\right)^{d}, \quad n \rightarrow \infty \tag{4.29}
\end{equation*}
$$

## 5. A posteriori error estimates

We now embark on a posteriori error estimates. For the sake of simplicity, we confine ourselves with two subdomains, either horizontal or vertical. So both cases, i.e. time- and space decomposition are covered in principle. We follow the ideas of [29] for scalar elliptic equations and emphasize that we have to deal with systems of semi-elliptic equations. Therefore the arguments deserve a special treatment. We now take two subdomains $\Omega_{i}, i=1,2$ but still use the notation above. We recall the quadratic forms

$$
\begin{align*}
a(p, q)=a_{\Omega}(p, v) & :=\int_{\Omega}\left[(\nabla v)^{\top}(\mathcal{A} \nabla p)+\frac{\kappa}{\nu} v^{\top} p\right] \mathrm{d} \omega \\
a_{i}\left(p_{i}, q_{i}\right)=a_{\Omega_{i}}\left(p_{i}, v_{i}\right) & :=\int_{\Omega_{i}}\left[\left(\nabla v_{i}\right)^{\top}\left(\mathcal{A}_{i} \nabla p_{i}\right)+\frac{\kappa}{\nu} v_{i}^{\top} p_{i}\right] \mathrm{d} \omega \tag{5.1}
\end{align*}
$$

Under the conditions on the target function $y_{d}$, we can rewrite the boundary value problem in terms of the above quadratic forms

$$
\begin{equation*}
a(p, v)=\kappa(f, v), \quad \sum_{i=1}^{2} a_{i}\left(p_{i}, v_{i}\right)=\sum_{i=1}^{2} \kappa\left(f_{i}, v_{i}\right) \tag{5.2}
\end{equation*}
$$

We introduce $\Gamma=\Gamma_{12}=\Gamma_{21}, \beta_{i j}=\beta_{j i}=\beta_{i}$ and the space $V:=\left\{p \in H^{1}(\Omega)^{d} \mid\right.$ $B_{i 0} p=0$ on $\left.\Gamma_{i}, i=1,2,4\right\}, V_{i}=H^{1}\left(\Omega_{i}\right)^{d} \bigcap V, W:=\left\{\left.p\right|_{\Gamma} \mid p \in V\right\} \subset L^{2}(\Gamma)^{d}$. We have a bounded trace operator and its pre-images

$$
\operatorname{tr}_{i}: V_{i} \rightarrow L^{2}(\Gamma)^{d}, \quad \operatorname{tr}_{i}^{-1}: W \rightarrow V_{i}
$$

such that $v_{i} \in V_{i}$ can be expressed as $v_{i}=\operatorname{tr}_{i}^{-1} \phi+v_{0 i}, \phi \in W, v_{0 i} \in V_{i} \bigcap H_{0}^{1}\left(\Omega_{i}\right)^{d}$. Hence,

$$
\begin{equation*}
a_{i}\left(p_{i}, v_{i}\right)+\int_{\Gamma} \beta_{i} v_{i}^{\top} p_{i} \mathrm{~d} \gamma=\int_{\Gamma} v_{i}^{\top} \alpha_{i} \mathrm{~d} \gamma+\kappa \int_{\Omega_{i}} v_{i}^{\top} f_{i} \mathrm{~d} \omega \tag{5.3}
\end{equation*}
$$

According to the boundary conditions at the interface $\Gamma$, we obtain

$$
\alpha_{i}^{n+1}+\alpha_{j}^{n}=\left(\beta_{i}+\beta_{j}\right) p_{j}^{n+1}
$$

This allows us to rewrite the local boundary value problem as

$$
\begin{array}{ll}
a_{i}\left(p_{i}^{n+1}, v_{i}\right)+\left.\beta_{i}\left(p_{i}^{n+1}, v_{i}\right)\right|_{\Gamma}=\left.\left(\alpha_{i}^{n}, v_{i}\right)\right|_{\Gamma}+\kappa\left(f_{i}, v_{i}\right), & v_{i} \in V_{i} \\
\left.\left(\alpha_{i}^{n+1}, \phi\right)\right|_{\Gamma}=\left.\left(\beta_{i}+\beta_{j}\right)\left(p_{j}^{n+1}, \phi\right)\right|_{\Gamma}-\left.\left(\alpha_{j}^{n}, \phi\right)\right|_{\Gamma}, & \phi \in W \tag{5.4}
\end{array}
$$

When we take the errors $\tilde{p}_{i}^{n}:=p_{i}^{n}-p_{i}$ and $\tilde{\alpha}_{i}^{n}:=\alpha_{i}^{n}-\alpha_{i}$, then (5.4) turns into

$$
\begin{align*}
& a_{i}\left(\tilde{p}_{i}^{n+1}, \operatorname{tr}_{i}^{-1} \phi\right)+\left.\beta_{i}\left(\tilde{p}_{i}^{n+1}, \operatorname{tr}_{i}^{-1} \phi\right)\right|_{\Gamma}=\left.\left(\tilde{\alpha}_{i}^{n}, \operatorname{tr}_{i}^{-1} \phi\right)\right|_{\Gamma}  \tag{5.5}\\
& \left.\left(\tilde{\alpha}_{i}^{n+1}, \phi\right)\right|_{\Gamma}=\left.\left(\beta_{i}+\beta_{j}\right)\left(\tilde{p}_{j}^{n+1}, \phi\right)\right|_{\Gamma}-\left.\left(\tilde{\alpha}_{j}^{n}, \phi\right)\right|_{\Gamma}
\end{align*}
$$

and we obtain

$$
\begin{equation*}
\left.\left(\tilde{\alpha}_{i}^{n-1}-\beta_{i} \tilde{p}_{i}^{n}, \phi\right)\right|_{\Gamma}=a_{i}\left(\tilde{p}_{i}^{n}, \operatorname{tr}_{i}^{-1} \phi\right) \leqslant C\left\|\tilde{p}_{i}^{n}\right\|\|\phi\|, \tag{5.6}
\end{equation*}
$$

where $C>0$ is a computable number depending on the norm of $\operatorname{tr}_{i}^{-1}, \mathcal{A}_{i}$ and $\kappa, \nu$. Similarly,

$$
\begin{equation*}
\left.\left(\beta_{i} \phi, \tilde{p}_{i}^{n+1}\right)\right|_{\Gamma} \leqslant C_{W}\left\|\tilde{p}_{i}^{n+1}\right\|\|\phi\| \tag{5.7}
\end{equation*}
$$

We compute

$$
\begin{align*}
a_{1}\left(\tilde{p}_{1}^{n+1}, v_{1}\right) & +a_{2}\left(\tilde{p}_{2}^{n}, v_{2}\right)=\left.\left(\tilde{\alpha}_{2}^{n}-\beta_{1} \tilde{p}_{1}^{n+1}, v_{1}\right)\right|_{\Gamma}+\left.\left(\tilde{\alpha}_{1}^{n-1}-\beta_{2} \tilde{p}_{2}^{n}, v_{2}\right)\right|_{\Gamma} \\
& =\left.\left(\beta_{1}\left(\tilde{p}_{2}^{n}-\tilde{p}_{1}^{n+1}\right), v_{1}\right)\right|_{\Gamma}+\left.\left(\tilde{\alpha}_{2}^{n}-\beta_{1} \tilde{p}_{2}^{n}, v_{1}\right)\right|_{\Gamma} \\
& +\left.\left(\tilde{\alpha}_{1}^{n-1}-\beta_{2} \tilde{p}_{2}^{n}, v_{2}-v_{1}\right)\right|_{\Gamma}+\left.\left(\tilde{\alpha}_{1}^{n-1}-\beta_{2} \tilde{p}_{2}^{n}, v_{1}\right)\right|_{\Gamma}  \tag{5.8}\\
& =\left.\left(\beta_{1}\left(p_{2}^{n}-p_{1}^{n+1}\right), v_{1}\right)\right|_{\Gamma}+\left.\left(\tilde{\alpha}_{1}^{n-1}-\beta_{2} \tilde{p}_{2}^{n}, v_{2}-v_{1}\right)\right|_{\Gamma}
\end{align*}
$$

We now take as test functions $v_{1}=\tilde{p}_{1}^{n+1}, v_{2}=\tilde{p}_{2}^{n}$ in (5.8) in order to obtain

$$
\begin{align*}
a_{1}\left(\tilde{p}_{1}^{n+1}, \tilde{p}_{1}^{n+1}\right) & +a_{2}\left(\tilde{p}_{2}^{n}, \tilde{p}_{2}^{n}\right) \\
& =\left.\left(\beta_{1}\left(p_{2}^{n}-p_{1}^{n+1}\right), \tilde{p}_{1}^{n+1}\right)\right|_{\Gamma}+\left.\left(\tilde{\alpha}_{1}^{n-1}-\beta_{2} \tilde{p}_{2}^{n}, \tilde{p}_{2}^{n}-\tilde{p}_{1}^{n+1}\right)\right|_{\Gamma}  \tag{5.9}\\
& \leqslant C\left(\left\|\tilde{p}_{1}^{n+1}\right\|_{L^{2}(\Gamma)^{d}}+\left\|\tilde{p}_{2}^{n}\right\|_{L^{2}(\Gamma)^{d}}\right)\left\|p_{2}^{n}-p_{1}^{n+1}\right\|_{L^{2}(\Gamma)^{d}},
\end{align*}
$$

where again $C$ is a computable number involving the previous constants and again the norms of $\operatorname{tr}, \mathcal{A}$. Notice that due to our convergence result, if $\epsilon \in(0,1)$, the trace $\tilde{p}_{i}^{n}$ strongly converge to zero and the sequences are, hence, bounded. We do not have ellipticity of the forms in general, but due to the penalty term $\frac{\kappa}{\nu}>0$ we have the following a posteriori error estimate.

Theorem 5.1. Let the iterates $p_{i}^{n}, i=1,2$ be the solutions of (2.35) for $\epsilon \in(0,1)$ and let $p_{i}$ solve the original optimality system (2.26), then

$$
\begin{equation*}
\left\|p_{1}^{n+1}-p_{1}\right\|_{L^{2}\left(\Omega_{1}\right)^{d}}+\left\|p_{2}^{n}-p_{2}\right\|_{L^{2}\left(\Omega_{2}\right)^{d}} \leqslant C\left|p_{1}^{n+1}-p_{2}^{n}\right|_{L^{2}(\Gamma)^{d}}^{\frac{1}{2}} \tag{5.10}
\end{equation*}
$$

Remark 5.1. We notice that the error estimate (5.10) is weaker than the corresponding one for elliptic problems [3, 29].

## 6. Interpretation for the original system

If we restrict ourselves to domain decomposition just w.r.t the time variable, we obtain from transmission condition in Algorithm DDM (2.35), with $\kappa \beta_{14}$ $=\kappa \beta_{41}=\beta$ precisely the time-domain decomposition discussed in [32]. If, however we concentrate on just spatial domain decomposition, we need to rewrite the iteration for $y_{i}$ and $p_{i}$ in terms of $y_{i}^{+}, y_{i}^{-}$and $p_{i}^{+}, p_{i}^{-}$in order to have well-posed subproblems. We have first from transmission condition for $p$

$$
\begin{align*}
-\Lambda\left(\partial_{t} p_{2}+\Lambda \partial_{x} p_{2}\right)+\beta_{12} p_{2} & =-\Lambda\left(\partial_{t} p_{1}+\Lambda \partial_{x} p_{1}\right)+\beta_{12} p_{1} \\
\Lambda\left(\partial_{t} p_{1}+\Lambda \partial_{x} p_{1}\right)+\beta_{21} p_{1} & =\Lambda\left(\partial_{t} p_{2}+\Lambda \partial_{x} p_{2}\right)+\beta_{21} p_{2} \tag{6.1}
\end{align*}
$$

which translates at the breakpoint $x=x_{1}$ (of the continuous matching) to

$$
\begin{align*}
-\kappa \Lambda^{+} y_{2}^{+}+\beta_{12} p_{2}^{+} & =-\kappa \Lambda^{+} y_{1}^{+}+\beta_{12} p_{1}^{+} \\
-\kappa \Lambda^{-} y_{2}^{-}+\beta_{12} p_{2}^{-} & =-\kappa \Lambda^{-} y_{1}^{-}+\beta_{12} p_{1}^{-}  \tag{6.2}\\
\kappa \Lambda^{+} y_{1}^{+}+\beta_{21} p_{1}^{+} & =\kappa \Lambda^{+} y_{2}^{+}+\beta_{21} p_{2}^{+} \\
\kappa \Lambda^{-} y_{1}^{-}+\beta_{21} p_{1}^{-} & =\kappa \Lambda^{-} y_{2}^{-}+\beta_{21} p_{2}^{-}
\end{align*}
$$

We can describe $y_{2}^{+}\left(x_{1}\right), p_{2}^{-}\left(x_{1}\right)$ and $y_{1}^{-}\left(x_{1}\right), p_{1}^{+}\left(x_{1}\right)$. Thus, we write

$$
\begin{align*}
\binom{-\kappa \Lambda^{+} y_{2}^{+}}{\beta_{21} p_{2}^{-}} & =-\binom{\beta_{12} p_{2}^{+}}{-\kappa \Lambda^{-} y_{2}^{-}}+\binom{\alpha_{12}^{+}}{\alpha_{12}^{-}}  \tag{6.3}\\
\binom{\beta_{21} p_{1}^{+}}{+\kappa \Lambda^{-} y_{1}^{-}} & =-\binom{\beta_{12} p_{2}^{+}}{-\kappa \Lambda^{-} y_{2}^{-}}+\binom{\alpha_{12}^{+}}{\alpha_{12}^{-}} \tag{6.4}
\end{align*}
$$

If we proceed from the original problem (2.2) and the adjoint problem (2.5) and use the corresponding Green identity on the space-time domain, we obtain, by the way of variations, transmission conditions for the state $y$ and the adjoint variable $p$ at the artificial interfaces $\Gamma_{i j}$. In the special case of spatial domain decomposition discussed above, we have two domains $\Omega_{1}:=\left\{(t, x) \mid t \in(0, T) \times\left(0, x_{1}\right)\right\}$, $\Omega_{2}:=\left\{(t, x) \mid t \in(0, T) \times\left(x_{1}, L\right)\right\}$, then at $\Gamma_{12}:=\left\{\left(t, x_{1}\right) \mid t \in(0, T)\right\}$ we have

$$
\begin{array}{ll}
y_{2}^{+}\left(t, x_{1}\right)=y_{1}^{+}\left(t, x_{1}\right), & y_{2}^{+}\left(t, x_{1}\right)=y_{1}^{+}\left(t, x_{1}\right) \\
p_{2}^{+}\left(t, x_{1}\right)=p_{1}^{+}\left(t, x_{1}\right), & p_{1}^{+}\left(t, x_{1}\right)=p_{2}^{+}\left(t, x_{1}\right)
\end{array}
$$

These conditions are also clear from the point of view of the characteristics: for example, the outgoing information $y_{1}^{+}\left(t, x_{1}\right)$ at the right boundary of the first domain matches the incoming information $y_{2}^{+}\left(t, x_{1}\right)$ at the left boundary of the second domain. In order to address a domain decomposition at this level directly, we would stipulate the ansatz (6.2) also directly coming from the original problem formulation in terms of $y$ and $p$. The reformulated boundary expressions (6.3) show
that on the level of the decomposed optimality system the boundary conditions lead to a well posed system on the individual subdomain $\Omega_{i}$. We then we introduce the corresponding iteration

$$
\begin{align*}
-\kappa \Lambda^{+}\left(y_{2}^{+}\right)^{n+1}+\beta_{12}\left(p_{2}^{+}\right)^{n+1} & =-\kappa \Lambda^{+}\left(y_{1}^{+}\right)^{n}+\beta_{12}\left(p_{1}^{+}\right)^{n}=\alpha_{21}^{+, n} \\
-\kappa \Lambda^{-}\left(y_{2}^{-}\right)^{n+1}+\beta_{12}\left(p_{2}^{-}\right)^{n+1} & =-\kappa \Lambda^{-}\left(y_{1}^{-}\right)^{n}+\beta_{12}\left(p_{1}^{-}\right)^{n}=\alpha_{21}^{-, n} \\
\kappa \Lambda^{+}\left(y_{1}^{+}\right)^{n+1}+\beta_{21}\left(p_{1}^{+}\right)^{n+1} & =\kappa \Lambda^{+}\left(y_{2}^{+}\right)^{n}+\beta_{21}\left(p_{2}^{+}\right)^{n}=\alpha_{12}^{+, n}  \tag{6.5}\\
\kappa \Lambda^{-}\left(y_{1}^{-}\right)^{n+1}+\beta_{21}\left(p_{1}^{-}\right)^{n+1} & =\kappa \Lambda^{-}\left(y_{2}^{-}\right)^{n}+\beta_{21}\left(p_{2}^{-}\right)^{n}=\alpha_{12}^{-, n}
\end{align*}
$$

In order to understand the time-space decomposition of the original problem, we focus on a subdomain $\Omega_{i}$ with four neighbours $\Omega_{j}, j \in \mathcal{I}_{i}$. We need to distinguish the horizontal neighbours $j \in \mathcal{I}_{i}^{x}$ leading to a spatial decomposition and vertical neighbours $j \in \mathcal{I}_{i}^{t}$ representing the time-domain decomposition. Accordingly, we introduce $S_{i j}=I, j \in \mathcal{I}_{i}^{t}$ and $S_{i j}=\kappa \Lambda, j \in \mathcal{I}_{i}^{x}$. Moreover, we introduce the signs $\epsilon_{i j}=1, j \in \mathcal{I}_{i}^{x}$ if $j$ signifies the domain $\Omega_{j}$ right to $\Omega$, whereas $\epsilon_{i j}=-1$ if $\Omega_{j}$ is left to it. Similarly, for the upper and lower neighbours of $\Omega_{i}$. With this notation, the transmission conditions of (2.35), written there in terms of $p$ can now be reformulated as

$$
\begin{equation*}
\epsilon_{i j} S_{i j} y_{i}^{n+1}+\beta_{i j} p_{i}^{n+1}=-\epsilon_{j i} S_{j i} y_{j}^{n}+\beta_{i j} p_{i}^{n}=: \alpha_{i j}^{n}, \quad \text { on } \Gamma_{i j}, \forall j \in \mathcal{I}_{i} \tag{6.6}
\end{equation*}
$$

The question that we want to address now is whether this decomposition of the optimality system in terms of $y$ and $p$ can be interpreted as the optimality system associated with an optimal control problem on the subdomains. With the formulation (6.6) this task is now rather straightforward. Indeed, let us introduce virtual controls $h_{i j} \in L^{2}\left(\Gamma_{i j}\right)^{d}, j \in \mathcal{I}_{i}$. We introduce the optimal control problem

$$
\left\{\begin{align*}
\min J\left(u_{i}, y_{i}, h_{i j}\right):= & \frac{\kappa}{2} \int_{\Omega_{i}}\left\|y_{i}-y_{d, i}\right\|^{2} \mathrm{~d} \omega+\frac{\nu}{2} \int_{\Omega_{i}} \| u_{i}^{2} \mathrm{~d} \omega  \tag{6.7}\\
+ & \sum_{j \in \mathcal{I}_{i}} \int_{\Gamma_{i j}} \frac{1}{2 \beta_{i j}}\left(\left|h_{i j}\right|^{2}+\left|\alpha_{i j}\right|^{2}\right) \mathrm{d} \gamma \\
\text { s.t. } & \begin{cases}\partial_{t} y_{i}+\Lambda \partial_{x} y_{i}=u_{i}, & \text { in } \Omega_{i}, \\
\epsilon_{i j} S_{i j} y_{i}=\alpha_{i j}+h_{i j}, & \text { on } \Gamma_{i j}, j \in \mathcal{I}_{i}\end{cases}
\end{align*}\right.
$$

Remark 6.1. We note that the boundary value problem in (6.7) is overdetermined and thus formally ill-posed. However, the virtual control $h_{i j}$ turns the optimal control problem (6.7) into a well-posed optimization problem on each subdomain $\Omega_{i}$.

If we put the data $\alpha_{i j}$ and the distributed as well as the virtual control at iteration index $n+1$, then the corresponding (well-posed) optimality system is

$$
\begin{align*}
\partial_{t} y_{i}^{n+1}+\Lambda \partial_{x} y_{i}^{n+1} & =\frac{1}{\nu} p_{i}^{n+1}, & & \text { in } \Omega_{i} \\
\partial_{t} p_{i}^{n+1}+\Lambda \partial_{x} p_{i}^{n+1} & =\kappa\left(y_{i}^{n+1}-y_{i d}\right), & & \text { in } \Omega_{i}  \tag{6.8}\\
\epsilon_{i j} S_{i j} y_{i}^{n+1}+\beta_{i j} p_{i}^{n+1} & =-\epsilon_{j i} S_{j i} y_{j}^{n}+\beta_{i j} p_{i}^{n}=\alpha_{i j}^{n}, & & \text { on } \Gamma_{i j}, \forall j \in \mathcal{I}_{i},
\end{align*}
$$

which can now be reformulated in (also the well-posed) format (2.35). We may, thus, conclude that our decomposed optimality system is itself an optimality system for local virtual control problem on the subdomain $\Omega_{i}, i \in \mathcal{I}$. This is a crucial property, as it implies that we can actually decompose the original optimal control problem to optimal control problems on the subdomains $\Omega_{i}$ !

## 7. Conclusions

We have shown that the classical iterative domain decomposition due to P. L. Lions [25] designed for elliptic scalar equations can be extended to a system of semi-ellptic equations. We include the proof of convergence and provide a variant of a classical a posteriori error estimate [29] for such indefinite elliptic systems. Further, we provide an interpretation in terms of the original optimal control problem for the first order linear hyperbolic systems with constant coefficients. In that context, the algorithm appears as a space-time-domain decomposition method with simultaneous convergence properties. The question of simultaneous convergence has been raised in [2] and can, for the special system considered here, answered affirmatively. More general control input operators are at order and boundary controls should be addressed, too. Space-time-domain decomposition of semi-linear systems such as in $[31,32]$ will be the subject of a forthcoming publication. Also the numerical realization is in preparation.
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