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Cette thèse n’aurait pas eu lieu sans le financement d’EDF et d’ANRT, via la convention
CIFRE 2017/1452. Je les remercie donc, ainsi que les chefs du projet VERONA/IGUASOU
Anne-Laure Besnier et Germain Antoine, sans oublier le chef d’équipe P73 au LNHE, Giovanni
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Introduction

Au 21ème siècle, la recherche scientifique dans de nombreux domaines de la physique im-
plique de traiter diverses sources de données. Les observations deviennent de plus en plus
nombreuses et accessibles, grâce aux avancées technologiques de mesure, stockage de don-
nées, capacité de transmission et traitement. Par ailleurs, la puissante avancée historique
des ressources computationnelles, à partir de la fin des années 90, a encouragé l’usage
des modèles à base de processus physiques, permettant d’améliorer notre compréhension
des phénomènes observés, et de générer de la donnée supplémentaire. C’est ainsi que les
approches guidées par la donnée sont devenues une des pierres angulaires de la physique,
allant de l’Assimilation de Données (AD) au Machine Learning (ML).

Cette thèse se concentre sur le ML interprétable, en utilisant les techniques de Ré-
duction de Dimension (DR) et de régression probabiliste non-linéaire et multivariée, en
combinant deux approches classiques : la Décomposition en modes Propres Orthogonaux
(POD), et l’Expansion par Polynômes du Chaos (PCE). La méthodologie proposée est
appliquée à différentes étapes de la modélisation guidée par la donnée : (i) l’apprentissage
à base de données mesurées, (ii) la Quantification des Incertitudes (UQ) efficace et (iii)
l’Assimilation de Données rapide et précise.

Les contributions présentées découlent d’investigations menées au sein de la commu-
nauté scientifique des géosciences, qui connâıt par ailleurs une augmentation constante
des sources de données. Les méthodologies proposées ont pour but de fournir un outil pré-
dictif dans un contexte industriel, avec des défis sous-jacents, notamment concernant les
contraintes liées au temps de calcul. Plus précisement, la modélisation de la morphody-
namique dans un chenal bord-de-mer de centrale électrique est visée. Des données de sur-
veillance du chenal, collectées durant plusieurs années dans le but d’optimiser sa gestion,
ainsi qu’un modèle numérique hydro-morphodynamique, sont disponibles. L’objectif prin-
cipal de cette thèse est donc d’établir une méthodologie de couplage optimal entre données
de terrain et modélisation numérique, en utilisant des outils statistiques adaptés. La fina-
lité est de prédire de manière rapide et précise l’élévation du lit sous-marin, aussi appelée
bathymétrie. Cette méthodologie est appliquée dans une configuration côtière, avec pour ob-
jectif de mieux comprendre la morphodynamique (évolution des bathymétries). Cet aspect
est crucial pour plusieurs applications, en particulier pour la prédiction de l’écoulement
résultant, ce qui peut être d’intérêt socio-économique (par exemple pour prédire des inon-
dations), ou d’intérêt industriel comme pour l’application proposée.

1
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In the 21st century, scientific research in many physical fields involves dealing with
a variety of data sources. Observations are becoming plentiful and accessible, due to
technological advances in measurement devices, data storage, transmission and treatment
capacities. The powerful historical jump of computational resources since late 90’s has
encouraged the use of process-based models, allowing to improve our understanding of
physical phenomena, and to generate additional data. This is how data-driven approaches
have become one of the cornerstones of physics, from Data Assimilation (DA) to Machine
Learning (ML). As an example, ML has gained interest from classical physics (fluid mech-
anics [32, 116, 145, 174]; aerodynamics [267, 277]; plasma physics [83, 189], astrophysics
and astronomy [115, 260]) to quantum physics (particle physics [4]; quantum mechanics
[164]). Perhaps, physicists nourish a hope about exploring the ”chasm of ignorance” using
data-based techniques, by pushing the boundaries of classical approaches [105]. Although
time has not yet come for drastic change [105], and believing that data may come with
added value to previously established theories, one may ask the following: what are the
optimal combinations between all information sources? and how to help physical model-
ling advances using statistical tools? These are open research questions that we do not
pretend to solve in one thesis, but represent a guideline for the presented discussions.

The thesis work focuses on interpretable ML using Dimensionality Reduction (DR) and
non-linear multivariate probabilistic regression, by combining two classical approaches:
POD and Polynomial Chaos Expansion (PCE). The proposed methodology is applied
at various steps of the data-driven modelling: (i) pure measurement based learning; (ii)
efficient UQ and (iii) fast and accurate DA. In particular, the work takes place in the
geosciences community, which also registers a constant increase in data sources [109].
Some interesting programs can be cited as the new SWOT satellite mission [166, 176], or
the Sentinel satellite missions (Copernicus program) [66, 147]. Consequently, the com-
munity is also keen on data-based works, with increasingly represented contributions in
ML [109, 206, 217], DA [39, 72], and UQ [19, 169]. These methods are of particular in-
terest for example, in a context of climate change, where new data constantly need to be
taken into account [205].

The proposed steps of this thesis aim at providing a predictive tool in an industrial
context with inherent challenges, for example concerning computational time constraints.
More precisely, the modelling of morphodynamics in a coastal power plant’s water intake
was targeted. Data were collected during many years of monitoring, in order to optim-
ize the intake’s management, and a hydro-morphodynamic numerical model is available.
The main objective of this thesis is therefore to enable an optimal coupling methodology
between field data and numerical modelling using appropriate statistical tools, for fast
and accurate prediction of underwater topography (also called bathymetry or bottom/bed
elevation). This methodology is applied in a coastal set-up, with the goal of better un-
derstanding sea bed temporal evolution, known as morphodynamics. This topic is crucial
for many applications, in particular for the prediction of the resulting flow, which can
be of socio-economical interest (e.g floods prediction) or industrial interest (e.g. current
application).

Industrial context: power plants monitoring

Water intakes are a crucial component of power plants, as they ensure their cooling pro-
cess via a pumping system. The plants are therefore constructed near to natural water



3 LIST OF TABLES

sources, where intakes are the link between the source and the plant. Hence, as they settle
in a natural environment, water intakes are subject to diverse solicitations that can modify
their cooling capacity, namely sediment arrivals, inducing changes in the stream flow. As
a result, the carrying capacity of the water intake can be drastically reduced by decreas-
ing its effective area of transport [237]. Excessive sediment depositions are commonly
observed in cooling water intakes, as for the present application represented in Figure 1-a,
and are also a well-known issue in harbors for example, as shown in Figure 1-b. The ex-
ample of bathymetry evolution in the intake (Figure 2-a) shows that sediment depositions
(in red) can occur almost everywhere from the entrance to downstream, depending on
flow conditions. Therefore, effective water intake management implies frequent dredging
interventions characterized by high operational costs, that are usually hindered by a tight
schedule.

(a) Plant’s intake (b) Bray Harbor

Figure 1 – Example of measured sedimentation in the intake of interest and comparison to
siltation in Bray Harbor, Irish Sea (Muir Éireann, Source: Afloat Magazine.)

Power plants are generally constructed in river or coastal zones, each characterized
with particularities concerning their ecological environments and hydro-morphodynamic
properties. The geometry of the intakes and their localization are optimized prior to the
construction of the plant, but sediment depositions are sometimes unavoidable. One of
the challenges is therefore to better understand and characterize the sediment dynamics
observed in a settled intake in order to design adapted solutions and to optimize dredging
operations.

The studied plant is located in a coastal environment, and the intake’s upstream is
connected to the sea. Downstream, a pumping system ensures the cooling. In the studied
case, there are two independent cooling stations (Figure 2-a), each characterized with
a theoretical aspiration flowrate of 45 m3/s in production regime. The studied intake
is surrounded by 60 m high chalky cliffs (black lines in 2-b). It incorporates a jetty,
whose angle with the shoreline, and position relative to the direction of the net longshore
sediment transport, influence the amount of sediments diverted into the channel by waves
and tidal current action. The jetty reduces the littoral drift, resulting in a localized
sediment accretion against the shore-normal structure due to trapped longshore sediment
transport [54]. This for example caused formation of a beach adjacent to the west intake
dike, as shown in Figure 2-b. Additionally, a return current is prone to develop in the form
of a swirling vortex at the end of the structure, that might favour the sediment deposition
in the vicinity of the channel entrance, and consequently the amount of sediment delivered
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into the cooling water intake [46].

(a) Intake conditions (b) Nearshore bathymetry

Figure 2 – Schematic drawing of the interest intake.

Challenges and thesis contribution

The application takes place in an industrial context, with financial and time optimization
stakes. The power plants operators are in great need of an accurate modelling tool, in
order to predict the sedimentation of the intake, which would help optimize and anticipate
dredging operations.

Although a numerical model is available, morphodynamics remain complex to describe.
The complexity of the involved dynamics and phenomena result in uncertain modelling
choices, and sometimes non-unanimity of the approaches [9, 187]. This is enhanced, in
coastal cases in particular, by the complexity of the flow motion, subject to tides, waves,
density currents, their interactions, etc. [234]. As a result, the use of alternative statistical
techniques is encouraged, either with pure ML if enough measurements are available, or
complementary to physics-based modelling [233].

In the particular case of the studied intake, the coastal environment in which it settles
has been extensively observed and studied in literature. The available data have also
been the subject of previous analysis and statistical investigations. Although interesting,
the latter remain basic (correlations, scatter plots) or qualitative, and do not provide a
satisfactory answer to the industrial needs.

Hence, the general objectives of the thesis are:

• To perform quantitative analysis of the intake dynamics from the available meas-
urements, using advanced statistical tools;

• To apply the statistical conclusions for physical interpretation, in order to support
previous analysis. The aim is to determine the phenomena that are generally re-
sponsible of sediment deposition. This is important for the monitoring of the power
plant’s water intake, for example to help targeting valuable measurements;

• To provide a predictive tool for operational conditions;

• To evaluate the use of available hydro-morphodynamic models under operational
conditions, for further physical investigation. In particular, advanced study is
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needed concerning their uncertainties, and strategies for optimal calibration on
measurements.

The thesis work aims at providing robust and practical answers for this application.
The objective however was to deploy strategies that could be generalized to other physical
frameworks. The main achievements of this work, based on the materials provided by the
application, can be summarized as:

• Quantitative analysis using POD allowed interpreting the dynamics, filtering the
data and constituting a spatial basis for field predictions. Locations for optimal
measurements were identified, by correlating global and spatially localized decom-
positions. Accurate and fast non-linear predictive tool, for multidimensional physical
fields, was provided using a coupling between POD and PCE. Physical interpret-
ation was assured using adequate ranking measures, valid at both POD patterns
scale and global output scale. Robustness to noise and training-set variations was
demonstrated, and the performance was successfully compared to classical NN. The
proposed methodology is adapted for industrial contexts with strong time constraints
and physical interpretation needs. Additionally, it gives the possibility of straight-
forward Uncertainty Quantificiation (UQ) from the probabilistic framework of PCE;

• Dimensionality Reduction (DR) was used for comparative study between measure-
ments and uncertainties in physics-based models. More precisely, the patterns of
measurements were compared to the patterns of the used model by performing UQ
studies on the latter. Additionally, optimal parametric calibration of the model on
measurements has shown to be uncertain, and variable with modelling choices;

• Optimal approaches for variational Data Assimilation (DA), based on DR and
metamodelling, were studied. This provides a strategy for costly numerical models,
that may help in further physical analysis and generation of synthetic data;

• UQ has been performed in a high-dimensional framework, for a numerical model
where IC, BC and parameters, are all uncertain. POD helped reducing the dimen-
sionality of the UQ problem to few components, applied independently on output
field measurements to provide IC, and on synthetic data from bigger scale models
to provide BC.

This thesis is consequently organized in six Chapters:

• Chapter 1 introduces the application, with a literature review of the natural envir-
onment and involved physics (nearshore dynamics). The application’s data and the
classically used physics-based model, consisting on a coupling between the Shallow
Water Equations (SWE) and sediment mass conservation or Exner Equation, are
described;

• Chapter 2 presents the theoretical basis behind the methods used in the presen-
ted contributions. Machine Learning (ML), Neural Networks (NN), Proper Ortho-
gonal Decomposition (POD), Polynomial Chaos Expansion (PCE), Data Assimila-
tion (DA) and Uncertainty Quantificiation (UQ) are detailed;

• Chapter 3 emphasizes the interest of POD in data filtering and determination of
optimal measure locations. Then, the physically interpretable ML algorithm, based
on POD-PCE coupling, is presented in journal paper form;
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• Chapter 4 concerns the use of POD on field measurements of periodic variables, to
perform UQ on a process-based model. In particular, uncertainties related to com-
mon modelling choices (domain size, closures) and resulting uncertainty in paramet-
ric calibration are studied;

• Chapter 5 compares Dimensionality Reduction (DR) and metamodelling methods
for fast and accurate DA. A POD-PCE based metamodelling with three-Dimensional
VARiational (3DVAR) Data Assimilation (DA), and combined state-parameters re-
duction with POD, are compared to classical iterative 3DVAR with numerical model;

• Chapter 6 combines previous optimal choices to perform high-dimensional UQ on a
process-based model, with uncertain Boundary Conditions (BC), Initial Conditions
(IC) and parameters.

Throughout the manuscript, a distinction is made between data-based approaches and
physically-based data-driven approaches, as part of general data-driven methods [233].
The term ”data-based” refers to methods and applications where only data are used as a
source of information. This for example concerns pure measurement-based ML. The term
”physically-based data-driven” refers to methods and applications where physics-based (or
process-based) models are jointly used with measurements. This is for example the case
with DA, where measurements can be used along with an equation-based numerical model.



Chapter 1

Nearshore processes and
morphodynamics

Pour commencer, le paysage dans lequel le chenal étudié se situe, en l’occurrence la
Manche orientale, est présenté. En particulier, nous nous intéressons aux phénomènes
physiques permettant d’expliquer la morphodynamique observée. Ensuite, les données à
notre disposition sont présentées, notamment une campagne réalisée en début de thèse.
Par ailleurs, les investigations physiques liées à ces données sont décrites. Enfin, les
équations à base de processus physiques, classiquement utilisées pour modéliser l’hydro-
morphodynamique côtière, sont présentées. Cependant, la modélisation numérique se montre
complexe, et les mesures sont partielles. Elles sont par ailleurs toutes deux entachées
d’incertitudes. Ceci permet de démontrer l’intérêt des techniques statistiques mises en
place, comme résumé en fin de chapitre. En effet, l’objectif est de tirer un profit simultané
de toute source d’information, pouvant aider à la prédiction dans un contexte opération-
nel.

To begin with, the area in which the studied intake settles, i.e. the Eastern English
Channel, is presented. In particular, we focus attention on the physical processes that
may explain the observed sediment transport and morphodynamics. Then, the available
data are presented, namely a measurement campaign in the beginning of the thesis. Ad-
ditionally, related physical investigations are described. Lastly, the process-based physical
equations, classically used to model hydro-morphodynamic processes in coastal areas, are
presented. On the one hand, numerical modelling shows to be complex, and on the other
hand measurements are incomplete. They are besides both characterized with uncertain-
ties. This allows demonstrating the interest of the developed statistical techniques, as
summarized at the end of this chapter. In fact, the objective is to simultaneously benefit
from all sources of information, which would help prediction in an operational context.
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1.1 Physical context: dynamics at regional, local and intake scales . . . . 9

1.1.1 Hydrodynamic conditions . . . . . . . . . . . . . . . . . . . . . 10
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1.1 Physical context: dynamics at regional, local and intake

scales

Before exploring original ideas, a literature review of the physical context is presented to
emphasis relevant modelling choices. A summary of observations in the intake’s natural
environment, and a description of the physical phenomena implying sedimentation are
given hereafter. However, it can be noted that the physical analysis of the dynamics re-
mains relevant in other contexts, and the same modelling tools could therefore be applied
to other configurations.

The interest site is located on the Eastern English Channel coast in northern France.
The area has been extensively studied in literature [14, 122, 130, 137], by the geosciences
community and stakeholders, both prior to construction and later for monitoring.

The nearest tidal gauge (harbor), approximately located at 10 km from the intake, has
been operational since January 1945 [130]. The oldest local wave observations date back
to 1911. These were simply based on visual appreciation, also registered at the nearest
harbor, from 1911 to 1914 and from 1932 to 1939 by the harbor’s maritime service [122].

Until 1976, literature about the characteristics of the plant’s area (e.g. ecological, hy-
drodynamic, meteorological, etc.) were limited. The stakeholders therefore commissioned
the French Institute for ocean science (Institut Français de REcherche pour l’Exploitation
de la MER, IFREMER) for pre-construction studies, concerning the study of benthic
(bottom) [136] and pelagic (water column) [137] environments. Then, the first local
wave records are realized using pressure sensors from 1976 to 1978, and using a datawell
waverider from 1978 to 1987 [122]. A first measurement campaign of currents is later
realized on 1997 [122].

Since then, IFREMER was also commissioned to assure constant surveillance of the
power plant’s area, among which pre-construction campaigns [13] and future surveys
[1, 14, 42, 56]. A synthesis covering the evolution from initial state prior to construc-
tion to 2008 was then described in [57]. Additionally, attempts to analyse and interpret
the power plant’s intake observed sedimentation, using hydro-meteorological data, were
given in [122, 123].

The objective of this section is to summarize the characteristics of the study area, at
the regional, local and water intake scales, as follows:

• Hydrodynamic conditions, namely tides;

• Climatology and meteorology, where the wind and waves are described, as well as
less frequent events (storm surges);

• Morphology and sediment characteristics of the area;

• Physico-chemical properties, in particular turbidity that is an indicator of fine sed-
iments suspension.

• Resulting morphodynamics caused by the previous processes;
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1.1.1 Hydrodynamic conditions

Tides

In the eastern English Channel, the tide originates from the Atlantic ocean, and propag-
ates at flood is from West to East. It is dominated by a semi-diurnal circulation, with
two high tides and low tides of quasi-equal amplitudes.

The tide in the study zone is classified as macro/mega-tidal, because of the marine shelf
that is funnel-shaped, substantially increasing the tidal amplitude. Additionally, reflec-
tion of the tide on Picardy coast implies an amplitude increase from the central/western
Channel [122]. Consequently, the average tidal range is about 7 m, increasing to 9 m for
spring tide [46, 130] (also recorded as 8.5 m and 10 m respectively in [126]). The max-
imal difference between the high water and the succeeding low water is about 11 m (tidal
coefficient of 120), and the high tide’s time delay between Brest and Dieppe is about 7
hours.

The tidal currents are alternating and globally parallel to the coast, with flood and
ebb currents developed in the E-NE and W-SW directions (N, S, E and W refer to North,
South, East and West respectively). They can be locally perturbed with the coastal
morphology and meteorological forcing, as shown by the 1997 survey [122] where a great
variability of the velocities from a coastal point to another is noticed. The currents how-
ever remain generally intense, due to the marine shelf that drives them through tight
areas [130]. The maximum velocity reaches 2.05 m/s at central/western Channel, and
is generally decreasing from east to west. The average currents are asymmetrical, 20 to
30 % more intense at flood (from 0.8 to 1 m/s) than at ebb (from 0.5 to 0.7 m/s) [160]. A
velocity decay of 20 to 30 % is also noted from spring to neap tide [46]. Last, the velocities
decrease to 0.25 m/s by the coast (at approximate water depth of 6 m) [46, 130, 136].
These intense currents imply continuous tidal mixing, particularly strong at the west coast
of the Cotentin peninsula (Normano-Breton Gulf), where the currents are considerable
and the depths are small [136].

Other currents

In addition to tides, other types of currents should be mentioned. A drift current from
the Atlantic ocean, also called the slope current, is the result of free surface elevation
gradients. The latter are either caused by the Highs and Lows (anticyclones and depres-
sions) or by bathymetric steepness. The influence of this current is permanent, namely in
shaping the shore morphology, but is hidden by tidal variations. Literature also indicates
the presence of a several kilometers large ”coastal river”, that flows from the Seine bay to
Pas-de-Calais [33]. This corridor can seemingly be noticed on satellite images, showing a
strong turbidity [122]. Long-shore currents, caused by the oblique wave breaking on the
coast, and wind drift currents caused by the constraint on sea surface that is transmitted
to deeper layers, can also influence the velocity field in the studied area.

Extreme states

Lastly, extreme sea levels, can be mentioned. In the English Channel, these are generally
due to storms associated to larger water supply from the Atlantic ocean. Positioning of
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depression (British islands, North sea, etc.) and its size influence the extent of zones that
are affected by surge [130]. Other hydrodynamic phenomena may influence extreme tides,
as the action of waves implying water accumulation by the coast (wave setup) or breaking
on beaches implying local water level rise (swash run-up) [130]. At the nearest tidal gauge
from the studied intake, the maximum surges for annual and decennial return periods are
0.9 and 1.13 m respectively [227], while the centennial value is around 1.32 m [24]. The
highest recorded value ever registered at the nearest harbor is 1.79 m [130].

1.1.2 Climatology and meteorology

Wind

Climate is a central component of marine and coastal environments. In the English Chan-
nel, the wind has a considerable influence on the currents, as the depths are small (50 m
deep on average). The area is therefore greatly subject to wind waves, and to potentially
violent storms [130, 136]. Additionally, it is located between sub-tropical region of high
atmospheric pressures at south and sub-polar region of low pressures at north. The wind
circulation is therefore from west to east, blowing from the Atlantic to the Channel. The
study area is located in a zone that is totally exposed to westerly wind, conversely to
other zones that are almost boxed-in by advanced cliffs (e.g. Cotentin peninsula) [130].

The dominant wind origin can be different for a given year. For example, 1968’s
Dieppe data gathered and analyzed in [136] show that wind globally originated from S-E,
sparing the perpendicular Normandy coast. However, half of the strongest winds (18 to
24 m/s) originated from W to N-W, resulting with water accumulation by the coast and
slow-down of tidal mixing [136] (Table 1.1).

Force
Sector N N-E E S-E S S-W W N-W Total

1 - 4 42 98 66 210 104 61 85 52 718
5 - 7 21 26 3 8 24 54 62 37 235
8 - 9 1 1 0 0 1 2 3 4 12

10 - 12 0 0 0 0 0 0 0 0 0
Total 64 125 69 218 129 117 150 93 1000

Table 1.1 – Frequency (‰) of observed winds on 1968 by origin and force scale at Dieppe
(France), by Loic [136].

More recent observations from 1981 to 2010 at Dieppe were analyzed in [130], showing
frequent and violent wind (year average 5.2 m/s). For this period, 10 % of the wind for
each year is strong and blows at least three consecutive days, implying strong marine
agitation and frontal assault of the coastline. Dominance is from South quadrant (38%)
and West quadrant (24 %), precisely from South-West to North-West from November
to February. Westerly wind is not the most frequent, but definitely the strongest (> 8
m/s) along with Northern winds. Depending on the analyzed location, regional diversity
of wind distributions is also observed (Figure 1.1) [130]. Through an investigation of
2003-2007 NCEP reanalysis data at the vicinity of the studied area (24 km off the coast),
Latteux [122] shows that more frequent and violent winds originate from South-West to
West, as shown in Figure 1.2.
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The impact of wind on the observed waves is considerable. It forces a constraint on the
free surface of the sea, which generates strong fluctuations (wind waves). Furthermore,
the most frequent winds originate from the west quadrant, which means that they have
large fetch to induce the development of important waves originating from the Atlantic
Ocean.

Waves

The oldest wave observations (previous to 1939) confirm that the dominant waves come
from the west [122]. This is also concluded by Latteux [122] using the ANEMOC data-
base [153, 253] (hindcast with the third generation spectral wave model TOMAWAC [22]),
over the 2003 − 2009 period, as illustrated in Figure 1.3.

Figure 1.1 – Wind exposition on the English Channel coast from 1981 to 2010, by Letortu [130]

Waves originating from N and NE are weaker, but act on longer duration implying a
cumulative effect that may lead to rough sea states [130]. They have a small fetch of 100
to 160 km, implying small wave periods (compared to infinite fetch of Westerly swell), and
are damped due to small water depths and refraction [130]. However, even in the absence
of infinite fetch swell, wind can be sufficiently strong to locally generate important waves,
called wind waves, which is often observed in the English Channel [46]. This distinction
between wind waves created by local wind and infinite fetch swell originating from the
ocean is important, as it implies that locally observed waves are not only generated by
local wind.



13 CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS

An important wave intensity indicator is the significant wave height, denoted �B,
measuring the average of the highest third of recorded wave heights (Table 1.4 in Section
1.3.2). At the nearest harbor from the studied intake, historical data from 1978 to 1987
were analyzed in [122], to calculate �B and its 70 % confidence interval: annual �B is
around 3.8 m with a confidence interval of [3.7, 4.0] m, while decennial �B is around 4.7
m with a confidence interval of [4.4, 4.9] m. Additionally, based on the 1981-2010 data
analysis in [130], it is concluded that 70 % of �B remains lower than 1 m, and 95 % lower
than 2 m.

Figure 1.2 – Wind rose for 2003-2007 NCEP data at the vicinity of the power plant, by Latteux
[122]

(a) Wave rose (b) Waves higher than 2 m

Figure 1.3 – Wave rose for 2003-2009 ANEMOC data, 24 km off coast at the vicinity of the
power plant, by Latteux [122]

A seasonal effect can also be noticed. For example, using 1961-1990 SHOM data,
Latteux [122] concludes that the most severe sea conditions are observed from October to
March. If averaged on this winter period, �B exceeds 2.5 < for 7 days/year, oppositely
to 2 days/year if averaged on the April-September summer period. Furthermore, these
winter waves also mainly originate from the West, directly arriving to the Seine-Maritime
coast. In particular, November is said to be the most severe month, and May and August
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the most calm ones [122].

Wave periods in the English Channel vary from 2 to 19 s (5 s to 7 s in average). For
the strongest waves (SW to W origin), periods vary from 6 to 9 s [130]. Additionally,
using ANEMOC’s data, it is concluded by [122] that wave’s peak period (wave period
with highest energy, as defined in Table 1.4, Section 1.3.2) is strongly correlated to its
height. The highest waves have longer periods.

Extreme sea states are also observed in the study area. Maximum �B for annual return
period varies between 3.5 and 4 m, while the centennial one varies from 5.5 to 7 m [130].
At the vicinity of the studied power plant’s intake, annual �B value is around 3.8 m while
decennial value is around 4.7 m, and respective maximums are 4.2 and 5.8 m [46].

1.1.3 Sediment characteristics and morphology

Coastal morphology

Normandy’s coastline is variable and characterized with irregularities. The Calvados
coast for example is boxed-in between two advanced continental tips (Cotentin Peninsula
to Etretat), which protects it from strong winds. Conversely, the study area is character-
ized by a relatively homogeneous coastline and is totally exposed to westerly wind [130].
Cliffs at the west of the intake and the western dike of the latter form a currents decel-
eration zone, favourable to sedimentation. A beach hence formed near to the west dike,
as previously shown in Figure 2-b. The dike also induces vortex formation that stirs the
sediments up [46], and the cliff diverts the currents towards the coastline which transports
the sediments in the same direction.

Regional scale

At the regional scale of English Channel, depths are lower than 50 m, with slowly varying
bottom contours. Slope is relatively low, with an average value of 0.7 %, but can locally
go up to 2 %. Seabed is composed of sand and pebbles, with a thin layer (around 1 m)
of mobile sediments [46]. The sediments distribution greatly depends on hydrodynamic
conditions. Indeed, the coarsest sediments are generally located in zones where currents
are intense. This also plays a role in the sediment distribution from deepest seas to the
coast, where the sediments are finer, because of the transition between current influence
zone (offshore) and wave influence zone (coast) [46]. Sediment distribution in the English
Channel is shown in Figure 1.4.

Local scale

At local scale, sediment accumulations take the form of ripples, located at 15 to 30 m
depths near the coast. These ripples are composed of an inferior layer of coarse sediments
(pebbles, gravels, coarse-grained sand) and a superior layer of medium to fine silted sand
[46]. The sediments are finer from West to East because of the previously described
currents deceleration [122]. In the sub-marine area, nearshore soil consists in mega-ripples
(15 to 20 m wavelength) developing parallel to the coast, and a complex succession of
sandy tapes, stretching in the West-to-East direction, composed of 51.5 % sand, 46 %
coarse sediments, 2 % of rock and 0.5 % finer sediments (e.g. silt) [46]. The available
sediment stock has been constantly increasing from 1988 to 2000, and the mega-ripples
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Figure 1.4 – Sediment types in the English Channel, by Larsonneur et al. [120]

zone has expanded, as can be seen in Figure 1.5. Mobile sediments layer thickness remains
however low [46]. Consequently, these short term patterns evolutions are explained by
hydrodynamic and meteorological events, that may increase the sediments supply from
outer zones, or encourage the release of finer sediments that may be trapped inside the
coarser sediments [46].

Figure 1.5 – Bottom types evolutions in the marine zone of the intake, by Costa et al. [46]

Near the intake

Closer to the studied area, Latteux [122] indicates that: at coast’s vicinity, seabed is gen-
erally rocky, or covered with gravels and pebbles. In this area, the presence of a several
meters thick sedimentary prism is observed [42]. In small depths zone up to 1500 m off the
cliffs, sediments are generally fine sand, with a median diameter of [100, 150] `m. Beyond
1500 m, it is generally medium sand. Precise measurements prior to the plant construction
show that soil was in great proportion composed of [200, 500] `m grains. Nearshore, in
the sub-tidal zone up to 10 m depths, fine sand and a relatively important silt fraction are
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observed. From 10 to 15 m depths, the sand is fine to medium, with an important coarse
sand fraction. From 15 to 19 m depths, the sediments are generally coarse, with a greater
fraction of fine gravels [136]. In the inter-tidal zone, sediments are homogeneous and well
sorted (single mode statistical distribution). Up to 160 m off the coast, relatively large
banks can be observed ([20, 30] cm layer), composed of medium sand, with a principal
mode around 250 `m. From 160 to 350 m from the coast, depositions consist in plating on
a limestone bottom ([5, 10] cm layer), with mostly fine-sized sediments (principle mode
from [125, 160] `m). These sand plating layers can attain a 1.5 m thickness [46], and
more sand gets generally trapped inside pebble bars and is therefore hidden in this inner
structure. Beyond 350 m, larger medium sand banks with finer sediments at the surface
can be observed (5 to 20 cm layer), with a principle mode around 125 `m, and secondary
around 63 `m) [136]. The proportion of sand varies from 25 %, 120 m from the cliffs, to
90 %, 400 m from the cliffs.

In front of the intake, seismic reflection surveys show that the thickness of mobile
sediments attains 4 m, which shows a strong sand accumulation [122]. This represents
a sediment stock that is inclined to be redirected inside the intake under favorable hy-
drodynamic forcing. A recent campaign on 2010 (Section 1.2) allowed measuring the soil
granulometry at different points outside the intake and two points inside. The cumulat-
ive distribution with the diameters of sediments is shown in Figure 1.6. The sediments
are generally fine sand, granulometry is well sorted, and the median diameter generally
varies between 175 and 225 `m. Some exceptions are noted, where Point 4 at the east of
the power plant shows finer sediments (median 125 `m), whereas Point 6 located at the
intake’s entrance shows coarser sediments (median 300 `m).

Figure 1.6 – Cumulative distributions of the sediments granulometry realized for the 2010 cam-
paign, by Latteux [122]. Points 1 to 6 are outside the intake, points 7 and 8 are inside.

Inside the intake

Inside the intake, measurements realized on 1993 show a distribution of median sediment
size in Figure 1.7. The silt proportion increases from the intake entrance to the pumps,
and the median diameter of the sandy proportion decreases.
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Figure 1.7 – Median sediment grains inside the intake on 1993, by Latteux [122]. Sable is french
word for sand, and �50 designates the median sand grain size.

(a) Intake’s entrance

(b) Downstream

Figure 1.8 – Granulometry distributions inside the intake on 2008, by Latteux [122].
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This observation is also confirmed by more recent measurement campaign on 2008
(Figure 1.8), where the sediments are shown to be homogeneous and well sorted at the
intake’s entrance, and very heterogeneous and poorly sorted downstream, with one sand
mode and various silt modes.

1.1.4 Physico-chemical characteristics

Salinity

In the local area in which the intake settles, salinity remains lower than 35 ‰, except
at autumn where it slightly increases. It varies between 32 ‰ and 34 ‰ from January
to February. Right in front of the studied intake, surface and bottom salinity are both
lower than 33 ‰[136]. Fluvial supplies, inducing desalinisation of the English Channel,
contributing to this low salinity.

Precipitations

The climate of coastal Normandy and Picardy is temperate and oceanic. This results
with relatively homogeneous precipitations throughout the year, distributed on 130 days
of rain per year. It is noted that 300 mm are accumulated for Seine-Maritime (1971 to
2000 data). These are however average information and do not prevent from intra- and
inter-annual variability, because of the active coastal meteorological dynamic. Indeed, in
the nearest harbor from the studied intake, rain covers half of the year, from October to
January. Rain is not intense, but lasts over long durations (lasting minimum 7 days over
32 % of the year) [130]. This constant water supply may result with serious increase of
streams levels and consequently lead to overflow [136].

Temperature

The continental climate of eastern English Channel implies higher summer temperatures
and lower winter temperatures compared to western Channel. The thermal contrasts re-
main however low [136]. The continuous tidal mixing of sea waters implies a low difference
of temperature between sea surface and bottom [130].

Turbidity

Turbidity in the English Channel is fairly high near the coast. In fact, the continuous tidal
mixing of sea waters induces a mean turbidity of 8 to 17 mg/l. Furthermore, an in-situ
campaign shows for example that a maximum rate of suspended sediments is recorded in
April: 16.70 mg/l measured 1 km from the shore, and 27.16 mg/l measured 4 km from
the shore. This is caused by strong wind at the same period, inducing intense mixing
[137]. As previously mentioned, the ”coastal river” identified on satellite images is also
a proof of this high turbidity [122]. Additionally, at fairly low distance from the coast,
water has a white/chalky aspect extending on hundreds of meters, resulting from cliffs
erosion. Water releases from the power plant are also characterized with the same visual
aspects, indicating that the turbid water is aspired by the pumps and indeed transported
through the intake [122]. However, it can be mentioned that turbidity measurements are
generally undertaken by calm seas, and therefore underestimate its average value. To
obtain a realistic value, Latteux [122] attempts to deduce turbidity from the observed
nearest harbor silting. An average annual concentration is therefore estimated around
50 to 100 mg/l (much higher than the above mentioned 27.16 mg/l). In the vicinity of
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the interest power plant, sediment stock is always sufficient to lean great sediment supply
to the intake, and turbidity increases with wave heights and is strongly influenced by
the tidal levels (Section 1.4). Therefore, sedimentation of the intake only depends on
meteorological and hydrodynamic conditions (wind, waves, tides, etc.) [122].

1.1.5 Morphodynamics

The morphodynamics described hereafter result from a combination of effects. On the
one hand, the presence of industrial facilities (harbors, power plants, etc.) play a role
in the observed dynamics. For example, a strong sediment accumulation is observed at
the facilities upstream, generally followed by a decrease of sediment stock downstream
[46]. On the other hand, natural forcings as the previously discussed hydrodynamic and
meteorological conditions, as well as the intake’s hydrodynamic functioning, influence the
sediment transport, as described below.

Physical processes at regional scale

At the regional scale of the English Channel, the previously described sea conditions imply
a 65 % foreshore sediment transit towards North-East, and 35 % in the opposite direction
[130]. Due to the dominant west originating swell, the previously described sand plating
on limestone bottom in the inter-tidal zones are very mobile, and generally transit from
South-West to North-East [46]. The presence of such patterns indicates sand exchanges
from offshore to the coast [46].

Waves have a considerable influence on sediment re-suspension. They have stronger
effect in small depth zones, where the absence of fine sediments at the bottom indicate
that waves prevent them from settling [46]. Waves threshold of action depends on the
sediments size, and under storm conditions, they can create enough constraint to put
a larger amount of sediments in motion [234, 258, 259]. Using semi-empirical sediment
transport formulas (e.g. Soulsby [234] in Equation 1.29) with storm wave values (�B = 3
m and )? = 8 s), Costa et al. [46] shows that their effect is also highly dependent on tidal
levels. By spring low tide levels, they easily suspend the coarsest sediments. By high
tide, they only have an effect in small-depth zones (below 8 m). Tidal currents are also
capital for sediment dynamics. As previously mentioned, granulometry and geographical
distribution of the sediments demonstrate the offshore impact of tidal currents and their
gradients. Tidal mixing stirs the sediments up, and the velocities amplitudes play a major
role in the sediments mobilization, as a function of their size/weight [46]. Compared to
waves, the tides act continuously by transporting major sediment patterns offshore.

However, tidal currents alone are not enough to drive the sediments towards the inter-
tidal zones. In fact, the tides generally slow down (below 0.4 m/s) by low depth zones
(6 m) and their transport capacity is therefore reduced. The action of tides is then took
over by waves. When the patterns are close enough from the coast, storm waves act
episodically, strongly re-suspending the sediments. Other more frequent and less strong
waves gradually carry the sediments to inter-tidal zones. For example, wave breaking by
the coast, with a given angle of approach, induce long-shore and rip currents, causing long-
shore drift and mobilization of beaches sediments. This hand-off between tides and waves
spatially and temporally varies, showing strong non-linearity of the dynamics [46]. Hence,
for a strong sediment supply to reach industrial facilities (e.g intake), three elements are
necessary: important sediment accumulations offshore, tidal currents that transport them
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closer to the coast, and strong waves that suspend them (preferentially at low tide) [46].
To conclude, there is an important interaction between the tidal effect and the action
of waves, as well as a hand-off from waves to tide and from tide to waves depending on
the situation. Morphodynamics are non-linear and represent a discontinuous function
of the hydrodynamic conditions, where a threshold of movement is observed (depending
on the sediments sizes). Therefore, realistic scenarios are generally not easy to model
[234, 258, 259].

Physical processes at local scale

At local scale, morphological examination of the sedimentary figures nearshore [46], between
the nearest harbors west and east of the intake, results with the following conclusions:
west of the intake, the presence of advanced cliffs modify the direction of currents and the
sedimentary transit is therefore 15° oblique as compared to the coast; east of the intake,
sediment transit is parallel to the coast. At both the nearest harbors west and east of the
intake, a considerable increasing sedimentation tendency has been recorded between 1989
and 1998. One of the harbors for example recorded 80, 000 m3/year of sediment depos-
ition from 2000 to 2002. The values can however strongly vary from a year to another,
with possible peaks for specific years or months. An important peak has for example been
noticed on January 2007 in both harbors and the studied intake. Seasonal aspect has also
been noted, with a favourable sedimentation period between January and August, and
natural erosion from September to December [122].

Physical processes at intake scale

Right in front of the intake, foreshore is formed of discontinuous levels (stairs). Bottom
slopes are hence steeper compared to offshore slopes. Each foreshore level constitutes a
sediment trap. Hence, for sediments to climb closer to the intake, from a level to another,
strong suspension is necessary. It is therefore supposed that sediments arrival towards the
intake is mainly the result of suspended transport, which is principally caused by waves
[46]. This is also supported by the previously cited turbidity measurements.

Physical processes inside the intake

In the studied intake, sedimentation trends have been increasing over the last two decades
[122], encouraging the power plant’s operators to establish frequent surveillance (Section
1.2). Some hypothesis have been formulated to explain such behavior, among which: (i)
the massive sand dropping that followed dredgings for the construction of a new harbour,
located 70 km at the west of the intake; (ii) the regular sand droppings following the
nearest harbors regular dredgings to assure navigation and (iii) saturation of neighbour-
ing beaches, upstream of the intake. However, none of these hypothesis were verified.

Water aspiration through pumping systems attracts the sediments, that were re-
suspended by the coupled effect of tides and waves beforehand, to the intake. Addi-
tionally, currents inside the intake are lower than outside, encouraging the sediments to
settle at the bottom [122]. Sands, heavy enough, tend to deposit upstream of the intake,
whereas silt tends to deposit downstream. This explains the previously shown sediment
distributions inside the intake, in Figure 1.7. Sand accumulation upstream forms a bump,
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whose size increases in time with the sediment supply, and ends up expanding down-
stream (example in Figure 1-a) [122]. This means that the previous state of the channel
also plays an important role as the available space for the sediments deposition depends
on the initial depths. These depths are increased when a dredging occurs. The dredging
information can therefore be capital to understand the observed depositions.

It is probable that depositions in the intake take place in short lapse of time (few
days) [122], when the tide-wave combined effects are favourable, for example by storm
conditions. Erosion of the upstream bump can also occur, for example by spring low tide
when the currents are strong enough. This tends to spread out the sediments through the
intake. However, these strong current episodes do not last long enough to assure natural
scouring of the intake, and regular dredgings are therefore necessary [122].

Conclusions

Previous analysis showed that the physical phenomena involved in sedimentation pro-
cesses are highly complex and non-linear. Hydrodynamic and meteorological conditions
play an important role in the observed dynamics, through wind, waves, tides, pumping,
etc. Their influence on the sediment depositions was physically interpreted and supported
by different observations in the studied area.

However, deeper analysis of the intake dynamics is still needed, in order to establish
quantitative causality between sea/pumping conditions and sedimentation. In particular,
the intake operators are in great need of a modelling tool to manage dredging operations
and pumping conditions. This would be possible if a predictive model could be provided
for operational conditions. To develop such a tool, two sources of data are considered here-
after: measurements, described in in Section 1.2 and process-based equations for numerical
modelling presented in Section 1.3. Data can be used for pure data-based predictions, for
example through Machine Learning (ML), or combined to process-based equations for
physically-based data-driven modelling, for example through Data Assimilation (DA).

1.2 Available measurements for data-based and data-driven

investigations

In this section, the available data for statistical investigations of the intake morphodynam-
ics are of interest. Attention is focused on local measurements provided by the stakehold-
ers. In particular, in order to guarantee safe and optimal functioning of the cooling intake,
close supervision is assured. This consists in regular measurements of spatially distrib-
uted bathymetries, along with meteorological and hydrodynamic indicators (waves, wind,
tidal levels, etc.). These data, coupled to the plant’s monitoring information (dredging
data, pumping flowrates), enable the operators to analyze the observed dynamics. The
data collected during many years of surveillance, as well as additional casual surveys, are
consequently described hereafter.

It should be noted however that other data sources, not described here, can complete
the physical analysis and are kept as perspective. For example data-bases as ANEMOC
[21] or the National In Situ Swell Records Center (CANDHIS) [132] can be cited.
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1.2.1 Continuous monitoring

Over the last decade, close surveillance of the cooling intake consisted in regular bathy-
metry measurements, along with collecting hydrodynamic, meteorological and operational
information that are likely to be influential (tides, waves, pumping flowrates, etc.).

Bathymetry measurements are performed using a boat that navigates through the
intake, equipped with a Single-Beam Echo Sounding device. The most recent itineraries
cover 39 cross-sectional profiles of the intake measured at 25 m intervals, as illustrated
in Figure 1.9. The profiles are on average 100 m large with a 0.5 m spatial resolution
of the bathymetric data. The latter were collected fortnightly between 2005 and 2018.
However, data quality has dramatically evolved, due to the device precision evolution and
to increasing need of complete information, as can be seen in Figure 1.9.

(a) 2007 measurement (b) 2018 measurement

Figure 1.9 – 2007 vs. 2018 mono-beam bathymetry measurements in the power plant’s water
intake. Values are near-zero when white (0 < �"), positive when red and negative when blue.

The collected hydrodynamic and meteorological information comprise wave and wind
variables, provided by the VAG prediction model of the sea state [85], using retrospective
3-hourly simulations between 2009 and 2018. Tidal water levels were obtained from the
SHOM-REFerence network for Tidal observations (REFMAR) tidal gauge station located
in the vicinity of the study zone, with hourly survey frequency [200]. Additional inform-
ation such as the daily coolant flow rates, and channel dredging volumes and frequency,
were provided by the plant operator. The measured variables, their time coverage and
frequencies are summed up in Table 1.2.

An example of these measurements is shown in Figure 1.10. The instantaneous wave
heights and tidal levels seem uncorrelated at first sight. Wave height peaks correspond to
wind velocity peaks globally, but a difference is observed when the wind changes direction
from a mean SW origin (,38A = 225°) to a mean E origin (,38A = 90°). This illustrates
the complexity of dependencies and interactions between variables in the studied problem,
in addition to the non-linear response of the morphodynamics.
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Variable
Data

frequency
Period Source Spatial coverage

Bottom
elevations

2 weeks
2005 -
2018

Plant operator intake’s cross-sections

Pumping
flowrate

Daily 2007-2018 Plant operator
one global

information
Dredging

date
6 months 2007-2018 Plant operator

one global
information

Dredging
volume

6 months 2007-2018 Plant operator
one global

information
Tidal level Hourly 2009-2018 REFMAR [200] Nearest tidal gauge

Wind
direction

3-hourly 2009-2018 VAG Model [85] Nearshore grid point

Wind
velocity

3-hourly 2009-2018 VAG Model [85] Nearshore grid point

Wave period 3-hourly 2009-2018 VAG Model [85] Nearshore grid point
Wave height 3-hourly 2009-2018 VAG Model [85] Nearshore grid point

Wave
direction

3-hourly 2009-2018 VAG Model [85] Nearshore grid point

Table 1.2 – Summary of measurements, their frequencies, periods, sources and spatial coverage.

Figure 1.10 – Measurements of Tidal Level (TL), Wind velocity (Wv), Wind direction (Wdir),
Wave Height (WvH) and Wave Direction (WvD) on January 2016. (P: Percentile)

Presented data are characterized with measurement uncertainties. Single-Beam ba-
thymetries were realized with a sonar boat, by different operators throughout the years.
Three elements are measured: bottom elevation and two horizontal space coordinates.
Device precision was generally verified before each campaign (usually compared to pres-
sure capture, manual probes installed in fixed heights, control of GPS coordinates on
control points). Reported absolute differences did not exceed 0.01 m for both bed elev-
ations and coordinates. Devices also improved throughout the years, where most recent
bathymetry reports mention maximal errors of 0.006 m on horizontal coordinates (Ashtech
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Proflex 800 GPS), and an absolute error of 0.01 m for bed elevation (TRITECH PA500
Frequency 500 kHz), for a 0.99 to 1.0 m measured value, representing an error of 1 %.
Concerning tidal elevations, an absolute error of 2 cm is noted for the nearest harbor,
equipped with a radar tidal gauge (Krohne Optiflex). Wave and wind data are obtained
from models reanalysis, where 10 m wind data are assimilated with ARPEGE/ALADIN
[197], then injected in VAG model [85] for waves reanalysis. In these models, a comparison
by Campos and Guedes Soares [35] to GlobWave satellite data shows that spatial average
of yearly absolute errors does not exceed 0.28 m/s for wind and 0.13 m for waves, where
monthly errors can go up to 0.20 m. Previously described measurement uncertainties are
summarized in Table 1.3.

1.2.2 Punctual observations

In addition to constant monitoring, punctual measurement campaigns were organized for
supplementary information. In particular, a two-months survey was undertaken in 2010
to record local currents, waves and turbidity. Additionally, a new measurement campaign
took place at the beginning of the thesis on 2018, with the objective of completing previous
information by data inside the intake. I therefore had the opportunity to participate to
the installation of necessary measurement devices in the intake, during a week time.

The 2010 field survey

Free surface elevation and velocity components were measured at the vicinity of the intake
in five measurement points, as illustrated in Figure 1.11.

Figure 1.11 – Locations of measurement points for the two-months 2010 survey.

The targeted period is characterized with possible storms and surges. A superposition
of the measured hydrodynamic variables on tidal periods is shown in Figure 1.12.

(a) Free surface (b) X-velocity D (c) Y-velocity E

Figure 1.12 – Superposition of 2010 measurements for the hydrodynamic variables on Point 1.
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An example of bottom turbidity and wave heights on Point 4 is shown in Figure 1.13.
As previously mentioned, data are subject to measurement errors. In particular for the
2010 campaign, Acoustic Wave And Current (AWAC) meters (1 MHz Nortek, Doppler
technology) were used for offshore tidal velocities, levels (through pressure records) and
wave heights (Points 3, 4, and 5). Absolute error is about 1 cm/s for tidal velocities
and 5 cm for tidal levels, relative error is 1 % for wave heights, and absolute error is 2°
for wave direction. For Points 1 and 2, wave heights and three-Dimensional (3D) velocity
components (in the water column) were measured using Aquadopp profiler (1 MHz Nortek,
Doppler) with an error of 1 % ± 5 mm/s for velocities. Turbidimeters (YSI 6136 and YSI
6126 at points 1 to 4 and multi-parameter Hydrolab MS5 for point 5) were also used with
an error ranging from 2 % (YSI) to maximum 5 % (Hydrolab). Described measurement
uncertainties can be found in Table 1.3.

Figure 1.13 – Plots of turbidity and wave heights measurements on Point 4, by [122]

Campaigns Data Device Error

Continuous

Single-beam bathymetry Sonar boats
≤ ±0.01

m
Tidal elevations Krohne Optiflex ±2 cm

Wind velocities
ARPEGE/ALADIN

reanalysis

average
≤ ±0.28

m/s

Wave heights VAG reanalysis
average
≤ ±0.13

m

2010

Tidal velocity (Points 3 to 5) AWAC (1 MHz) ±1 cm/s

Tidal velocity (Points 1, 2) Aquadopp (1 MHz)
±1 % ± 5

mm/s
Tidal levels (Points 3 to 5) AWAC (1 MHz) ±5 cm

Wave heights (Points 3 to 5) AWAC (1 MHz) ±1 %
Wave directions (Points 3 to 5) AWAC (1 MHz) ±2°

Turbidity (Points 1 to 4) Turbidimeters YSI ±2 %
Turbidity (Point 5) Hydrolab MS5 ±2 %

2018
Velocity magnitude RiverPro ADCP

±0.25 %±
2 mm/s)

Turbidity SAMBAT buoy ≤ ±2 %

Table 1.3 – Measurements uncertainties.
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The 2018 field survey

In particular, water levels, 3D velocities and turbidity were provided. Immersed pressure
sensors for water depth (Figure 1.14-a) , SAMBAT autonomous multi-parametric buoy
for physico-chemical water characteristics (Figure 1.14-b), and ADCP Teledyne RiverPRO
(600 to 1200 kHz) for currents equipped on boat rafts (Zodiac MarkIII 30cv and Sillinger
80cv) and on an aquatic drone boat (RiverDrone, Figure 1.14-c) were used for meas-
urements. Localisations of measurements were tracked using a Leica CS15/GS14 GPS
(Figure 1.14-d).

(a) Pressure sensors fixed to anchors (b) SAMBAT buoy

(c) RiverDrone (d) Leica GPS

Figure 1.14 – Measurement devices for the 2018 campaign.

ADCP velocity measurements were recorded at High Tide (HT), Half Falling Tide
(HFT), Low Tide (LT), and Half Rising Tide (HRT), at different intake transects schem-
atized in Figure 1.15-a and vertically sampled each 10 cm in the water columns. Buoys
were installed for approximately 6 weeks. An example of velocity magnitude profile at
a transect perpendicular to pumps is also shown in Figure 1.15-b, where velocities are
higher at the vicinity of the pumps.

Physico-chemical characteristics were measured with a frequency of 5 minutes, using
the SAMBAT buoy immersed at the entrance of the intake. Examples of 4-day turbidity
and salinity measurements are shown in Figure 1.16.
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Turbidity measurements with the SAMBAT buoy are characterized by 5 % maximum
error, and RiverPro ADCP technical sheet indicates 0.25 % (±2 mm/s) error for velocity
magnitude. These are added to errors of previously described campaigns in Table 1.3.

(a) Transects locations (b) Velocity profile example

Figure 1.15 – ADCP measurement transects in the intake represented in red color, and an
example of velocity magnitude profile at a transect perpendicular to pumps, from left bank
(pump) to right bank.

(a) Salinity (b) Turbidity

Figure 1.16 – Examples of salinity and turbidity measurements with the SAMBAT buoy.

1.3 Process-based hydro-morphodynamics for data-driven

modelling

Previously presented data are a valuable source of information, that could help under-
standing the dynamics. It can also be completed by numerical investigations, using ap-
propriate physics-based models, that are described hereafter.

There is a complex interdependence of water motion, sediment dynamics and bed mor-
phology. The bottom grains are transported due to the action of the flow on the bottom.
This motion is classically separated into two distinct but interacting physical processes
[258, 259]. The first part is called ”suspension”, where the particles are transported in the
water column at flow velocity. The second is called ”bed-load”, where the particles move
due to their interactions with each other, in contact with the bottom. This sediment move-
ment modifies the bathymetry, which implies a modification of the flow dynamics. From
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an Eulerian viewpoint (description of the field at given locations), this inter-dependency
is usually modelled thanks to a coupled system of equations, composed of conservation
laws on hydrodynamics and sediment transport [187]. Lagrangian approaches (particles
tracking) exist as well [15] but are discarded in this work, principally because of the in-
dustrial constraints that highly limit simulation times.

The first part of the hydro-morphodynamic modelling system is a conservation law on
the fluid mass and momentum, called the three-Dimensional Free-Surface Navier-Stokes
(3D-FS-NS) equations. They consist on the classical Navier Stokes (NS) equations with
a kinematic Boundary Conditions (BC) on the free surface, convenient for the modelling
of flows in natural environments (river, sea, etc.). The 3D-FS-NS equations simulate the
classical three velocity components (two on the horizontal plane and one the vertical),
to which is added the water depth variable, or the free surface elevation (water depth +
bottom elevation). However, for time constraints, a two-Dimensional (2D) system is more
often preferred in industrial applications when possible. In particular, a depth averaged
version of 3D-FS-NS, called 2D-Horizontal (2DH) model, is deduced by integrating the
system on the vertical. This 2DH system is also called the Shallow Water Equations
(SWE) or the Saint-Venant equations. A reminder of the 3D-FS-NS equations and de-
rived SWE is proposed in Section 1.3.1, with a summary of inherent approximations and
limitations. Additionally, methods to take the waves influence into account are summar-
ized in Section 1.3.2.

The second part of the hydro-morphodynamic modelling system consists on a sediment
mass balance [187]. In Eulerian approaches, the sediments are treated as a continuum,
and their conservation at the bottom is represented by the Exner equation. Presence of
sediments in the water column (suspension) is represented by a concentration of particles
in the flow [9], assuming a dilute mixture of sediment and water. The concentration is
modelled by an advection-diffusion equation, with source/sink terms that represent the
exchange with the bottom (bed-load dominated region). These source/sink terms are also
present in the Exner equation, to which a bed-load flux is added, both participating to the
deformation of the bed. The bed-load and suspension processes work together through the
coupling of these equations to the flow equations. The involved fluxes are generally estim-
ated with empirical formulas that use the flow variables. A reminder of these equations
and a discussion about the closures for fluxes and source terms is proposed in Section 1.3.3.

Lastly, a brief description of the used modelling system is given in Section 1.3.4.

1.3.1 Hydrodynamic equations

This section is dedicated to the equations and hypothesis behind the used numerical model,
in particular the Shallow Water Equations (SWE) for free-surface flows. Before providing
the formulation of SWE and underlying assumptions, we briefly recall the fundamental
reasoning behind Navier Stokes (NS) equations, their closures and the free-surface version.
These are indeed fundamental for the establishment of SWE. The theoretical framework
and reasoning will be presented in a summarized way, and readers interested in further
details can refer to [10, 219, 247, 248] .



29 CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS

Navier-Stokes equations

NS equations express the fluid particles motion, on the basis of two fundamental principles:
the conservation of mass, and Newton’s second law on a fluid particle, assuming that the
latter is submitted to forces, that can be either external to the fluid continuum (e.g
gravity), or internal (interactions between the fluid particles) [10, 247]. This leads to the
continuity and momentum conservation system of Equations 1.1,

∂d

∂C
+ ∇ · (d[) = 0

d

(
∂[

∂C
+ ([ · ∇)[

)
= ∇ ·Σ + dg + L

, (1.1)

∇ and ∇· are the gradient and divergence operators respectively, [ B [*,+,,]) is the 3D
velocity vector for space-coordinates x = (G, H, I), ∇ ·Σ are the surfacic forces expressed in
terms of stress tensor Σ, dg is the gravity volumic force and L are the remaining external
forces (e.g. Coriolis). An approximation is introduced to express the stress tensor Σ in
terms of deformation, which depends on the molecular structure of the fluid. This is the
well known rheologic Stokes law for Newtonian fluids, expressed in Equation 1.2,

Σ = −?O + _ ∇ ·[ O + `
(
∇[ + ∇[)

)
, (1.2)

where O is the identity tensor, ? is the pressure, ` is the dynamic molecular viscosity
and _ ≈ −2

3` (empirical). The coefficients _ and ` are called the Lamé coefficients and
the previous relation is called the Stokes hypothesis [247]. The system 1.1 and the Stokes
empirical closure for the stress tensor 1.2 constitute the NS equations for Newtonian fluids
written in Equation 1.3, where Δ is the Laplacian operator, and a = `/d is the kinematic
viscosity. This is simplified for incompressible fluids as ∇ ·[ = 0.

∂d

∂C
+ ∇ · (d[) = 0

∂[

∂C
+ ([ · ∇)[ = − 1

d
∇? + aΔ[ + 1

3
a∇(∇ ·[) + g + 1

d
L

. (1.3)

Determination of the unknown velocity components from the resolution of these equa-
tions can for example describe the full state of a fluid that is constrained in a flume, if
adequate Boundary Conditions (BC) are given. However, for a range of natural flows
(river, estuary, sea), it is capital to characterize the evolution of the water depth denoted
ℎ(x, C), which is an additional unknown. These flows, called free-surface flows, are a par-
ticular case of two-phase flows with an interface between water and air [219]. Hence, an
equation Φ(x, C) = I−[(G, H, C) is added to characterize the interface between the first fluid
layer (here water) and the second fluid layer (here the air). In this equation I denotes an
arbitrary elevation in the calculation domain (third spatial coordinate in x) and [(G, H, C)
denotes the interface position, which implies that Φ(x, C) is null at the interface and neg-
ative in the lower fluid layer. This equation is completed with a BC on the interface where
the fluid particles are considered to have a zero normal velocity (no fluid particle leaves
the interface). This gives birth to the kinematic condition in Equation 1.4 (free-surface
condition for water-air two-phase flows).

∂Φ(x, C)
∂C

+[ · ∇Φ(x, C) = 0 . (1.4)
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The system 1.1, Stokes closure 1.2 and kinematic condition 1.4 represent the three-
Dimensional Free-Surface Navier-Stokes (3D-FS-NS) equations for Newtonian fluids.

Experiments on simple cases show however that the measured velocity can be much
lower than the analytical solution provided with the NS equations. The overestimation is
considered to be caused by unmodelled flow structures called eddies, that act as energy
dissipators, which is also known as turbulence. Hence, in order to introduce additional
dissipation, an eddy or turbulent viscosity, denoted aC , is often added to the kinematic
viscosity, which allows to account, in average, for the presence of vortexes and instation-
narities. Its value is usually scaled for the mean flow to correspond to measurements,
either by fitting a constant value, or using more sophisticated closures as the : − n model
[250]. In this approach, the complex structure of eddies at various scales is not prop-
erly modelled, but only its mean effect on the flow is taken into account. This is called
Reynolds averaging, in the sense that all modelled unknowns represent mean values of the
variations caused by smaller scale flow patterns. The system’s variables are considered to
be a superposition of mean quantities and fluctuations representing eddies, for example
written as U = U + U′ for velocity, where U is the average and U′ is the fluctuation. In-
corporating this approximation to NS gives the so-called Reynolds Averaged NS (RANS)
Equations.

At this step, there are already few hypothesis that should be kept in mind while using
the presented 3D-FS-NS for modelling: (i) the fluid is Newtonian, and equations are usu-
ally used in incompressible form for small to medium scale environmental flows; (ii) Stokes
law with Lamé coefficients is an empirical closure; (iii) introduction of an eddy viscosity
partially solves the turbulence problem, as only a mean flow is represented rather than the
complex structure of eddies at various scales; (iv) closures are necessary for the variations
of pressure ? and fluid density d using state laws; (v) the remaining forces L should be
defined and are also often modelled using closures; (vi) kinematic condition implies that
no detachment of the fluid particles from the interface is modelled; (vii) analytical solu-
tions for NS are only defined for few particular cases. The existence and smoothness of
NS solutions is still a Millennium Prize Problem [38]. Therefore, they are approximated
using numerical schemes that introduce uncertainties.

Shallow Water Equations

Numerical resolution of the 3D-FS-NS equations is however costly, namely for natural
flows that are contained in large domains (kilometers) and for which a fine resolution
is desired (meters). A 2D version has therefore been derived to characterize horizontal
flows. These are the Shallow Water Equations (SWE), and their derivation for viscous
flows is demonstrated in [79]. We briefly recall assumptions and details for specific terms
of interest. Readers interested in detailed demonstrations may refer to [79].

The SWE are derived from the incompressible 3D-FS-NS equations, using adimen-
sionalization and depth-averaging (integration on the vertical). In addition to previously
described NS assumptions and incompressibility (∇ ·[ = 0), the following hypothesis are
added:

• flow is studied in shallow waters. The characteristic vertical scale ℎ0 is negligible
compared to the horizontal one !0 (ℎ0/!0 << 1);
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• vertical accelerations are negligible, and external forces L are constant along the
vertical;

• bed slope is low, i.e. no abrupt bathymetry variations;

• appropriate BC are set, namely: (i) ? is equal to the atmospheric pressure ?0 at the
free-surface I = [(G, H, C); (ii) horizontal velocity is null at the bottom I = I1 (G, H, C),
where I1 is the bed elevation; (iii) there is no vertical variation of horizontal velocities
at the free-surface;

• impermeability hypothesis is considered, i.e. no particle leaves the fluid through
free-surface or bottom;

• new depth-averaged quantities are introduced for the velocity components as in 1.5,
where ℎ(G, H, C) = [(G, H, C) − I1 (G, H, C) is the water depth;


D(G, H, C) B 1

ℎ(G, H, C)
∫ [(G,H,C)
I1 (G,H,C)

* (x, C)3I

E(G, H, C) B 1

ℎ(G, H, C)
∫ [(G,H,C)
I1 (G,H,C)

+ (x, C)3I
. (1.5)

The adimensionalization applied to the momentum equation on the vertical velocity

component , , gives the hydrostatic pressure condition
∂?

∂I
= −d6, called hydrostatic

pressure hypothesis. The latter is the result of shallow water hypothesis. Adimensionaliz-
ation to the remaining equations allows to neglect some terms using the above-mentioned
assumptions. Depth-averaging on the vertical, with the hydrostatic pressure and the kin-
ematic condition that make the water depth variable appear in the system, give the SWE
in 1.6. 

∂ℎ

∂C
+ ∂(ℎD)

∂G
+ ∂(ℎE)

∂H
= 0

∂(ℎD)
∂C
+ ∂(ℎD2)

∂G
+ ∂(ℎDE)

∂H
= −6ℎ∂[

∂G
− 1

d
g1G +

ℎ

d
�G + ∇ · (ℎa4∇D)

∂(ℎE)
∂C
+ ∂(ℎDE)

∂G
+ ∂(ℎE2)

∂H
= −6ℎ∂[

∂H
− 1

d
g1H +

ℎ

d
�H + ∇ · (ℎa4∇E)

. (1.6)

Right hand side of the system contains new quantities. Firstly, a4 B a + aC + a3 is
called effective viscosity, and accounts for diffusion caused by kinematic and eddy vis-
cosities (a + aC), and dispersion expressed in a3. Indeed, when integrating the non-linear
term (([ · ∇)[) in the NS equations, velocity quantities in the form

∫
*23I appear. The

latter are approximated as
∫
*2 ≈ ℎD2 +

∫
D̃23I, where D̃ accounts for vertical variations.

Dispersive viscosity a3 results from a linear approximation in the form
∫
D̃23I ≈ VℎD2,

given the impossibility of exact calculation.

Secondly, bed shear stress vector 31 is introduced. The latter appears from integration
of ∇ · Σ = `Δ[. Using Leibnitz rule, normal projections of Σ at domain boundaries
(integration interval bounds) are used, i.e. Σ1 · n1 B Σ(G, H, I = I1 (G, H), C) · n1 and
ΣB · nB B Σ(G, H, I = [(G, H), C) · n1 corresponding to bottom and free-surface constraints
respectively. Free-surface constraint 3B is usually neglected for applications where wind
forcing is not important (rivers mainly). This is why it does not usually appear in SWE,
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and is implicitly contained in the external forces as LB B
1
ℎ
3B, considered depending on the

modelled case. It can however be capital for coastal applications, as it may imply strong
deformation, resulting in wind waves. However, realistic ocean waves propagation can
not be fully modelled with SWE, which is discussed in Section 1.3.2. Bottom constraint
(or bed shear stress) 31 is however capital for all environmental applications as it has
considerable influence on the flow, by the energy dissipation it introduces [167]. Indeed,
dissipative effects resulting from bed resistance to the flow, that take the form of near bed
flow structures (small to big turbulent eddies), are represented by 31, and play a major
role in currents moderation [167]. Its analytical expression is written in Equation 1.7.

31 B Σ1 · n1 = `
(
∂*

∂I

���
I=I1

,
∂+

∂I

���
I=I1

)
. (1.7)

Its exact formulation is unknown and needs closure. It is therefore generally approximated
using theoretical plane horizontal bed resistance to parallel flow, as in Equation 1.8,

31 =
1

2
d � 5 ()1, ) 5 ) |u |u , (1.8)

where � 5 , dimensionless, is called friction coefficient, depending on bed and flow/fluid
characteristics denoted )1 and ) 5 respectively. Literature formulas for � 5 are either
empirical or semi-empirical [167], based on experimental setups combined to theoretical
approaches on simple cases [146, 157]. One of the most widely used empirical formulas is
Strickler’s model in Equation 1.9 (or Manning-Strickler in the Anglo-Saxon terminology
[148]), where coefficient B takes values in the range [21.1, 26.613] m1/2 s−1 and :B is the bed
roughness height, allowing to measure bed irregularities and texture [148]. This formula

is usually written as a function of the Strickler coefficient  B �/:1/6B (or Manning’s
= B 1/ ). It is easy to implement and the orders of magnitude of  are well documented
for various environmental applications, as it has been calibrated for a wide variety of rivers
[16, 71].

� 5 =
26

�2

(
:B

ℎ

)1/3
. (1.9)

Nevertheless, it is admitted that bed resistance may change with turbulence regimes
[148, 157], an element that empirical formulas discard. Formulas accounting for turbu-
lence generally result from theoretical reasoning [250, 274] completed by estimations from
experimental setups with different flow regimes [146, 157]. The semi-empirical Colebrook-
White’s formula is for example written in Equation 1.10, where '4 = * × �ℎ/a is the
Reynolds number, �ℎ is the hydraulic diameter often approximated by 4 × ℎ, and �1, �2

and �3 are dimensionless coefficients. The latter have been fitted using different flow con-
ditions and take values in the intervals [2, 2.14], [0, 7.17] and [8.888, 14.83] respectively
[274].

� 5 =
_

4
=

1

4 ×
(
−�1;>6

(
1
�2

:B
ℎ
+ �3

'4
√
_

))2 . (1.10)

For both formulas, :B must be defined. The roughness concept is physically complex
to describe, as it results from different characteristics of the bed: i) skin drag (surface
texture: grains); ii) form drag (surface geometry: bed forms) and iii) shape drag (overall
geometry: meanders, bends) [91, 167]. All these effects must be accounted for in realistic
models. Roughness height :B is therefore usually used for calibration, as a ”model of the
physical processes that are omitted” near the bed [167]. Hence, it should be manipulated
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cautiously to avoid over-tuning and balancing numerical errors. This is not an easy task.
To avoid non-physical calibration, :B bounds should be quantified. In 2D models, using
SWE for example, it is used to compensate for form drag in addition to skin drag, as
resulting 3D flow structures, pressure forces acting on the bed forms, effect of small ba-
thymetry variations on the water column, and near-bed turbulence are not modelled.

The previously cited formulas were established in experimental configurations with
skin roughness only. The latter is therefore well documented in literature and generally
estimated from bed materials size [91, 148, 167]. Form drag is more difficult to quantify
[167] and exhibits unsteadiness, going through different regimes as bed forms change with
the flow [198], illustrated in Figure 1.17.

Figure 1.17 – Variation of Manning’s coefficient with bed forms, by Hassanzadeh [91]

Dominant bed forms in coastal seas are ripples, followed by megaripples and dunes
(Figure 1.18 from Section 1.3.3). van Rijn [258] therefore propose to quantify roughness
induced by ripples :AB , mega-ripples :<,AB and dunes :3B with an appropriate function of
bed and flow characteristics [258]. These formulas are however also uncertain. For sim-
pler use, bounds are also reported in [258] for each component, as [0.00064, 0.075] m,
[0.002, 0.2] m and [0, 1] m respectively. In particular, :AB values account for both skin
and ripple friction. For these roughness types, and in the absence of alternatives, it is
considered that their induced bed resistance follows the same laws as skin drag. Common
practice consists on separating 31 to additive components [71], or calculating an equival-

ent roughness height as proposed by [258] using :B =
√
(:AB)2 + (:<AB )2 + (:3B )2. Therefore,

previously described bounds can be used to limit the total roughness calibration interval
to :B ∈ [0.00064, 1.023] m. Same additivity strategies are usually used to account for bed
resistance induced by other current types (e.g. wave generated near bed turbulence).

In addition, adequate Boundary Conditions (BC) should be set for numerical model-
ling. Solid BC commonly correspond to null fluxes (no slip condition). For the intake
case, outflow BC are set to pumping flowrates. Inflow BC are however uncertain, depend-
ing on nearshore hydrodynamics mainly consisting in tidal and wave forcing. They can be
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parameterized, for example using the TPXO tidal data-base, particularly the European
Shelf (ES) local model [62]. In this case, hydrodynamic unknowns at the boundary are
modelled as a superposition of harmonic components, as in Equation 1.11,

� (p, C) =
∑
�8 (p, C)

�8 (p, C) = 58 (C)��8 (p)2>B
(
2cC/)8 − q�8 (p) + D08 + E8 (C)

) , (1.11)

where the term � at point p and time C represents the unknown (velocity component
and/or water depth), �8 a harmonic component with constant period )8, amplitude ��8 ,
phase q�8 , phase at origin of times D0

8
, and temporal nodal factors 58 (C) and E8 (C). In order

to account for uncertainties in the tidal base, three parameters, denoted �)! (Coefficient
of Tidal Level), ")! (Mean Tidal Level) and �)+ (Coefficient of Tidal Velocity), can be
used to calibrate BC on measurements, as in Equation 1.12. For example, ")! allows
to compensate for seasonal variability (effect of thermal expansion, salinity variations, air
pressure, etc.) and long-term sea level rise resulting from climate change [102]. The three
coefficients ")!, �)! and �)+ can also be used to compensate the effects of storm and
surge (atmospheric and wave setup), as the latter are not modelled and not taken into
consideration in the TPXO data-base.

ℎ = �)! ×∑
ℎ8 (", C) − I 5 + ")!

D = �)+ ×∑
D8 (", C)

E = �)+ ×∑
E8 (", C)

. (1.12)

In all previously used formulas, be it for friction or BC approximation, an important
degree of uncertainty should be highlighted. Namely, only empirical or semi-empirical
formulas are used, and a number of tuning coefficients are noted. Particularly, formulas
are often ”applied to flow conditions far from those on the basis of which they have been
developed” [146]. Additionally, they are often used to compensate for unmodelled phys-
ics. For example, eddy viscosity aC is used to model average effect of turbulence without
modelling all eddies and energy cascade with Direct Numerical Simulations (DNS), and
roughness height :B is similarly used to compensate for unrepresented near bed phenom-
ena. These approximations are indeed practical, but remain uncertain. In the absence of
alternatives however, the presented formulas are used, considering that they carry a part
of truth and a part of error that can be characterized with Uncertainty Quantificiation
(UQ) (see Chapter 3 for theoretical details and Chapter 4 for application).

Lastly, until now, bottom elevation I1 was not discussed, even though it is present in
SWE, through water depth ℎ, and can evolve in time. This has a strong influence on flow
modelling, and can be of interest in morphodynamic problems, as for the studied intake.
Bathymetry evolution and sediment dynamics are dealt with in Section 1.3.3.

1.3.2 Waves modelling

Wind can be an important component of coastal applications, as it locally generates waves
(wind waves). Once generated, waves can propagate with the flow (swell) and dissipate
through numerous phenomena (e.g. breaking).

Wind effect on the free surface can be accounted for through normal shear stress in
SWE, as explained in Section 1.3.1. Empirical formulas are usually used for that matter.



35 CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS

However, realistic waves propagation cannot be modelled with SWE in coastal config-
urations, since waves have different velocities and can deform [249, 250]. Indeed, as a
consequence of the used hypothesis, SWE are said to be non-dispersive, because they
only propagate waves without deformation, and only with two possible velocities (see the
linearization using small perturbations [248, 250]). Therefore, other approaches are used
for wave propagation and dissipation, to model free-surface spatio-temporal fluctuations
around the average delivered by SWE. Additionally, waves also imply a change in the
flow currents, due to the orbital motion of water particles [248]. This means that velo-
city values are impacted, which can be modelled in SWE by adding an external force to
momentum conservation, called the wave driving force LF, or corresponding stress called
radiation stress. This force/stress implies momentum excess in the same way friction L 5

implies diffusion.

To compute the wave driving forces and free surface fluctuations, a new model is
needed. Three approaches are briefly presented, but readers in need of detailed explana-
tion and theoretical elements can refer to [30, 249].

Physical approach: spectral models

Natural waves are random and irregular in space and time. This randomness can be
approximated by a finite superposition of < ∈ N independent monochromatic (or regular)
wave components, with their amplitudes 08, angular frequencies l8, wave numbers :8,
directions \8, and phases Φ8 as in Equation 1.13.

b (G, H, C) =
<∑
8=1

b8 (G, H, C) =
<∑
8=1

08 cos(:8 (G sin \8 + H cos \8) − l8C +Φ8) . (1.13)

Firstly, for a component b8, wave height is defined as �8 = 208, frequency as 58 B Ω8/2c
and period as )8 = 1/ 58. Secondly, the wave number relates to wave length !8 as :82c/!8,
and the wave number vector is defined as [(:8)G , (:8)H]) B [:8B8=\8, :82>B\8]) . Further-
more, there exist a physical relation between l8 and :8, called the linear dispersion
relation for surface waves, and denoted Ω, that reads l2

8
= Ω((:8)G , (:8)H, G, H, C)2 =

(6:8) tanh(:8ℎ). This can be calculated by finding small perturbation solutions of the
incompressible Euler equations with flat bottom [249]. Lastly, for b8, the induced mech-
anical energy per unit of surface (potential+kinetic) is defined as �8 B 1/2d602

8
, whereas

it is approximated as � B
∑<
8=1 �8 for the superposition of waves b =

∑<
8=1 b8.

In real life however, waves are not a discrete superposition of components, and their
energy is not a discrete summation. They are continuous physical quantities, that can be
expressed on continuous domains of frequencies 5 ∈ [0, +∞] and directions \ ∈ [0, 2c].
Elementary energy, called spectrum of wave energy and denoted � ( 5 , \), can be defined
for a continuous representation of � on the full frequency-direction space [0, +∞] × [0, 2c]
as � =

∫ +∞
0

∫ 2c

0
� ( 5 , \)35 3\. Another variant of the same quantity, called variance

spectrum of wave energy, is defined as � ( 5 , \) B � ( 5 , \)/d6. The latter is related to
wave perturbation as in Equation 1.14, where the phases q are randomly distributed over
the range [0, 2c].

b (G, H, C) =
∫ +∞

0

∫ 2c

0

√
2� ( 5 , \)35 3\2>B (: ( 5 ) × (GB8=\ + H2>B\) − 2c 5 C +Φ) . (1.14)
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Therefore, each amplitude 08 in Equation 1.13 can be seen as an elementary compon-
ent approximated as 08 =

√
2� ( 5 , \)35 3\.

Waves can travel in space and time, which means that their characteristics may vary
with their coordinates as 5 = 5 (G, H, C) and \ = \ (G, H, C).

In a uniform medium, an observer that moves with a wave sees unchanged character-
istics, meaning that l (or 5 ) and [:G , :H]) (or angle : and \) keep unchanged on this
trajectory [30]. The observer follows a straight path, called the ray [30]. Rays therefore
define paths along which frequency and wave number remain constant, which can be form-

ally written as 3l
3C
=

3:G
3C
=

3:H
3C
= 0, with 3

3C
= ∂

∂C
+ ¤G ∂

∂G
+ ¤H ∂

∂H
. Vector [ ¤G, ¤H]) B

[
∂G
∂C
,
∂H
∂C

]
defines the celerity of the wave in the global referential, called group velocity, often denoted
[26G , 26H]) and calculated as in Equation 1.15.

[26G , 26H]) B
[
∂G

∂C
,
∂H

∂C

])
=

[
∂Ω

∂:G
,
∂Ω

∂:H

])
. (1.15)

In a non-uniform medium however, characteristics of the flow have an influence on
wave trajectories and deformation. Rays are no longer straight but curved. If the flow

characteristics are denoted _, the differentials become 3l
3C
= ∂Ω

∂_
∂_
∂C

, 3:G
3C

= −∂Ω
∂_

∂_
∂G

and
3:H
3C
= −∂Ω

∂_
∂_
∂H

[30]. This implies that the frequency and wave number vary along the ray,

with variations of the medium characteristics (e.g. flow velocity).

Consequently, modelling the sea state consists on calculating variations of frequencies
and wave numbers along rays, in order to determine variations of wave amplitudes in the
spatio-temporal domain. A conservation law is generally used [30], written as in Equation
1.16.

3#

3C
=
∂#

∂C
+ ∂ ¤G#

∂G
+ ∂ ¤H#

∂H
+ ∂ ¤:G#

∂:G
+
∂ ¤:H#
∂:H

= & . (1.16)

Conserved quantity # is called wave action and defined as # (G, H, :G , :H, C) = � ( 5 , \)/f,
where f is the relative pulsation observed from a referential moving at flow velocity u.
It relates to wave frequency by Ω(:G , :H, G, H, C) = l = f + [:G , :H]) · u (Doppler effect).
Waves generation and dissipation are controlled through source terms &. Propagation
equations (or Hamilton equations) defined in 1.17 complete the system.

¤G = ∂G
∂C
= 2

6
G =

∂Ω
∂:G

¤H = 26H = ∂H
∂C
= ∂Ω
∂:H

¤:G = −∂Ω∂G
¤:H = −∂Ω∂H

. (1.17)

There are therefore three modelling steps: (i) waves generation by wind forcing, which
can be accounted for in & in Equation 1.16, (ii) waves propagation with the flow using
Equation 1.16 and (iii) waves transformation due to different phenomena that induce
dissipation and energy transfer (e.g. shoaling, breaking, refraction, reflection, diffraction,
non-linear interactions between the waves, etc.), also accounted for in the source term &

of Equation 1.16.
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Flow characteristics (velocity u and water depth ℎ) are essential for the propagation of
waves and therefore influence the sea state. Waves reciprocally influence the flow, which
can be modelled by adding a source term to SWE in Equation 1.6, in the form of an
external force. The latter is called wave radiation force, and defined in Equation 1.18,

LF = [�FG , �FG ]) =
[

1

d(ℎ + b)

(
∂(GG
∂G
+
∂(GH

∂H

)
,

1

d(ℎ + b)

(
∂(HG

∂G
+
∂(HH

∂H

)]
, (1.18)

where (GG, (GH = (HG and (HH are the components of a symmetrical radiation stress tensor
denoted S and defined in Equation 1.19 with = = 1

2 +
:ℎ

sinh(2:ℎ) [270].

S =

(
(GG (GH

(HG (HH

)
=
� ( 5 , \)

2

(
2c(1 + cos2 \) − 1 = sin 2\

= sin 2\ 2c(1 + sin2 \) − 1

)
. (1.19)

Statistical characterization

Solving a sea state model is known to be computationally demanding, which is not accept-
able industrial applications. However, when wave measurements are available, radiation
forces can be directly estimated using statistical models, and injected into the SWE. This
allows to replace the process-based models, for example conservation equation defined in
1.16, by a low cost estimation.

For example, an estimation of the non-directional energy density (defined for a mean
direction with a frequency variable only) is defined by JONSWAP (Joint North Sea Wave
Project, [92]), for limited fetch conditions, as in Equation 1.20

� ( 5 ) = U%62(2c)−4 5 −5 exp

(
−5

4

(
5

5?

)−
4

)
W
exp

(
− ( 5 − 5? )

2

2f2
�
5 2?

)
. (1.20)

where U% is the Phillips constant [193], W = 3.3, 5? is the peak frequency, f� is the peak
width set to f� = 0.07 for 5 ≤ 5? and f� = 0.09 for 5 > 5? [125, 234]. The directional
spreading � ( 5 , \) is estimated by multiplying the non-directional spectrum � ( 5 ) by a
spreading function � cos2= U, where U is the direction relative to the mean direction of
wave propagation [234]. The coefficient = is often set to 1 and the energy � is set so
that the energy in all directions sums to the same total as the non-directional. This
allows to estimate the radiation stress from measurements, at any location where wave
characteristics are measured.

Parametric approach: apparent roughness

If neither spectral modelling is an option (computational cost), nor spatio-temporal wave
characteristics are available for statistical spectrum calculation, then it is not possible to
directly estimate the wave radiation forces. Their effect can however be indirectly con-
sidered, by a modification of the friction forces [191, 258]. This is a parametric approach,
called apparent roughness in literature.

Apparent roughness, denoted :0 is defined as the roughness value allowing to simulate
flow conditions in coastal configurations without direct wave modelling. It is used with
classical friction formulas, as defined in Section 1.3.1. For example, van Rijn [258] proposes
a modification of :B in the form of Equation 1.21, to account for waves,

:0 = exp
[
(0.8 + q − 0.3q2)DF/|u2 |

]
:B , (1.21)
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where DF is the waves peak orbital velocity, |u2 | is the current-only velocity magnitude
and q is the angle between the wave direction and current direction in radians.

Orbital velocity DF can be estimated assuming linear wave theory as in Equation 1.22,
where �B is the significant wave height and l? = 2c/)? with )? the peak period, defined
in Table 1.4.

DF =
�Bl?

2 sinh(:ℎ) . (1.22)

More sophisticated formulas also exist for real waves, as the one given by [235] in
Equation 1.23, where )I is the zero up-crossing period defined in Table 1.4.

DF =

(
�B

4

) (6
ℎ

)1/2
exp

−
[
3.65

)I

(
ℎ

6

)1/2]2.1 . (1.23)

Quantity Notation / Formula Comments
=−th moment of
energy spectrum <= =

∫ +∞
0

∫ 2c

0
5 =� ( 5 , \)35 3\ -

Moment = = 0 <0
variance of the perturbed

free surface elevation
Spectral

significant wave
height

�<0 = 4<1/2
0

-

Significant wave
height

�B ≈ �<0
average of the highest third

of wave heights, also
denoted �1/3

Root-mean
square height

�A<B = �B/
√

2
It is a good average of the

wave energy

Mean period )< = (<0/<2)1/2 -

Peak period )? = 2c/l? ≈ 5
√
�<0 ;

Wave period with highest
energy

Zero up-crossing
period

)I ≈ )<; )I ≈ 0.710 )?
(Pierson-Moskowitz);

)I ≈ 0.781 )? (JONSWAP)

Period of time between two
up-crossings of the average
wave height, also denoted

)<0,2

Table 1.4 – Waves characteristic quantities

It remains difficult to estimate the current-only velocity in real life configurations,
where the effect of waves can not be isolated. Therefore, rugosity is often used as a
calibration parameter for combined wave-current velocities, to perform fitting on meas-
urements. In this case, orders of magnitude for :0 can help. The authors in [258] report,
based on a literature review of ripple-bed experiments, that :0/:B ranges in the interval
[1, 15], depending on the relative strength of wave to current motion, the wave height and
the wave direction. On the basis of a field campaign, it is also reported that :0 ranges in
the interval [0.001, 2] m [258].
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1.3.3 Sediment transport and morphodynamic equations

As explained in Section 1.3.1, bottom elevation I1, or bathymetry, can vary as a function
of flow parameters. Sediment grains can be transported by different forcing effects (tides,
waves, density, etc.), with possible interactions and non-linearities [9]. Their motion may
induce bed forms changes, through different deformation scales. As an example illustrated
in Figure 1.18, bed waves are small scale patterns, while mega-ripples and dunes are big-
ger. These deformations can have an impact on the flow, by increasing or decreasing bed
resistance, implying changes in the drag force. Near bed hydrodynamics and turbulence
can consequently be impacted, resulting on an inverse feedback on morphodynamics, and
so on.

To describe morphodynamics, sediment particles motion is modelled, and distinction
is usually made between suspension that takes place in the water column, and bed-load,
which is the rolling, sliding and hopping of particles near the bed [9]. Both effects are
accounted through a sediment mass balance equation.

Figure 1.18 – Bed forms illustrations by Guy et al. [86]

Sediment mass balance results from conservation calculations on elementary bed sur-
face [9], where sediments are considered as a continuum. When considering bed load and
suspended sediment transport, this gives the Exner Equation 1.24,

(1 − _)∂I1
∂C
+ ∇ · q1 + � − � = 0 , (1.24)
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where bed elevation IB is transported with bed porosity _ (or volumic particle concen-
tration 1 − _), enhanced with volumic bed-load transport rate vector per unit width q1
(m2/s) and particle volumic erosion and deposition fluxes denoted � and � respectively.

This equation is the most used one in morphodynamic modelling, with both 2D and
3D hydrodynamics. Mass balance is however only applied to a near-bed layer, while other
sediment balance in an arbitrary layer can be derived [186]. Furthermore, given the high
degree of randomness in sediment motion, probabilistic models have been developed [74].
However, these are not considered herein, and attention is focused on the terms of Equa-
tion 1.24.

Bed-load and erosion/deposition fluxes are unknown and need closures. Morphody-
namic processes are however difficult to observe and describe, making analytical deduc-
tions and process-based modelling difficult [9, 187]. Most modelling of sediment processes
is therefore empirically driven, with closures generally deduced from laboratory experi-
ments, incorporating a certain degree of simplification [9]. Hence, formulas are tradition-
ally parameterized by sediments characteristics (e.g. grains diameter). However, natural
environments are more complex, motion is greatly influenced by small scale behaviors,
and variety of grain types can be found in the same location. This induces different re-
sponses to same constraints, with possible chimico-physical interactions between grains.
Consequently, discrepancies between model predictions and measurements are often ob-
served, and generally attributed to problem oversimplification [187].

While contemporary works focus on correction strategies, as the distinction between
steady vs. unsteady flow, cohesive vs. non-cohesive behavior, etc., numerous open model-
ling questions remain difficult to tackle [187]. Suspension and bed-load parametrizations
will be presented, keeping in mind that they could be highly uncertain [170].

Suspended sediment transport

Suspended load takes place in the water column, after sediments leave the bottom due
to flow constraints and near bed agitation (e.g. turbulence). Indeed, when the latter
generate sufficient lift force compared to grain weight, helped by turbulent eddies, erosion
of bed sediment may result in resuspension. Conversely, deposition happens when grain
weight attracts the sediments to the bottom. Other physical parameters also influence
these processes, as sediment diffusivities, settling velocities, cohesive processes such as
flocculation, etc. [9].

This alternating erosion and deposition events are modelled via the equilibrium of
fluxes � − � in Equation 1.24. Several methods for calculating those fluxes as a func-
tion of flow and sediment parameters can be found in literature, as discussed below. In
general, they are estimated at each location as a function of near bed sediment concen-
tration. Hence, it is necessary to model sediment concentration values in the flow, using
an appropriate model.
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Conservation of sediment concentration on elementary fluid particle volume, combined
to Reynolds averaging, leads to an advection-diffusion equation. This is written in Equa-
tion 1.25,

∂ℎ2

∂C
+ ∇ · (ℎu2) = ∇ · (ℎnB∇2) + (� − �) + (2 , (1.25)

where 2 is the modelled depth-averaged concentration of sediments (volumic percentage),
nB is the sediment diffusivity accounting for molecular and turbulent diffusion (often set
to nB = a3/d2, where d2 ≈ 1), and (2 are any additional source/sink terms.

The �−� term is the net sediment flux, which represents the rate of change of sediment
concentration, between the bed and water column, due to the settling fluxes [9]. It is con-
sidered to result from an equilibrium in the near-bed concentration, and can be calculated
as � −� ≈ FB ×

(
24@ − 2A4 5

)
(or � ≈ 24@ ×FB and � ≈ 2A4 5 ×FB), where 24@ is called equi-

librium near bed concentration, 2A4 5 is the reference concentration at the interface I = IA4 5
between bed-load layer and suspended load layer, and FB is the sediments settling velocity.

Sediments settling velocity can be estimated from grain diameter as in 1.26,

FB =



(dB/d − 1)63250
18a

if 350 ≤ 10−4

10a

350

©«
√

1 + 0.01
(dB/d − 1)63350

a2
− 1

ª®¬ if 10−4 < 350 ≤ 10−3

1.1
√
(dB/d − 1)6350 otherwise

, (1.26)

where dB is the sediment density and 3= is the =−th percentile of grain size distribution,
i.e. 350 denotes the median grain size.

Interface concentration 2A4 5 at I = IA4 5 is usually estimated at each coordinate from
integration of an assumed Rouse profile for sediment concentration, as in Equation 1.27,

2(I) = 2A4 5
(
I − ℎ
I

0

0 − ℎ

)'
, (1.27)

where ' B FB/^D∗ is the Rouse number, ^ ≈ 0.4 is the von Karman constant, D∗ B√
|31 |/d is the friction velocity and 0 is a reference elevation that can vary, but usually

set very close to bed. Reference elevation is usually defined as a function of median grain
size IA4 5 = U350 [278], where U usually ranges in [0.5, 3].

Equilibrium concentration 24@ can be determined using empirical formulas. For ex-
ample, Zyserman-Fredsoe’s formula [278] is given in Equation 1.28, where motion is

defined as a function of Shield’s stress \ B |31 |
(dB−d)6350 , which is the non-dimensional bed

shear stress ,

24@ =
0.331(\′ − \2A)1.75

1 + 0.72(\′ − \2A)1.75
, (1.28)

where \′ = `\ is the skin friction stress (non-dimensional), and `, called friction factor,
designates the proportion of friction related to grains texture (see Section 1.3.1). The
parameter \2A is called critical Shields, and can be set to different values [75], as 0.047 in
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[159].

Another formula convenient for combined wave-current action is the Soulsby and van
Rijn estimation [234], in Equation 1.29,

24@ =

{
0BB

(√
|u| + 0.018

��
DF − D2A

)
if |u| ≥ D2A

0.0 otherwise
, (1.29)

where DF is the wave orbital velocity that can be estimated as in Equation 1.23 (Section
1.3.2), �� is a drag coefficient calculated Equation 1.30 where I0 ≈ 0.006 m is a bed
roughness value, D2A is a threshold for current velocity magnitude estimated in 1.31, and
0BB is called suspended transport factor and is computed as in 1.32.

�� =

(
0.4

;>6(<0G(ℎ, I0)/I0 − 1)

)2
, (1.30)

D2A =


0.19(30.150 );>610

(
4.0 ℎ
390

)
if 350 < 0.0005 <

8.5(30.650 );>610
(
4.0 ℎ
390

)
otherwise

, (1.31)

0BB =

0.012ℎ350

((
6(dB/d−1)

a2

)1/3
350

)−0.6
((dB/d − 1)6350)1.2

, (1.32)

In addition to the previous formulas that define concentration flux Boundary Con-
ditions (BC) at the bottom, appropriate Boundary Conditions (BC) should be set for
remaining boundaries. Free surface and solid BC commonly corresponds to null fluxes
or no slip condition [9]. Open BC however need to be defined, specifically in the case of
intake with entering sediments upstream. In this case, BC can either be directly specified
with depth averaged concentration value or indirectly imposed from near bed concentra-
tion using Equation 1.28 or 1.29 and Rouse profile 1.27.

In addition to the uncertainties inherent to parameteric closures, some modelling lim-
itations can be noted. Firstly, previous formulas are only valid for non-cohesive sediments
erosion and deposition, under reasonable/little disequilibrium. In the current work, only
non-cohesive sediments are considered. However, intake and nearshore measurements
(Section 1.1) also showed the presence of silt, which has cohesive behavior. We shall there-
fore keep this modelling limitation in mind. In particular, for cohesive sediments, erosion
only occurs above a critical shear stress threshold \ > \24 (not necessarily Shields para-
meter), that increases with physico-chemical effects such as cohesiveness, while porosity _
decreases [9]. Deposition conversely happens below a threshold \ < \23. These definitions
make the difference with non-cohesive sediments behavior, where erosion and deposition
can simultaneously occur [9].

Secondly, absence of stress between fluid and sediment particles in the water column is
assumed, considering that turbulence induced constraint is predominant. Similarly, stress
between sediment particles is neglected, assuming no particles collision in the flow. These
hypothesis can be questioned for highly concentrated or near bed flows [187].
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Bed-load

Bed load corresponds to near bed sediment motion, limited in a thin, high sediment con-
centration layer, that corresponds to few centimeters depending on flow conditions [9].
Bed load is principally caused by sediment particles interactions. Once hydrodynamic
driving forces are sufficient for sediments mobilization, bed stability is compromised and
grains begin to move by interacting with each other, rolling, sliding and jumping [9]. This
causes bed features formation (e.g. 1.18) and migration.

Oppositely to suspended load, particles are not considered dilute in the water column,
and the bed load flux q1 is not calculated with flow equations. It is rather directly
parameterized with bed and current properties, either using empirical or semi-empirical
formulas, generally assuming uniform flow conditions [9, 187]. For example, the well
known Meyer-Peter and Müller empirical formula [159] defined for steady uniform flow
conditions and 350 ∈ [0.4, 29] mm, is written in 1.33,

|q1 | =
{

0 if \ < \2A

U<?<

√
6(dB/d − 1)3350(\ − \2A)?<?< otherwise

, (1.33)

where the critical Shields stress \2A defines a threshold of motion. Coefficient U<?< was
originally set to U<?< = 8 in [159], and was modified in various studies to fit on measure-
ments as U<?< ∈ [3, 12] [75, 101, 180]. Power value ?<?< was originally set to ?<?< = 3/2
in [159], and also took different values as ?<?< = 1.6, function of data [75].

Other formulas proposed in the literature allow to account for the effect of waves.
For example Soulsby - van Rijn proposed, in addition to concentration parameterization
in 1.29, a formula for combined current-wave action giving a total transport rate q1,B
accounting for both bed-load and suspension [234] in Equation 1.34,

|q1,B | = 01,B |u|
[(
|u|2 + 0.018

��
D2F

)0.5
− D2A

]2.4
, (1.34)

where bed load coefficient 01 and suspended load 0B can be estimated as in Equation 1.35,
and critical velocity D2A is calculated as previously shown in Equation 1.31.

01 =
0.005ℎ(350/ℎ)1/2

((dB/d − 1)6350)1/2

0B =
0.012350�

−0.6
∗

((dB/d − 1)6350)1/2

. (1.35)

Once bed load magnitude is estimated, the vector is set to q1 = ( |q1 | cosU, |q1 | sinU),
where U is the angle of sediment motion relative to the G−axis. It can be estimated from
flow direction, and deviated as a function of bed slope, as in Equation 1.36,

tanU =
sin X − 1

5 (\)
∂I1
∂H

cos X − 1
5 (\)

∂I1
∂G

, (1.36)

where X = tan−1(E/D) is the flow stream angle, 5 (\) is a shape function for example
defined as 5 (\) = 3/2\ by Koch and Flokstra [114]. Bed load angle can also be influenced
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by other constraints such as secondary currents or spiral flows.

In addition to parametric closures uncertainties, it can be noted that these approaches,
as many classical formulas, only use a single characteristic grain size (e.g. median 350) for
transport rate estimation. However, grain distributions can sometimes be non-gaussian or
multi-modal, as shown in Figures 1.8 and 1.7. This means that the grain distribution may
be poorly represented by a single statistical moment. Hence, estimation with the above for-
mulas can result with under- or over-estimation of the transport rate [187]. Consequently,
grain sizes are often calibrated to fit the morphodynamics on measurements, resulting in
representative values, which are not necessarily the statistical estimators deduced from
measurements. Author approaches to account for multi-class sediment transport can be
found in literature [187], but generally increase the modelling problem dimensionality.

1.3.4 Modelling system

The previously described equations and closures are implemented within the open-source
TELEMAC-MASCARET System (TMS) (https://www.opentelemac.org/). It is a par-
allelized High Performance Computing (HPC) hydro-informatic system, allowing to sim-
ulate complex flows, through independent physical modules. Namely, TELEMAC-2D [95]
models 2D hydrodynamics using SWE, TOMAWAC [22] simulates wave propagation and
transformation using spectral modelling, and SISYPHE [263] represents sediment dynam-
ics using Exner equation (or new GAIA module since 2019 [12]). Numerical schemes
and adequate solvers are used for modelling, as Finite Elements (FE) used for the ap-
plication cases. Application Program Interfaces (API) are implemented for each TMS
module, which allows a total control on simulation variables and parameters while run-
ning a case [81]. Through direct access to physical memory, user can stop a simulation
at any time step, retrieve some variables values and change them if necessary through
pointers (memory addresses). This is particularly convenient for data-driven approaches,
such as Uncertainty Quantificiation (UQ) and Data Assimilation (DA) (see Chapter 2).

Coupling of TMS modules for complex applications is made asynchronous (time-
splitting). This means that modules equations are solved independently, with an entirely
decoupled system of equations. Combination of processes is then assured by communic-
ating interest variables between the modules at a given frequency, as illustrated in Figure
1.19.

In morphodynamics, decoupling is typical in most existing 2D and 3D modelling sys-
tems, where the core is a hydrodynamic model to which waves, sediments, turbulence,
etc. can be added [9, 187]. Principal hypothesis behind this approximation states that
bed morphological evolution is of much lower order of magnitude than the flow changes.
This is classically met in river and sea bed applications, but may fail for rapid processes.
Hence, it should be kept in mind that decoupling is a simplification, with certain the-
oretical issues [45]. It implies that provided solutions are only approximations of the
coupled modelling system solutions. Other approaches exist for coupled sediment-flow in-
teraction, inspired by two-phase flow models [187], but are however not used in this thesis.

Lastly, general limitations inherent to the models, and resulting from previously de-
scribed modelling choices, should be highlighted. Due to computational costs, only a 2D
model is considered for hydrodynamics, and turbulence is not fully modelled. For the same

https://www.opentelemac.org/
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reasons, coupling with spectral waves model is only used for schematic cases (for example
in previous investigations in Section 1.4.2), and calibration of an apparent rugosity for
combined current-wave flow is preferred for remaining investigations. Used models incor-
porate an important degree of uncertainty due to empirical closures, and approximations
used for indirect modelling of important physical processes. Friction closures and sedi-
ment transport formulas use tuning coefficients (structural uncertainty). Rugosity height
:B and median grain diameter 350, major physical information, are also highly uncertain
(epistemic uncertainty) and are calibrated to compensate for the unmodelled. Bad consid-
erations of spatio-temporal waves, turbulence, and 3D flow structures, are often pointed
out as a limitation to morphodynamic models, since small eddies, orbital water particle
motion, and flow structure may control near-bed mass exchange [9, 187]. Additionally,
suspended sediments are considered dilute in the fluid, implying variations of fluid density
d. These variations can be modelled with adequate formulas (e.g. UNESCO equations of
state [257]), but without 3D modelling, resulting density currents can not be captured [9].
Proportion of suspended vs. bed-loaded sediments remains unquantified. Consequently
in this thesis, as a first approximation, only suspension is taken into consideration, prob-
ably predominant according to literature review in Section 1.1. Lastly, BC and IC are
also uncertain, for example tidal BC are parameterized, and incomplete IC bathymetry
fields are subject to interpolation bias. Lastly, common modelling error sources should be
noted, as those resulting from numerical discretizations, interpolations and solvers.

Figure 1.19 – Scheme of TMS modules coupling [246]

1.4 State of the art of the intake dynamics investigations

Some attempts to analyze the intake’s sedimentation were given in previous studies, using
the data described in Section 1.2 and the modelling equations introduced in Section 1.3.
These are summarized below.
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1.4.1 Data-based investigations

Intake’s data were mainly analyzed by Latteux [122], with either qualitative analysis by
comparative plots, or quantitative estimations of the dependency between sediment trans-
port and hydrodynamic indicators, using Pearson’s correlation coefficient. The latter,
defined in Equation 2.8 (Chapter 2), varies in the interval [−1, 1] and allows to measure
linear dependencies between variables. An absolute value close to 1 indicates strong linear
correlation between the studied variables and inversely, a value close to 0 shows that linear
dependency can be neglected. Positive values indicate increasing relationships, and vice
versa. It should be kept in mind that Pearson’s coefficient can be negligible even in the
case of strong dependency, if linear correlation is negligible.

Waves

Firstly, the two-months 2010 campaign data (February to March, Section 1.2) showed that
W originating swell, although dominant, is closely followed by N origin swell [122]. This
highlights that even though W dominance is noticed for decennial scale (as discussed in
Section 1.1), it does not prevent another wave origin to be important for a punctual dur-
ation. Additionally, there are significant positive correlations (from 0.96 to 0.97) between
�B at the vicinity of the intake (Points 3, 4 and 5 in Figure 1.11) and at 7 km from
the coast, and a slightly lower correlation (from 0.9 to 0.915) in front of the intake dikes
(points 1 and 2 in Figure 1.11). This is probably due to the local reflection effect [122].
This study also concludes that 70% of �B remains lower than 1 m, and 2 m lower than
96 % (also confirmed in [130], 70 % < 1 m and 95 % < 2 m as previously highlighted in
Section 1.1). It is also shown that �B generally decreases at low tide.

Turbidity

Next, analyzing turbidity shows that difference between sea bottom turbidity (30 cm above
bottom) and middle of the water column (2.3 m above bottom) can be greater than 70
mg/l [122]. Turbidity at the bottom reacts to �B, namely peaks that coincide with strong
wind waves. However its decrease following a strong wind is slow. Additionally, turbidity
is stronger at low tide, but no effect of tidal currents intensity was noticed. Quantitative
analysis of the collected data also showed strong correlations between measured turbidity,
wave heights and tidal levels, with interactions between the latter two, explained by inter-
actions of their constraints on the bottom. For deeper analysis, the bottom shear stress
resulting from waves was estimated using Soulsby’s formula with a rugosity of :B = 0.006
m (Nikuradse’s value for rippled sand bottoms). A significant positive correlation was no-
ticed between the estimated stress and turbidity. Furthermore, adding the bottom shear
stress resulting from the tidal currents (Bijker approach) to Soulsby’s wave stress im-
proves the correlation (Section 1.3 for details about the formulas). The vertical gradient
of turbidity also increases with the total constraint.

Waves impact on intake’s sedimentation

Secondly, the 2015-2010 bathymetries were used to analyse the intake’s sedimentation.
The volume of sedimentation was calculated for each two successive bathymetries that
are not interrupted by dredging, and then divided by the duration to provide a daily rate
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(m3/day). This rate was used as the main sedimentation indicator and correlations with
the other measured variables were investigated.

Wave data from the ANEMOC data-base over the 2003 − 2009 period [21, 153] were
used for comparison, on two points at 12 and 24 km off the coast. A general increasing
tendency of the sedimentation daily rate with the wave height �B is noticed (correlation
of 0.81 with the 24 km point, and 0.83 with the 12 km point), but a strong dispersion
of the cloud around the mean tendency is also highlighted. Correlations are greater with
a power of the wave height �3

B (0.89 and 0.88 respectively). The westerly swell induces
more sedimentation than waves with the same height but a different origin. This might
be related to the sediment accumulation at the west bank of the intake (Figure 2) [122].

The area on which the daily sedimentation rate is calculated influences the previously
observed correlations. Indeed, dividing the intake’s area by three, Latteux [122] attempts
other calculations using the the intake’s upstream portion only for the volume calculations.
Correlations are greater for low deposits and lower for high deposits.

Figure 1.20 – Intake’s daily deposition rate as a function of the average of �3
B ∗ )?/IB for each

deposition period, colored by the sedimentation month, by Latteux [122]

Tidal levels impact on intake’s sedimentation

The tidal levels, denoted IB, were also used to deduce correlations with the daily sedi-
mentation rates. Correlation value between the daily sedimentation rates and the average
of �3

B /IB over the sedimentation duration was equal to 0.89 for both points located at
12 km and 24 km off the coast. Correlation with the wave period, denoted )?, was also
studied, by considering the average of �3

B)?/IB instead of �3
B /IB. This results with almost

the same correlation value (only a slight increase of 0.003 was noticed). A scatter plot of
the daily sedimentation rates as a function of �3

B ∗ )?/IB is shown in Figure 1.20.

Initial state influence

The initial intake clogging can also be influencing for the sediment deposition. Indeed, the
highest the intake bottom elevations, the lowest the water levels and the highest the flow
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velocities. Hence, the sedimentation rate should in principle be reduced with clogging.
Nevertheless, no significant correlation is noticed between the daily sedimentation rates
and the initial average bottom elevations of the intake.

Seasonal effects

Seasonal effects are also considered, as the silt proportion is in principle higher in winter
than in summer, but no significant correlation could be deduced, as can be seen in Figure
1.20, where cloud points are colored by sedimentation month.

Pumping regimes

A positive correlation value was expected between the average plant pumping flowrate and
the daily sediment deposition, as greater pumping means greater proportion of sediments
diverted to the intake. This was again not observed, and the opposite was even noticed.
This can be explained by higher intake velocities that aspire the sediments out through
the pumps rather than allowing their deposition.

1.4.2 Process-based investigations

Preliminary numerical model investigations at the study area were attempted as well.

Hydrodynamic modelling

A hydrodynamic model, on a large domain of 33 km longshore and 15 km offshore, was
used by Rougé and Tassi [207] to reproduce the 2010 campaign tidal amplitude and mean
level, and maximal velocity magnitudes at flood and ebb, by calibrating three inputs: two
tidal parameters and a single friction coefficient (�)!, ")! and strickler’s coefficient
 , as described in Section 1.3.1). It was shown after calibration that maximal velocity
magnitude difference at flood remains generally lower than 5 cm/s (slight underestima-
tion), with a temporal phase shift of 15 to 20 minutes. However, it was noted at ebb that
velocity magnitude difference can go up to 10 cm/s for Point 2 (Figure 1.11).

Combined tide-wave effects

A combination of waves spectral modelling with hydrodynamic modelling, using coupled
TELEMAC2D-TOMAWAC, was also attempted on the previously mentioned 33× 15 km
domain [207]. Waves were added to calibrated hydrodynamics, with a coupling time step
of 15 minutes [207]. Three wave events (one day per event) from the 2010 campaign with
different directions and height values were selected. The directions/heights were imposed
as BC. Wave heights and directions are globally well represented over time. By coupling
to hydrodynamics, the qualitative importance of waves for the initiation of long-shore
currents was demonstrated. Indeed, at the vicinity of the beach that formed near the
west dike of the intake, velocity magnitude does not exceed 30 cm/s without waves while
it goes up to 1.5 m/s when waves are considered (scenario with a tidal range of 7.23 m,
�B = 1.8 m and NE originating swell). This behavior is particularly true for waves that
arrive with a given angle to the coast.

In another example, Latteux [122] analyzed the combined tide-wave effect, with schem-
atic westerly waves of height 3.8 m and peak period 8 s. These simulations showed that
orbital velocities are higher at low tide, attaining 1.3 m/s on the rocky plateau in front of



49 CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS

the intake and 0.5 m/s at deeper seas of −10 m CM. This means that sediment stock has
greater chances being stirred to the intake at low tide [122]. At high tide, these velocities
fall to 0.7 m and 0.4 m respectively. This implies four times higher bottom constraints
at low tide compared to high tide (corresponding to two times higher orbital velocities).
Furthermore, wave breaking induced currents are more significant at low tide.

Full wave-hydro-morphodynamic coupling

Full coupling between waves, hydrodynamics and morphodynamics was attempted by
Rougé and Tassi [207] on the previously described large scale domain of 33 km longshore
and 15 km offshore. In particular, Bijker formula was used to deduce combined bed-load
and suspended load fluxes, with a median diameter of 350 = 200 `m and a bed porosity
of _ = 0.375. The sediment dynamics were greatly influenced with by presence of waves,
as bed shear stress was increased by the latter. For the strongest combined tide-wave
currents (scenario with a tidal range of 7.23 m, �B = 1.8 m and NE originating swell),
deduced solid transport rate varied in [10−3, 10−2] m2s−1 at the intake’s entrance, and
was maximal in the center. Sediment depositions over a day period reached +1 m at the
entrance of the intake.

1.5 Summary

Literature review conducted in Section 1.1 shows that the physical phenomena involved
in sedimentation processes are highly complex and non-linear. Hydrodynamic and met-
eorological conditions play an important role in the observed dynamics, through wind,
waves and tides. A hand-off between tides and waves explains the particles trajectory
from offshore to the intake. However, the dynamics at the vicinity of the intake need to
be more deeply analyzed and in particular, a predictive tool was required by the power
plant stakeholders. For this reason, two data sources were described: (i) measurements
from regular monitoring and punctual campaigns in Section 1.2 and (ii) process-based
equations for numerical modelling in Section 1.3.

Previously attempted investigations with the measurements and models were summar-
ized in Section 1.4. They resulted with interesting conclusions, but the latter remain basic
(linear correlations, scatter plots, qualitative analysis, manual model calibrations, etc.),
and do not provide a predictive tool for operational conditions. Additionally, optimal
combination of these data sources was not attempted, and their respective uncertainties
not taken into consideration, in particular process-based modelling uncertainty and meas-
urement errors.

Hence, advanced mathematical tools that allow deeper measurement-based and data-
driven investigations are detailed in the following Chapter 2, namely Uncertainty Quan-
tificiation (UQ), Machine Learning (ML) and Data Assimilation (DA), where particular
focus is given to Dimensionality Reduction (DR) and probabilistic modelling. Introduced
framework and techniques can be applied to a variety of non-linear physical fields. Chapter
2 is therefore kept general, without explicit mention of the physical problem.





Chapter 2

Data-driven modelling

Ce chapitre introduit les éléments théoriques nécessaires à l’établissement des résultats ob-
tenus dans le cadre de la thèse. Les méthodes statistiques pour le traitement des données,
qu’elles soient mesurées ou numériques, sont introduites. En particulier, l’apprentissage
statistique, ou Machine Learning, est présenté, et les limitations des techniques classiques
soulignées. Pour dépasser ces dernières, nous proposons de combiner réduction de dimen-
sion et régression probabiliste multivariée non-linéaire. Ces deux méthodes sont centrales
dans le cadre de la thèse et utilisées dans les différentes contributions proposées dans les
chapitres suivants. Elles sont donc également détaillées. En outre, nous introduisons les
approches hybrides permettant de combiner mesures et modèles numériques, en particu-
lier la Quantification d’Incertitudes et l’Assimilation de Données. Elles sont d’un intérêt
particulier, dans la mesure où nous disposons de deux sources d’information, toutes deux
entachées d’incertitudes.

This chapter introduces the theoretical elements necessary for the establishment of the
thesis results. The statistical methods used for data processing, be it on measurements
or numerical information, are introduced. In particular, statistical learning, or Machine
Learning, is presented, and limitations of classical techniques are highlighted. To overcome
the latter, we propose to combine dimensionality reduction and non-linear multivariate
probabilistic regression. These two methods are central for the thesis, and used in the dif-
ferent contributions proposed in the following chapters. They are consequently discussed
as well. In addition, we introduce hybrid approaches allowing to combine measurements
and numerical models, in particular Uncertainty Quantification and Data Assimilation.
They are of particular interest, as we have two sources of information, both characterized
with uncertainties.
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2.1 Uncertainty Quantification

Two principle sources of information are available in this thesis work: measurements and
a process-based model. They are both characterized with errors, that should be taken
into consideration for robust predictions, design, etc. [231]. In this context, Uncertainty
Quantificiation (UQ) techniques, based on stochastic simulations, can help characterizing
the model uncertainties, through uncertainty propagation allowing to study the propaga-
tion of uncertainties from inputs to outputs, and sensitivity analysis that aims at ranking
the inputs by their influence [240].

Interest of the geosciences community in such methods is increasingly high. UQ ex-
amples (non exhaustive) can be found in [19] for sensitivity of storm simulations (surge
and wave models) to uncertain inputs (wind and bed friction constraints, eddy viscosity,
parameters for wave fluxes, etc.), in [8, 52, 268] for bed friction related uncertainties and
their impact on flood simulations, and in [20, 170, 214] for sediment transport uncertainty
(due to bed grains size, sediment transport formulas, etc.). A review of sensitivity analysis
techniques used on environmental models can be found in [194]. These studies can some-
times be case dependent, and result in different conclusions when different frameworks,
parameters and related errors/uncertainties or interest variables, are considered. As an
example, an insightful literature analysis of different conclusions deduced from different
uncertainty studies, regarding the ranking of most influencing sediment parameters, is
given by Oliveira et al. [184] (Tables 1 and 2 [184]).

In the following, UQ is briefly presented. The probabilistic framework, with basic
mathematical notations and notions for UQ studies, is introduced in Section 2.1.1. Clas-
sical UQ steps are described in Section 2.1.2, including a brief description of powerful
tools for stochastic models construction, such as the Kernel Density Estimates (KDE),
Maximum Entropy Principle (MEP), the Bayes theorem, etc., and classical methods for
sensitivity analysis like the ANalysis Of VAriance (ANOVA) decomposition. Lastly, spec-
tral stochastic modelling is presented in Section 2.1.6.

2.1.1 Probabilistic framework

In the following, random variables are defined and used through UQ study steps. In par-
ticular, they are characterized by PDFs and can be described using statistical moments.
We therefore recall some fundamentals of the mathematical probabilistic framework, use-
ful for the following sections.

Probability space and Probability Density Functions

First, we denote by (Ω, �, P) a probability space, where Ω is the event space (space of all
the possible events l) equipped with f-algebra � (some events of Ω) and its probability
measure P (likelihood of a given event occurrence).

A real random variable Y of dimension < ∈ N, with support �Y = R
<, defines an ap-

plication Y(l) : Ω→ �Y. Its components are denoted by subscripts as Y = [.1, . . . , .<]) ,
and its realizations are denoted by lower case letter y ∈ �Y, or collected in sample of size
= ∈ N with superscript notations SY = [y(1) , . . . , y(=)] (matrix of size < × =).
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The PDF of a component .8 is denoted 5.8 : �.8 → R and verifies P(.8 ∈ �8 ⊆ �.8 ) =∫
�8
5.8 (H8)3H8. The joint Probability Density Function (PDF) of Y is denoted 5Y : �Y → R

and verifies P(Y ∈ � ⊆ �Y) =
∫
�
5Y (y)3y =

∫
�
5.1,...,.< (H1, . . . , H<)3H1 . . . 3H<.

Percentiles and Quartiles

The percentiles and quartiles of PDFs are discrete quantities that can be used to char-
acterize the latter. Percentiles divide a PDF into 100 sub-intervals of equal size. The
:−th percentile of a random variable . , denoted ?A (., :), corresponds to the definition
in Equation 2.1.

P(. ≤ ?A (., :)) = :

100
, (2.1)

where : ∈ {1, . . . , 100}. For example, the first percentile ?A (., :) denotes the value of
. under which 1% of the realizations occur. The 50th percentile is called the median.
Quartiles divide the PDF into 4 sub-intervals of equal size. The 9−th quartile of . is cal-
culated as @A (., :) B ?A (., 9 × 25), where 9 ∈ {1, 2, 3, 4}. For example, the first quartile
@A (., 1) denotes the value of . under which 25% of the realizations occur, and the second
quartile is the median.

Statistical moments

Statistical moments can also be used to characterize the PDF. The :−th moments of a
component .8 are defined as in Equation 2.2.

E[. :8 ] B
∫
�.8

H:8 5.8 (y)3H8 . (2.2)

The first moment is the Expectation of .8 denoted E[Y]. Its empirical estimate over a
sample of size = is the statistical average denoted .8, calculated as in Equation 2.3, where

(SY)8 = [H (1)8 , . . . , H
(=)
8
] is line 8 of matrix SY. Expectation of Y is defined component-wise

as E[Y] = [E[.1], . . . ,E[.<]])

E[.8] ≈ .8 =
1

=

=∑
9=1

.
( 9)
8

=
1

=
(SY)8 (SY))8 . (2.3)

In the same manner, we define the :−th central moments of .8 as E[(.8−E[.8]): ]. The
first central moment equals 0. The second central moment is the variance of .8 denoted
V[.8]. It can be developed as V[.8] = E[.2

8
] − E[.8]2 (Koening-Huygens). Its empirical

estimate is written in Equation 2.4.

V[.8] ≈
1

= − 1

=∑
9=1

(H ( 9)
8
− .8)2 =

1

= − 1

[
(SY)8 − .8

] [
(SY)8 − .8

])
, (2.4)

A useful statistical estimate is the standard deviation defined as f.1 B
√
V[.8], which al-

lows to quantify the variance in the variable’s unit of measure. This also allows to define
a relative estimate |f.1/E[.1] |, called the variation coefficient.
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Covariance and correlation

The covariance of two components .81 and .82 is the bilinear symmetrical operator defined
as 2>E(.81 , .82) = E[(.81 −E[.81]) (.82 −E[.82])]. As a result V[.8] = 2>E(.8, .8). Covariance
can be empirically estimated as in Equation 2.5.

2>E(.81 , .82) ≈
1

= − 1

=∑
9=1

(H ( 9)
81
−.81) (H

( 9)
82
−.82) =

1

= − 1

[
(SY)81 − .81

] [
(SY)82 − .82

])
. (2.5)

The variance of Y is defined as V[Y] = E[(Y − E[Y]) (Y − E[Y])) ]. It is a mat-
rix of size < × < called the covariance matrix, and can also be developed as V[Y] =
E[YY) ] −E[Y]E[Y]) . Component of line 81 and column 82 is exactly the covariance term
2>E(.81 , .82) and hence, diagonal terms 8 correspond to V[.8] and the matrix is diagonal.
The covariance matrix can be empirically estimated as in Equation 2.6.

V[Y] ≈ 1

= − 1

(
SY −Y

) (
SY −Y

))
, (2.6)

This notion is extended to define the cross covariance matrix between two random

variables Y and X as 2>E(Y,X) ≈ 1

= − 1

(
SY −Y

) (
SX −X

))
. Similarly, auto-correlation

matrix is defined and approximated as in Equation 2.7, and cross-correlation matrix reads

C(Y,X) ≈ 1

= − 1
SYS)Y.

C(Y,Y) = E[YY) ] ≈ 1

= − 1
SYS)Y , (2.7)

Not to confuse with the correlation matrix, denoted 2>AA (Y) and containing com-
ponent wise Pearson’s correlations defined as in Equation 2.8. This gives 2>AA (Y) =
3806(C(Y,Y))−1

2C(Y,Y)3806(C(Y,Y))−1
2 , where 3806(A) contains the diagonal elements

of matrix A. Correlation matrix is then equivalent to covariance matrix if variables are
standardized (i.e. normalized by their standard deviations), while auto-correlation matrix
is equivalent to covariance matrix if variables are centered around their means.

d.1,.2 =
E [(.1 − E(.1)) (.2 − E(.2))]

f.1f.2
, (2.8)

The L2
R space

Lastly, the space of real random variables with finite second moments (and finite variances)
is denoted L2

R(Ω, �, P;R), or shortly L2
R. It is a Hilbert space equipped with the inner

product in Equation 2.9, where and its induced norm | |.8 | |L2
R
B

√
E[.2

8
].

(.81 , .82)L2
R
B E[.81.82] =

∫
Ω

.81 (l).82 (l)3P(l) =
∫
Ω

.81 (l).82 (l) 5.1,.2 (H1, H2)3H1H2
(2.9)

2.1.2 Steps of a UQ study

The objective of UQ studies is to determine the impact of modelling uncertainties on a
simulated output. Uncertainty can originate from different sources, for example poorly-
known physical parameters, closures used within the interest model, Boundary Conditions
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(BC), Initial Conditions (IC), modelling simplifications, numerical schemes, etc. These
uncertainties are generally classified in three categories: epistemic uncertainty that results
from poor knowledge of the dynamics, and can be reduced with more observations, aleat-
ory uncertainty that is completely random and judged to be irreducible by the modeller
[231], and numerical error that may concern the choice of modelling system, discretiza-
tion, interpolation, etc. [183].

In all cases, these variables (or choices) are considered non-deterministic: it is im-
possible to choose a given value and be certain about it. One can only estimate, hardly,
the probability of a value to be accurate. Therefore, uncertainty sources are treated using
probabilistic analysis, each source being quantified with a Probability Density Function
(PDF), and the model is considered stochastic. Common approach in UQ consists in
propagating different values of uncertain inputs through the modelling system, using a
sample representative of input PDFs, in order to deduce statistics on the output [240].

Firstly, determining uncertainty sources and characterizing them with PDFs is clas-
sically called quantification of uncertainty sources. A second step named uncertainty
propagation consists in transforming input uncertainties through the model to output un-
certainties. In an additional step called sensitivity analysis, ranking of the inputs as a
function of their influence on the output is targeted [240]. Lastly, uncertainty reduction
consists in correcting the most influencing input PDFs in order to obtain more plausible
(less uncertain) outputs. This can be performed through Data Assimilation (DA), in par-
ticular balancing numerial error with the other types of errors.

UQ steps, i.e. quantification of uncertainty sources, uncertainty propagation and sens-
itivity analysis are discussed below, while DA is the subject of dedicated Section 2.3.

2.1.3 Quantification of uncertainty sources

This step consists in identifying the potential sources of uncertainty, then constructing
adequate stochastic models to express it, consisting in a joint PDF. Uncertainty sources
identification is case dependent, and should be performed carefully, with an advanced
analysis of involved physics. This is therefore not commented in the following.

Once the uncertain inputs identified, the joint PDF should be determined, based on
expert knowledge and/or statistical arguments. In general, this PDF can only be guessed,
with more or less confidence, from available information. We therefore speak of prior
PDF denoted 5

?A8>A

Θ
(Θ, s), where Θ are the uncertain inputs and s are density hyperpara-

meters. Selecting a prior density and corresponding hyperparameters is however known
to be difficult, and particularly challenging in the absence of data [231].

Inputs PDF can not be chosen arbitrarily. Indeed, even when the model is perfect,
arbitrary inputs PDF leads to arbitrary output’s PDF. The UQ study is therefore directly
impacted [231]. Hence, for robust density choice, three cases are identified by Soize [231]:
(i) if no data are available, then both the density and corresponding hyperparameters s are
highly uncertain, and should be treated as such; (ii) if few data are available then the use of
a parametric PDF is advised (e.g. Gaussian, Uniform, etc.), and optimal hyperparameters
s>?C are selected with the help of the Maximum Entropy Principle (MEP) (information
theory) and (iii) if ”big data” are available, non-parametric densities can be inferred, for
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example using KDE [93]. We focus on the case where few (bounds, mean and variance,
partial measurements) or ”big” data (complete measurements) are available.

Choice of parametric densities

For the first case of few data, the Maximum Entropy Principle (MEP) is used. It states
that the PDF that maximizes the uncertainty (i.e. maximizes −E[;>6( 5Θ)], Shannon’s
entropy) should be selected Soize [231]. For example, among all possible PDFs, the one
that maximizes the uncertainty while being defined on a bounded subset  ⊂ R+ is
the Uniform PDF on R+ with support  [231]. This means that if the only available
information consists in interval bounds for the uncertain parameters, then the Uniform
PDF should definitely be used as prior. Joint multivariate Uniform PDF is formulated as
in Equation 2.10.

5Θ, 
()) = 1

| |1 ()) , (2.10)

where 1 equals 1 on  and 0 elsewhere, and | | =
∫
 
3Θ (volume of the subspace).

If the first two moments are known (mean and covariance matrix), MEP leads to
Gaussian PDF. For the multidimensional input Θ, with mean -Θ and covariance matrix
ΣΘ, joint multivariate Gaussian PDF is written in Equation 2.11.

5Θ,-Θ,ΣΘ
()) = 1√

(2c)+34C [ΣΘ]
4G?

[
− 1

2f2
8

() − -Θ)
)ΣΘ

−1() − -Θ)
]
. (2.11)

For one input component Θ8, with mean `8 and standard deviation f8, Gaussian PDF is
written in Equation 2.12.

5Θ8 ,`8 ,f8 (\8) =
1

√
2cf8

4G?

[
− 1

2f2
8

(\8 − `8)2
]
. (2.12)

Estimation of hyperparameters

Once a PDF denoted 5
?A8>A

Θ
(Θ, s) is selected, its hyperparameters denoted s must be

chosen to completely define the stochastic model. Identification of an optimal configur-
ation s

>?C
= from a set of observations y = {Y} can be performed by adequate probability

theory formulation, for example using the Maximum Likelihood Estimation (MLE) or the
more general Bayesian inference.

The MLE is formulated as an optimization problem in Equation 2.13,

s
>?C
= = arg max

s
5
?A8>A

Θ
()1, s) × . . . × 5 ?A8>A

Θ
()=, s) , (2.13)

where 5
?A8>A

Θ
()1, s) × . . . × 5 ?A8>A

Θ
()=, s) is called the likelihood PDF, often denoted L(s),

representing the probability of values y = {Y} to be observed for a given value s of
hyperparameters. The objective is therefore to maximize the latter [231]. In particular, if
the MLE is considered as a realization of a random vector S

>?C
= from random observations

realizations denoted Y = {Y}, it is established that S
>?C
= converges to a Gaussian vector

whose mean is the true optimum s(C) given the chosen PDF 5
?A8>A

Θ
, with covariance matrix
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defined as C =
[
�� (s(C))

]−1
, where �� is called the Fisher information matrix and calculated

as in Equation 2.14 [231].

[J� (s)]8, 9 = E
[
∂L(s)
∂B8

∂L(s)
∂B 9

]
(2.14)

While MLE aims at finding optimal parameterization for a fixed density choice, the
objective in Bayesian inference is to incorporate information about the observations in
the process in order to define a posterior PDF denoted 5

?>BC4A8>A

Θ|Y=y
from the prior, that is

more representative of the parameters given the observed data. Firstly, considering the
prior PDF parameters and the observations as random variables denoted in capital letter
S and Y respectively, marginalization rule is written as in Equation 2.15.

5
?>BC4A8>A

Θ|Y=y
()) =

∫
5Θ|S=B,Y=y ()) 5S|Y=y (s)3s . (2.15)

The first term can be written 5Θ|S=B,Y=y = 5
?A8>A

Θ
() , s), as the probability of Θ is

assumed to be completely determined from the knowledge of S, given the definition of
parametric distribution. The second term 5S|Y=y is however unknown and can be determ-
ined using the Bayes rule (from which Bayesian denomination originates), as in 2.16,

5S|Y=y (s) =
5Y |S=s(y) 5S(s)

5Y (y)
, (2.16)

where the marginalization rule gives 5Y (y) =
∫
5Y |S=s(y) 5S(s)3s, and the quantity 5Y |S=s

is no other than the likelihood L(s).

Conversely to MLE, the Bayes rule in Equation 2.16 gives a distribution of the hyper-
parameters S rather than a single estimate. The marginalization rule in Equation 2.15 is
then used to correct the prior estimation 5

?A8>A

Θ
() , s) in order to obtain a posterior dis-

tribution 5
?>BC4A8>A

Θ|Y=y
()) that is not necessarily of the same shape, using a weighting by the

possible values of parameters S given the observations. The same concept is for example
used in inverse problems, and particularly for Data Assimilation (DA), in order to assim-
ilate data to physics-based models (see Section 2.3).

If the right hand side PDFs of Equation 2.16 are known, then the posterior PDF
denoted 5Θ|Y can be directly estimated from Equations 2.15 and 2.16. However, this
requires calculation of integrals that is known to be difficult, and methods as the Markov
Chain Monte Carlo (MCMC) are used to avoid such direct calculation [231]. In general,
the right hand side PDFs of Equation 2.16 are not known. The posterior PDF is then ap-
proximated, either relying on additional assumptions on the involved PDFs (for example
Gaussian hypothesis), or consisting on a statistical PDF estimations using sampling tech-
niques. However, the latter remain costly, due to sampling and numerical integration
[231].

Non-parametric densities

In case of sufficient measurements (’big’ data), Kernel Density Estimates (KDE) can
be used [93], which is a continuous approximation of the variables histogram, also called
kernel smoothing. It consists in a superposition of standard PDFs in the variables space in
order to cover all density variations. Kernel designates the used standard PDF, denoted  .
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For a random variable - with realizations [G (1) , . . . , G (=)], KDE is written as in Equation
2.17,

5̃- (G) =
1

=ℎ 

=∑
8=1

 

(
G − G (=)
ℎ 

)
, (2.17)

where 5̃- is the KDE approximation of the true density 5- , and ℎ is a parameter
called bandwidth. Using Gaussian Kernels, the optimal bandwidth, defined by Silver-

man [226], is ℎ = 0.9 × <8=
(
fG ,

�&'(-)
1.349

)
/(=1/5), where �&'(-) is the interquartile

range (�&'(-) B @A (-, 3) − @A (-, 1), where quartiles are defined with Equation 2.1).
The KDE converges to the true PDF with increasing sample size, whatever the chosen
Kernel.

2.1.4 Uncertainty propagation

Once uncertainty sources are quantified with adequate PDFs, the idea is to deduce their
impact on the output. In particular, one wants to characterize how inputs probabilit-
ies propagate to output probabilities. Probabilistic Quantities of Interest (QoI) for the
output are therefore studied (moments, percentiles, PDF approximation, etc.). Among
the most targeted QoI are the mean and variance, which is called second moment analysis.

Two approaches can be used: (i) sampling techniques consisting in direct simula-
tions with the model M(Θ) = Y, that allow providing a set of output realizations
[y(1) , . . . , y(=)] from a set of input realizations [) (1) , . . . , ) (=)]. Probabilistic informa-
tion are then empirically inferred from data (e.g. Equations 2.3 and 2.4 for statistical
moments, and Equation 2.17 for PDF approximation); (ii) indirect methods, for example
kriging or spectral stochastic approaches as PCE and Karhunen-Loève Transfrom (KLT),
where the model’s output is characterized through a stochastic model, either intrusively
(e.g. Galerkin scheme) or non-intrusively from [y(1) , . . . , y(=)] as a post-processing of
sampling techniques, allowing further exploration of the output’s space with reasonably
low number of simulations [231].

Direct sampling approaches

The most efficient and popular method is Monte Carlo (MC) [231], consisting in fully ran-
dom sampling with respect to the inputs PDF. Once the Monte Carlo (MC) input sample
produced, each input configuration is propagated through the studied model by running
a direct simulation. A corresponding sample of output values is therefore obtained, and
statistics or PDF can be estimated from the latter, using either parametric or empirical
estimates.

Theoretical proof of the convergence of MC empirical estimators for expectation and
variance (defined in Equations 2.3 and 2.4 respectively) with the sample size = is provided
by the Central Limit Theorem. For example, MC estimator of the expectation converges
in PDF to Gaussian, with mean corresponding to the true analytical value E[. ], and
variance V[. ]/=. The QoI can therefore be tracked as a function of the sample size =, in

order to stop at convergence. MC speed of convergence is
√

1
=
. Although independent of

inputs dimension (no curse of dimensionality) [231], it remains low. It can be improved
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using advanced simulation procedures (e.g. Latin Hypercube Sampling (LHS) [53]).

Indirect and spectral stochastic approaches

Three indirect methods were previously mentioned: kriging, and spectral stochastic ap-
proaches as PCE and KLT. PCE [113, 139] and kriging [152], allow to build a probab-
ilistic mapping from an input to an output space. In this thesis, PCE is preferred, due
to orthonormality properties. The latter allow straightforward calculation of the out-
put’s statistical moments from the expansion coefficients, and therefore the study of the
output’s sensitivity to the input variations without additional cost [103, 241]. PCE is
widely used in the UQ community [143, 242, 264, 271, 273], particularly for the study
of stochastic behaviors in physics [31, 107, 179, 244]. It is therefore detailed below in
Section 2.1.6. Karhunen-Loève Transfrom (KLT), as a Dimensionality Reduction (DR)
technique, is discussed in dedicated Section 2.4. In particular, dimensionality of the UQ
problem is directly linked to the number + of uncertain inputs Θ, and to the dimension
< of output _. High dimension leads to high computational cost for accurate statistical
moments estimation. Hence, DR, for example KLT, can be used in this context (also
referred to as Proper Orthogonal Decomposition (POD) for spatio-temporal outputs or
PCA for multivariate reduction [231]).

2.1.5 Sensitivity analysis

In sensitivity analysis, the quantification of inputs influence on the output variability is
of interest. Ranking variables and their interactions according to the impact they have
on the model response is usually targeted. This allows to determine the most influencing
parameters to calibrate and the least influencing ones to set to fix values, decreasing for
example the dimensionality of Data Assimilation (DA) problems.

Local and Global Sensitivity Analysis

Two categories of sensitivity analysis are usually defined: Local Sensitivity Analysis
(LSA), where the objective is to study the influence of small input variations around
a reference value, and Global Sensitivity Analysis (GSA), where the input variations over
the whole support are studied [241]. The second category is of interest in the follow-
ing. GSA methods are usually grouped in two categories: (i) regression-based and (ii)
variance-based methods.

Regression-based GSA

For example, when the model M(Θ) can be approximated by a multivariate linear re-
gression, the Standard Regression Coefficient (SRC) of each variable Θ8 calculated as in
Equation 2.18 can be used to rank the inputs.

('�8 =
�>E [.,Θ8]
f.fΘ8

= (d.,Θ8 )2 . (2.18)

This is no other than the square of Pearson coefficient, defined in Equation 2.8, for linear
dependence.
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However, when the model shows non-linearities, such indicators fail to accurately de-
scribe the sensitivities. In this case, other indicators can be used if the model is monotonic,
for example the Partial Rank Correlation Coefficients (PRCC), defined as d.,Θ8 |\8 , where
\8 is a realization of the inputs where only Θ8 is varied.

Variance-based GSA

In general, models are non-monotonic and non-linear. A more convenient approach based
on variance decomposition can be used [241]. This consists on calculating the share of
output’s variance that is due to a given input. For the general case of a multivariate
model written as in Equation 2.26, the variance of the output . can be computed as in
Equation 2.19,

V[. ] = 2>E (.,. )
= 2>E

(∑
I⊆{1,...,+}MI (\I),

∑
J⊆{1,...,+}MJ (\J )

)
=

∑
I⊆{1,...,+}

∑
J⊆{1,...,+} 2>E

(
MI (\I),MJ (\J )

)
=

∑
I⊆{1,...,+}

(
V [MI (\I)] +

∑
J≠I⊆{1,...,+} 2>E

(
MI (\I),MJ (\J )

) ) . (2.19)

This is called ANalysis of COVAriance (ANCOVA) decomposition [36, 241]. A normal-
ization of the output’s variance results with the general contribution indices proposed in
[241] as in Equation 2.20,

(
(2>E)
I B (

(*)
I + (

(�)
I

B
V [MI (\I)]
V [. ] +

∑
J≠I⊆{1,...,+} 2>E

(
MI (\I),MI (\J )

)
V [. ] ,

(2.20)

where ((2>E)I is called the covariance-based sensitivity index of variables ΘI , representing

both their uncorrelated contributions, denoted (
(*)
I , and their correlative contributions,

denoted ((�)I , to the output’s variance.

In the case of independent input variables Θ, the covariance terms in Equation 2.19

vanish. This gives the so called ANOVA decomposition. The correlative indices ((�)I also

consequently vanish, and the covariance-based sensitivity index ((2>E)I = (
(*)
I is no other

than the so called Sobol’ index denoted (I [230, 241].

Adding Sobol’ indices of all different contribution subsets I ⊆ {1, ..., +} equals 1. This
means that they allow to rank each subset, in terms of relative variance contribution, to
the output . . The contributions can be either analyzed for each subset independently,
or used to compute the contribution of a given variable Θ8. Indeed, the share of subset
I = {8} allows to compute the 1BC order contribution of Θ8 (1BC Sobol’ index, denoted (8),
while adding the shares of all subsets that satisfy 8 ∈ I quantifies the total contribution
of the variable including its interactions (total Sobol’ index, denoted ()

8
). Formally, the

first Sobol’ index can be written as in Equation 2.21,

(8 =
V(E[. |Θi])
V[. ]) , (2.21)
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where E[. |Θi] is the expectation of model values where only Θ8 is varied, and V(E[. |Θi])
is called partial variance. Similarly, interaction indices, as the second order sensitivity
index defining the joint influence of parameters Θ8 and Θ 9 , is defined in Equation 2.22.

(8 9 =
V(E[. |Θi,Θ j])

V[. ]) . (2.22)

Lastly, total index is written in Equation 2.23.

()8 = (8 +
∑
9≠8

(8 9 +
∑

9≠8,:≠8, 9<:

(8 9 : + . . . = 1 −
∑

I⊆{1,...,+},8∉I
(� . (2.23)

Sobol’ indices values can be estimated with MC simulations. For example, Satelli et al.
[213] proposes to compute the partial variance V(E[. |Θi]) as in Equation 2.24,

V(E[. |Θi]) ≈
1

=

∑=
:=1M(\

(:),1
1 , . . . , \

(:),1
+
)M(\ (:),21 , . . . , \

(:),1
8

, . . . , \
(:),2
+
)

−
(
1

=

∑=
:=1M(\

(:),1
1 , . . . , \

(:),1
+
)
)2

,

(2.24)

where () (1),1, . . . , ) (=),1) and () (1),2, . . . , ) (=),2) are two different samples of inputs Θ, and
+ ∈ N is the dimension of the input space. However, 2+ estimations are necessary with
this method for full description of the variances [213] (sensitivity indices at all orders),
corresponding to the number of integrals to estimate. Polynomial Chaos Expansion (PCE)
can be used as an alternative to estimate the above indices at reasonable cost [36, 103, 241],
as described in Section 2.1.6. Additionally, Dimensionality Reduction (DR) techniques
can be used to reduce the output to a low dimensional set of representative variables, and
generalization of variance-based indices [34, 76, 117] can be found in Section 2.4.

2.1.6 Stochastic spectral approach for metamodelling

As previously explained in Section 2.1.4, both PCE [113, 139], which is a spectral stochastic
method, and kriging [152] allow to build efficient probabilistic mapping from an input to
an output space. This offers two possibilities for metamodelling. However, PCE is here
preferred, due to orthonormality properties, that come with considerable advantages, de-
tailed below.

Polynomial Chaos Expansion (PCE) is a linear expansion on a polynomial basis, that
maps the probability space of an interest variable to some random parameters. It offers
a convenient theoretical framework to path probabilistic information such as statistical
moments or Probability Density Functions (PDFs) [113, 139]. It is part of the broader
family of Chaos expansions.

Chaos expansion is a stochastic spectral representation for a multidimensional random
variable Y with finite variance, written as in Equation 2.25, where {Z 9 }∞9=0 is a suitable
Hilbertian basis, and {2 9 }∞9=0 are real deterministic coefficients. It is classically used to
map some functional Y =M(Θ) to its inputs. In this case, the basis is written {Z 9 (Θ)}∞9=0.

Y =

∞∑
9=0

2 9 Z 9 . (2.25)
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Orthonormality of the basis is a desired property for an efficient representation. In
particular, it guarantees a spectral decay and therefore fast convergence of the approxima-
tion, i.e. reduction of expansion in Equation 2.25 to a finite summation [241]. Polynomial
Chaos Expansion (PCE) in this context refers to the case where basis elements are or-
thonormal polynomials, allowing the stochastic model to capture generally non-linear
functions Y =M(Θ) of a finite dimension input vector Θ = (\1, . . . , \+ ) [232]. Expansion
is then written as in Equation 2.26,

Y = M(Θ) = ∑
I⊆{1,...,+}MI (\I)

= M0 +
∑+
8=1M8 (\8) +

∑
1≤8< 9≤+M8, 9 (\8, \ 9 ) + ... +M1,...,+ (\1, \2, ..., \+ ) ,

(2.26)

whereM0 is the expectation of Y (defined below) and multivariate polynomialMI⊆{1,...,+}
represents the common contribution of variables I ⊆ {1, ..., +} to the variations of Y.

Two elements are therefore capital for accurate PCE: (i) finding an orthonormal poly-
nomial basis {Z 9 (Θ)}∞9=0 and (ii) choosing {2 9 }∞9=0 accurately. Corresponding methods are
briefly presented hereafter, after a general introduction to the probabilistic framework.
Theoretical details, demonstrations and interesting references can be found in [241, 273].

Basis construction: from Wiener to generalized Chaos

Introduction of PCE dates back to 1938 with the Wiener Chaos [266], for Gaussian
stochastic processes. In particular, it was shown, for a set of Normal and mutually in-
dependent inputs Θ ∈ (L2

R)
+ , that multivariate Hermite polynomials are orthonormal

with respect to scalar product (. , .)L2
R

defined in Equation 2.9 [80]. Hence, any finite

variance random variable . ∈ L2
R : Ω → �. = R conditioned with Normal and mutu-

ally independent inputs, can be expanded on corresponding Hermite basis [80]. Later,
extension to other families of input densities was achieved [272], by pairing classical para-
metric PDFs to corresponding orthonormal Askey-scheme hypergeometric polynomials,
as in Table 2.1. This was then referred to as generalized Polynomial Chaos (gPC) for an
expansion on inputs with different PDFs. Generalization to arbitrary densities was later
developed, either by transforming PDFs to parametric densities from Table 2.1 (isoprob-
abilistic transforms), or by constructing custom orthonormal basis using Gram-Schmidt
orthonormalization process in [269] or the Stieltjes three-term recurrence procedure in
[265].

PDF Input support �\8

Corresponding orthonormal
polynomials

Gaussian R Hermite
Uniform [−1, 1] Legendre
Gamma (0, +∞) Laguerre

Ghebyshev (−1, 1) Chebychev
Beta (−1, 1) Jacobi

Table 2.1 – Orthonormal Askey-scheme hypergeometric polynomials for parametric PDFs [271]

One of the most important results is provided by Soize and Ghanem [232], who demon-
strate the existence of an infinite numerable family of orthonormal polynomials, that form
the basis of arbitrary Hilbert space L2

R [242]. A mathematical setting to construct a basis
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for the general case of arbitrary dependent variables (mixtures of probability measures)
was provided [232]. Hence, exact expansion of arbitrary . ∈ L2

R on a finite set of random
inputs Θ ∈ (L2

R)
+ is possible (equality on infinite basis, not approximation), provided

that adequate inputs, corresponding densities, and orthonormal polynomials are selected.

General choice of input variables for regression models is an ongoing research question
in statistics [87]. However, if all inputs are known, accuracy of the expansion mainly
depends on basis choice, crucial to guarantee spectral decay. It is directly related to the
choice of input variable marginals, via the inner product (., .)L2

R
, that should therefore be

chosen wisely. Hence, PCE performances can vary with PDFs choice. In the absence of
theoretical arguments, the quality of the PCE model can always be verified using adequate
measures, discussed below in this Section. If adequate basis is used, convergence rate of
the expansion is exponential [272].

In addition to classical set-ups, innovative solutions were identified to apply PCE
to challenging cases. For example, when the output’s space is characterized with rapid
variations or discontinuities (e.g. near a critical point in the inputs space), adaptive Multi-
Element PCE can be used. This was developed for Legendre polynomials in [264] and
extended to arbitrary measures in [265]. The inputs space is decomposed to a union of
subsets, and the output variable is locally expanded on each subset. The final solution is
then a combination of PCE sub-problems. In case of discontinuity in the inputs Θ, the
previous splitting techniques can also be used. For example, the sub-intervals in the in-
puts space can be constructed in such way to avoid the discontinuity. PCE sub-problems
would therefore be treated as usual.

When the inputs Θ are mutually independent, if orthonormal univariate polynomial
basis

{
b\8 ,V (\8), V ∈ [|0, ? |]

}
are known for each component \8, where ? ∈ N is a chosen

polynomial degree and b\8 ,V (\8) is of degree V, then it is possible to construct a multivariate
basis. By defining a multi-index notation " = (U1, ..., U+ ) ∈ N+ so that |" | = ∑+

8=1 U8, the

multivariate basis is calculated as
{
ZΘ," (Θ) B

∏+
8=1 b\8 ,U8 (\8), |" | ∈ [|0, ? |]

}
. Therefore,

the model in Equation 2.26 can be written as in Equation 2.27, where 2" ∈ R are the de-
terministic expansion coefficients that can be estimated with different methods (discussed
below).

. =M(Θ) =
∑
|" |≤%

2"ZΘ," (\1, \2, ..., \+ ) , (2.27)

In the general case of dependent inputs, the latter can be transformed into independent
Gaussian inputs using the Rosenblatt transformation as proposed by [232] and discussed
in [36], and then the same strategy defined above can be used for basis construction.

For multidimensional variables Y ∈ (L2
R)
<, PCE is generally constructed component

wise. If the same inputs Θ are used for all components, the expansion can be written as
in Equation 2.28, where 'Θ is a vector containing the basis elements, and each line of
matrix C contains expansion coefficients 2.8 ," of component .8.

Y =M(Θ) = C'Θ (2.28)

Orthonormality of the basis with respect to the scalar product (. , .)L2
R

is particularly

convenient for statistical moments estimation as it guarantees:

• E
[
ZΘ,"1

ZΘ,"2

]
= XU1,U2 , where XU1,U2 is the Kronecker product;
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• Correlation matrix of the PCE basis is E
[
'Θ')

Θ

]
= �, where � is the identity matrix

(consequence of the previous);

• E
[
ZΘ,"

]
=

(
ZΘ,", ZΘ,#=(0,...,0) = 1

)
L2
R

= 0;

• E [. ] =
(∑

0≤|#|≤? 2#ZΘ,# , ZΘ,#=(0,...,0)

)
L2
R

= 2V=(0,...,0);

• E
[
.ZΘ,"

]
=

(∑
0≤|#|≤? 2#ZΘ,# , ZΘ,"

)
L2
R

= 2" ;

• V
[
ZΘ,"

]
= E

[(
ZΘ," − E

[
ZΘ,"

] )2]
= E

[(
ZΘ,"

)2]
= | |ZΘ," | |2L2

R

= 1 ;

• V [. ] = E
[
(. − E [. ])2

]
=

(∑
1≤|#|≤? 2#ZΘ,# ,

∑
1≤|#|≤? 2#ZΘ,#

)
L2
R

=
∑

1≤|#|≤? 2
2
# .

Hence, in the multidimensional case, first column of matrix C in Equation 2.28 is the
expectation of Y, and CC) its covariance matrix.

Once the orthonormal basis
{
ZΘ,", |" | ∈ [|0, ? |]

}
constructed, coefficients {2 |" |, |" | ∈

[|0, ? |]} should be selected for the PCE model to represent the interest dynamics.

Coefficients choice: intrusive vs. non intrusive methods

Firstly, separation between intrusive and non intrusive methods is defined in literature.
Intrusive methods typically refer to the case where an interest field is replaced by expan-
sion 2.27 in a set of governing Partial Differential Equations (PDE). Galerkin scheme can
for example be used to deduce the coefficients by resolving a new set of equations [80].
This method, although theoretically robust, is however known to be costly and requires,
in addition to the model, a supplementary implementation effort [26].

Non intrusive methods consist in finding {2 |" |, |" | ∈ [|0, ? |]} directly from data, which
are considered to be representative of the dynamic system or interest model/equations.
Data are classically generated using the interest model, that transforms a sample of input
parameters to a sample of studied output. Paired realizations can then be used to estim-
ate adequate values of PCE coefficients. Ideally, the used realizations should be regularly
distributed in the inputs space, with respect to their PDFs, therefore offering a response
surface of the output that is representative of its probabilities. For example, MC sampling
can be used, or more sophisticated techniques as LHS for better convergence rates [154].
The model is then considered as a blackbox and the fitted PCE, called metamodel (or
surrogate, equation-free model), is usually used as an approximate for statistical estima-
tions.

Spectral projection

Spectral projection is one of the non intrusive PCE techniques, based on the orthonor-

mality of the basis, that gives {2" = E
[
.ZΘ,"

]
= E

[
M(Θ)ZΘ,"

]
, |" | ∈ [|0, ? |]}. The
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expectation can then either be estimated by inputs-model realizations as in Equation 2.3
(simulation technique), or by approximating the analytical integral definition of expecta-
tion, using appropriate weights and input integration points (quadrature technique).

Regression approach

Regression is a second non intrusive PCE approach, where the quadratic distance between
PCE and the model is optimized [104], offering an optimal estimate of the coefficients in
the least-squares sense. This is recast to minimization of a cost function that could be
analytically written, for the PCE probabilistic framework, as in Equation 2.29,

ĉ(%) = arg min
2 (%)

� (c(%)) B E
[(

c)(%)'Θ,(%) −M(Θ)
)2]

, (2.29)

where c(%) = [2"1 , . . . , 2"% ]) and 'Θ,(%) = ['Θ,"1
, . . . , 'Θ,"%

]) denote PCE coeffi-
cients and basis elements, for expansion 2.27 truncated to a finite number of terms % ∈ N.

Regression methods generally require numerical approximations of the minimization
problem to find an optimum, as discussed in Section 2.2.1. In the PCE case, optimal solu-
tion to the minimization problem denoted ĉ(%) can be analytically calculated by cancelling
the gradient of the cost function ∇c(P) � as in Equation 2.30.

E
[
'Θ,(%)'

)

Θ,(%)

]
ĉ(%) = E

[
' (%)M(Θ)

]
. (2.30)

Theoretically, the orthonormality of the PCE basis guarantees that basis correlation

matrix is E
[
'Θ,(%)'

)

Θ,(%)

]
= �%, where �% is the identity matrix of size % × %. Hence,

Equation 2.30 therefore shows the equivalence between regression and spectral projection
methods. Empirically, if a number = of inputs realizations provides realizations of basis
elements stored in a matrix S'Θ, (%)

, and corresponding realizations of the model output

are stored in matrix SM(Θ), so that line 8 of each realization matrix contains a sample

of component 8 as (SY)8 = [H (1)8 , . . . , H
(=)
8
], then Equation 2.30 can be estimated as in

Equation 2.31

ĉ(%) ≈ (S'Θ, (%)
S)'Θ, (%)

)−1S'Θ, (%)
S)M(Θ) (2.31)

Matrix S'Θ, (%)
S)'Θ, (%)

is called information matrix. For the well-posedness of the prob-

lem, the information matrix of dimension %×% should be full rank (i.e number of linearly
independent column vectors is %). For this, the number of realizations should be at least
equal to %. This is a necessary condition for invertiblity.

Dimensionality and sparse basis construction

Cardinality of the number of PCE terms is however factorial with the number of inputs
+ and chosen polynomial degree ?, which is the so called curse of dimensionality. It can
be calculated as in Equation 2.32. This implies that the dimension of the information
matrix, and therefore the inversion computational cost and the number of realizations
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for a well-posed problem, also suffer from the curse of dimensionality. However, some
strategies can be adopted to reduce the number of PCE terms.

% =

?∑
:=0

�
?

++:−1 =
(+ + ?)!
+ !?!

(2.32)

Firstly, one solution consists in transforming the large set of inputs to a reduced
version, for example with the help of Principal Component Analysis (PCA) or KPCA
for Dimensionality Reduction (DR), as done by Lataniotis et al. [121] on an ultrahigh-
dimensional problems. Discussion about DR can be found in Section 2.4.

Second solution consists in using a truncation strategy. The naive choice consists in
considering basis members ZΘ," with a maximal polynomial degree ?, which can be writ-
ten as |" | ≤ ?, and gives the number of terms as in Equation 2.32. Another approach
consists in constraining the possible interactions, i.e. the number of non-zero components
in " and therefore the number of interacting variables in ZΘ,". This is referred to as
low rank expansion. It can be for example achieved by defining a q-norm constraint as

‖"‖@ B
(∑+

8=1 U
@

8

)1/@
≤ ?, with 0 < @ < 1, as proposed by Blatman and Sudret [27]. With

@ = 1, one obtains the usual truncation by polynomial degree. The smaller the value of
@, the less interactions are admitted into the constructed set. This is called an isotropic
hyperbolic index set.

Lastly, sparse construction strategies for PCE can also be used, for example proposed
by [28] using Least Angle Regression Stagewise (LARS). In the PCE case, LARS algorithm
begins by finding the polynomial pattern, denoted ZΘ,"8

, or Z8, for simplicity, that is
the most correlated to the output . = M(Θ). The latter is linearly approximated by
n8Z8, where n8 ∈ R. Coefficient n8 is increased starting from 0, until another pattern Z 9
is found to be as correlated to . − n8Z8, and so on. In this approach, a collection of
possible PCE, ordered by sparsity, is provided and an optimum can be chosen with an
accuracy estimate. Blatman and Sudret [28] proposes to use the corrected Leave One Out
(LOO) indicator, defined below in Equation 2.40. Other sparse construction methods for
regression problems are briefly described in Section 2.2.1.

Model accuracy estimation

Firstly, the distance between a random variable . and its PCE approximate can be eval-
uated using the appropriate measure in the space of real random variables with finite
second moments, which is the L2

R-norm. This is called the generalization error [261],

denoted X(., .̃ ) and defined as in Equation 2.33.

X(., .̃ ) = E
[
(. − .̃ )2

]
. (2.33)

This error can be estimated as in Equation 2.34, using the statistical approximation of
the expectation in Equation 2.3 over a sample of realizations (H1, . . . , H=). This approx-
imated version of the generalization error is called the empirical error.

X(., .̃ ) ≈ X4<? (., .̃ ) B
1

=

=∑
9=1

(
H 9 − H̃ 9

)2
. (2.34)
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Its relative estimate denoted n (., .̃ ) is defined in Equation 2.35. It is a measure of
the missing variations (distance between the model and reality) relative to the variance of
the data. It represents the amount of variance that was not captured by the PCE model
(also called ”the fraction of unexplained variance” [50]).

n (., .̃ ) B X(., .̃ )
V[. ] =

E
[
(. − .̃ )2

]
E

[
(. − E [. ])2

] . (2.35)

Empirical estimation can be written as in Equation 2.36, where . B
1

=

∑=
9=1 H

9 is the

statistical average of . over the =−size sample. This also allows to calculate the well
known determination coefficient as '2 B 1 − n4<? (., .̃ ).

n (., .̃ ) ≈ n4<? (., .̃ ) =

1

=

∑=
9=1

(
H 9 − H̃ 9

)2
1

= − 1

∑=
9=1

(
H 9 − .

)2 . (2.36)

However, the empirical approximation in Equation 2.36 can under-estimate the relative
generalization error Blatman [26]. Namely, its value decreases with the number of PCE
terms %, which may lead to overfitting. Hence, the relative Leave One Out (LOO) error
can be used instead. This is a special case of v-fold cross-validation [239], where the
training set is separated to E sub-sets of quasi-identical sizes. A number of E learnings
is then, in turn, performed on E − 1 subsets and evaluated on the remaining set, and an
average error is calculated. LOO corresponds to the case where E = = and the left subset for
each error estimation at iteration 9 corresponds to singleton of paired realizations {) 9 , H 9 }.
If corresponding fitted model is denoted M̃−8 (Θ), then the LOO error is calculated in
Equation 2.37.

n!$$ B

1

=

∑=
8=1

(
H 9 − M̃−8 () 9 )

)2
1

= − 1

∑=
9=1

(
H 9 − .

)2 ) . (2.37)

This can also be analytically calculated as in Equation 2.38, according to [26].

n!$$ =

1

=

∑=
8=1

(
H 9 − H̃ 9
1 − ℎ8

)2
1
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where ℎ8 is 8−th diagonal term of matrix S)'Θ
(S'ΘS

)
'Θ
)−1S'Θ . This shows that the

LOO error is a correction of the empirical error at each prediction H̃ 9 by factor 1/(1− ℎ8)2.
In order to further prevent from overfitting, [26] proposes to penalize the approximation
in Equation 2.38 with an additional factor, function of the number of PCE terms %. This
is called the corrected LOO error, denoted n∗

!$$
and written as in Equation 2.39,

n∗!$$ B n!$$ × ) (%, =) , (2.39)

where ) (%, =) is a penalization term calculated as in Equation 2.40.
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PCE-based Global Sensitivity Analysis

As mentioned in Section 2.1.5, PCE can be used as an alternative to Monte Carlo (MC)
approaches, in particular to the method proposed by Satelli et al. [213] in Equation 2.24,
to estimate ANOVA (Sobol) and ANCOVA based indices at reasonable cost [36, 103, 241].
In this case, the term MI in Equation 2.19 corresponds to the polynomial contribution
2"ZΘ,", where " = (U1, ..., U+ ) and U8 ≠ 0 if and only if 8 ∈ I. The decomposition of
Equation 2.19 can be written as in Equation 2.41.
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∑
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(
V

[
2IZΘ,I

]
+∑
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22IV
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Covariance-based indices are then written as in Equation 2.42,

(
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I B (
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[
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]
V [. ] +

∑
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Θ
J

)
V [. ]
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With the orthonormal PCE basis, covariance terms vanish, and the output variance
simplifies to V[. ] = ∑

I⊆{1,...,+} 2
2
I [241].

Previously presented approaches, in the context of probability theory, allow to effi-
ciently process data for metamodelling and quantitative analysis. They can be used both
as data-based techniques, and for physically-based data-driven approaches. These are
detailed below respectively.

2.2 Data-based techniques

Data, as measurements or numerically emulated scenarios, can be a valuable source of
information if treated wisely. Qualitative analysis, as comparative plots, are an easy to
use approach for interpretation. However, they do not use the full potential of data and
can easily be outperformed with appropriate tools. In the 21st century, this is generally
referred to as data science [55], and is fed by the long history of statistics, probability,
and information theory.

Data science consists in using mathematical and algorithmic methods to extract know-
ledge from data. It goes from data analysis [49] that can take various forms as multivariate
analysis [88], patterns recognition and interpretation, etc., to predictive data-based mod-
els construction, or learning [93], from regression to modern ML and variants [223].

Methods based on probability theory were briefly presented in Section 2.1. This in-
cludes Probability Density Function (PDF) construction from data and adequate theorems
as the Maximum Entropy Principle (MEP), methods of optimal fitting as the Maximum
Likelihood Estimation (MLE), and the Bayesian approach to assimilate data in a PDF
construction. Indicators as statistical moments, percentiles, etc., that can be used to de-
scribe given data were also presented. Use of such methods for statistical data analysis is
described in [49]. In addition, other approaches as statistical tests to verify given hypo-
thesis about the data, or unfolding to correct data distortion due to measurement device
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error, can also be found in [49], but are not described in this thesis.

Multivariate analysis focuses on finding similarities and differences between different
objects. This can for example include pattern recognition and Dimensionality Reduction
(DR) techniques as Principal Component Analysis (PCA), described in Section 2.4, where
correlations between variables are calculated to reduce the dimension of the multivariate
space by spanning it. Other approaches as clustering (searching groups within data) or
discriminant analysis (classification in given groups) can be used [88] but are not of in-
terest in this thesis.

In this section, particular interest is given to construction of predictive purely data-
based models. We begin by defining regression in Subsection 2.2.1, before describing
ML in Subsection 2.2.2. Section 2.2.3 focuses on NN, which are particularly used in
environmental applications as described below.

Use in physics

In physical applications, the complexity of the involved dynamics and phenomena, result-
ing in a non-unanimity of the modelling approaches in some areas [9, 187], can encourage
the use of alternative statistical techniques. This allows exploring new hypothesis, for ex-
ample with new data. In particular in Geosciences, data sources are in constant increase
[109], and some interesting programs can be cited as the new SWOT satellite mission
[166, 176], or the Sentinel satellite missions (Copernicus program) [66, 147]. This is of
particular interest, in a context of climate change, where the dynamics are changing and
ML could help assimilating new data to models [205].

In environmental applications, particular attention is given to NN for example (detailed
below), due to its flexibility and adaptability to various non linear cases (meteorology,
oceanography, climate and weather, hydrology, etc., as reviewed in [41]). Applications
can for example be found (non exhaustive) in [3, 233] for hydrological evolution learning,
in [60, 212] for sediment transport, and in [181] for river flow prediction. A recent article
[82] gives a complete overview about the use of ML in coastal sediment transport model-
ling, which is precisely of interest here. The interest variables to approximate can differ
from the characterization of various coastal morphological forms, coastlines, wave ripples,
bars, to the estimation of suspended sediment concentration. Extraction of quantitative
information and forecasting with automated tools, is usually targeted. Data sets can be
multivariate, spatio-temporal, and characterized with high dimensionality and high non-
linearities. Great majority of applications gravitate around the evolution of shorelines,
which is a medium to long term phenomenon (years, decades). An application gap is
noticed in the study of artificial channels with a forcing that implies fast dynamics (days,
weeks), in a medium spatial scale, as is the case with data at hand. The authors [82]
also highlight the importance of probabilistic approaches to enhance prediction accuracy
and characterize the confidence intervals, due to movement instability that is intrinsic to
morphodynamics.

2.2.1 Regression problems

In regression problems, a classical function is generally chosen to fit a causal input-to-
output model. For example, fitting could be univariate or multivariate, and may use
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different functions in order to capture the involved relationships (identity for linear re-
gression, polynomials, etc). In all cases, hyper-parameters are involved. For example,
these could be multiplicative coefficients in front of the input variables for a linear func-
tion. The values of such calibration parameters are determined from the data set, in order
to fit the observations. Theoretical manner to express this fitting is via a minimization
problem, also called Ordinary Least Squares (OLS) problem. A squared error function
called Cost function, measures the distance between the model and the output, and the
objective is to find the optimal parameters )̂ that minimize it [178]. The minimization
of this cost function can be written as in 2.43, where

{
(G (8) , H (8))

}
8=1,...,<

is the paired set

of observed input G and output H, < ∈ N, and ℎ) is the regression function (polynomial,
linear, etc.) with hyper-parameters \ [178].

\̂ = arg min
)

[
� ()) B 1

2<

<∑
8=1

(ℎ\ (G (8)) − H (8))2
]

(2.43)

Different manners to find the optimal parameters using the cost function defined in
Equation 2.43 can be used. For example, heuristics, meta-heuristics [225] or gradient
methods [195] can be employed. The latter may for example rely on iterative descent, as
gradient descent, that moves in the parameters space, from one configuration to another,
until the minimum cost function is reached. As an example, the advanced constrained
Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton (c-BFGS-QN) method [276], allows to
impose bounds for the parameters to optimize.

Regression algorithms can run into over-fitting (high variance of the output), if the
space of inputs (or used features for learning) is too high-dimensional compared to the
training set size. The cost function is then close to zero, but the model fails to gen-
eralize to new examples (poor predictability) [178]. Options to address such problem
are: (i) reducing the number of variables manually (ii) using mode selection algorithms
that automatically decide which features to keep and which features to get-rid of [182];
(iii) regularization techniques, where all features are kept, but the magnitudes of some
hyper-parameters \8 are strongly reduced if not cancelled. This allows to build sparse
regressions. Commonly used methods are detailed hereafter

Forward Selection

For example, Forward Selection consists in linearizing the output H around the most
correlated pattern from the statistical model. If the model can be written as ℎ) (G) =∑+
9=1 \ 9ℎ 9 (G) where + is the number of patterns, then the target is to find the term ℎ 9 (G)

that maximizes the correlation to H, then build a linear model H ≈ \̂ 9ℎ 9 (G). Then, the

residual H− \̂ 9ℎ 9 (G) is linearized around the most correlated component ℎ:≠ 9 (G), and so on
iteratively. However, this method is said to be ”aggressive” in the sense that it eliminates
valuable patterns if they are correlated to already chosen ones. A method called Forward
Stagewise Regression is an improved version of the previous, where \̂ 9 is not set to its max-
imum value but rather considering a smaller contribution in the form n 9ℎ 9 (G). Coefficient
n 9 should be small enough to avoid ”aggressivity” of forward selection, but large enough
to avoid increasing the number of necessary iterations. This method is however said to
easily accept patterns with low correlations. It is besides unstable, being too sensitive to
changes in the training set [96].
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Least Absolute Shrinkage and Selection Operator (LASSO)

A more sophisticated regularization, called Least Absolute Shrinkage and Selection Oper-
ator (LASSO), can instead be used [254], where a constraint

∑+
9=1 |\ 9 | ≤ @ ∈ R is added to

the minimization problem 2.43. When @ is small, only few coefficients \ 9 can be non-zero,
which then gives a sparse construction. Additionally, if the constructed sparse model gives
accurate predictions, then selected variables are considered to be statistically meaningful,
allowing interpretation [61]. LASSO can also be formulated by adding a penalization
term in the previous minimization [26], and then a new cost function is defined in 2.44
where _ is a regularization parameter. It is important however to note that constraining
the problem too much (_ too high or @ too low) can lead to under-fit [178]. If an auto-
matic selection of _ is possible, this minimization can be considered as a patterns selection
algorithm [178].

� ()) = 1

2<

<∑
8=1

(ℎ) (G (8)) − H (8))2 + _
+∑
9=1

|\ 9 | (2.44)

Least Angle Regression Stagewise (LARS)

LASSO can however be costly. A more efficient method called Least Angle Regression
(LAR) or Least Angle Regression Stagewise (LARS) is proposed in [61]. LARS works
on the same principle of Forward Stagewise Regression, but regression coefficient n 9 that
multiplies the most correlated pattern ℎ 9 (G) is not selected as a parameter. It is in-
stead iteratively increased starting from 0, until another pattern ℎ:≠ 9 (G) is found to be
as correlated to residual H − n 9ℎ 9 (G). A new term is then added to the approximation as
H ≈ n 9ℎ 9 (G) + n:ℎ: (G), and procedure continues by jointly increasing n 9 and n: , until a new
correlated pattern is found, and so on. A stopping criterion should therefore be used, as
the Mallows’ statistic suggested in [61]. This method is based on sound theory, as fitting
converges to the OLS problem 2.43 when the number of realizations < exceeds the number
of terms to fit + . Additionally, it is a generalization of Forward Stagewise Regression and
LASSO techniques. Lastly, LARS, plays at the same time the role of regularization and
selection [61].

Lastly, under-fitting can also occur (highly biased model). This can for example be met
if the learning set is not sufficient (e.g. not adequate inputs, not diverse enough data), or if
the regression function is not appropriate. In some highly non-linear or multidimensional
problems, classical functions are not enough. Hence, more complex algorithms have been
established, such as Neural Networks (NN) and variants.

2.2.2 Machine Learning

ML is a sub-field of computer science, defined in different manners: a program that is
able to learn without explicit instructions, a well-posed statistical learning problem, or
an automated detection of meaningful patterns in data [178, 223]. It can be of interest
when the problem to model is complex to formalize theoretically (e.g. voice recognition),
or when the adaptability of the model to a particular problem is needed [223]. It allows
constantly evolving models from constantly evolving knowledge, in a context where data
are plentiful. ML algorithms have been widely used in the 80s and 90s, their popularity
diminished, then had recent major resurgence due to development of computer calculation
capacities and architectures [178]. ML can be viewed as a branch of Artifical Intelligence



73 CHAPTER 2. DATA-DRIVEN MODELLING

(AI), since the ability of recognizing patterns and turning experience to expertise are hu-
man/animal. However, the spirit of AI is to mimic human/animal behavior, in contrast
with ML, where computer intelligence is considered complementary, and is in particular
of interest where the human abilities fail describing the observed [223].

Ingredients of successful learning

In general, ML algorithms learn an output as a function of inputs, as is the case with NN
and Genetic Algorithms (GA) for instance. Some exceptions can be noted, for example
Bayesian Networks (BN) where the probabilities of occurrence for a given state from
knowledge of the inputs is modelled, rather than a deterministic state value [82]. In
this case, the interest is to fully characterize the output uncertainties while predicting
it. In physics, both approaches are of interest. In all cases, minimum requirements for
establishing a ML program are:

• Input’s space, also called instance space;

• Output’s space

• Training data, composed of inputs-outputs pairs, or eventually a data-generation
program (numerical model, probability distribution, etc.)

• Measures of success/failure of the learning (failure probability, generalization error,
risk, true error)

The final result is a model (hypothesis, classifier, predictor, etc.) that succeeds in learning
the dependencies to be able to predict them [223]. However, ML is not only reproducing
the same story, but also having the ability to recognize/predict unseen behavior. A
successful learner should be able to progress from individual examples to broader gener-
alization [223]. This is called inductive reasoning or inductive inference, which can be
defined as finding general rules from the observation of particular events, on the basis
of probabilities. The latter allow to predict the most probable state, based on evidence
given by individual examples. The opposite of inductive reasoning is deductive reason-
ing, were the hypothesis are clear and conclusions/arguments are certain. This can be
linked to the contrast between statistical inference and descriptive statistics. In statistical
inference, the properties of a population or an environment are hypothesized from analyz-
ing a finite/small set of data extracted therefrom, supposing it is representative enough
of its source. In descriptive statistics, the characteristics of the small set are of interest
without any assumption or attempt of generalization on the larger set from which it comes.

Data-based prediction algorithms implicitly assume inductive reasoning. The resulting
model ”would potentially be able correctly to predict” [223] a desired behavior given the
generalization assumptions that were made on the learning set. However, prior knowledge
(assumptions) about the treated problem is often necessary to avoid senseless conclusions
(predictions), although it may bias the learning mechanism. The incorporation of prior
knowledge is inevitable for successful ML, which was formally stated and proved as the
”No-Free-Lunch theorem” [223]. In every learning process, a bias should be expressed from
the application specific expertise, and its effect on the learning must be studied. This is
central in the development of ML algorithms, and is called inductive bias [223].

Therefore, central points for ML can be summed up as follows:
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• Inductive reasoning is unavoidable and is the main principle behind generalization;

• A good application understanding is required to avoid senseless models;

ML algorithms

ML algorithms are generally classified as supervised vs. unsupervised, and passive vs. act-
ive. Firstly, in supervised learning, the algorithm is directly given with the information to
learn, through the provided realizations (e.g. regression, classification). In unsupervised
learning, the ML algorithm may by itself break the data into cohesive groups (clustering),
with the objective of finding structure in the data, and come up with a compressed version
(e.g. POD in Section 2.4.1). Secondly, passive ML consists in learning from the provided
data, while in active learning the ML algorithm is given the possibility to point out sup-
plementary designs of experiment that could be helpful [223]. Lastly, learning problems
can also be univariate or multivariate.

Regression and classification are often used in physical problems, sometimes preceded
by decomposition/clustering. Regression consists in finding causal input-to-output mode,
using linear, polynomial or more complex functions, depending on the treated problem.
Classification consists in finding categories of given inputs, the simplest problem being
the ”true or false” choice. The border from classification to regression can be crossed
using appropriate transforms, which is called Logistic Regression. For example, Sigmoid
function (also called Logistic) is used to bound data between 0 and 1, and the output
is then interpreted in terms of probability: for example, beyond 0.5 is True. With two
inputs, the solution is a line called decision boundary, beyond which the output is True
and under which the output is False. For more than two inputs, the inputs space is not
exactly separated in two regions by a line, and we speak of ”non-linear decision boundary”
[178].

This is a concise description of the landscape of statistical learning problems, but other
set-ups can be met [223]. In this thesis, regression problems are of particular interest for
the establishment of measurement-based predictive models. We shall therefore concentrate
on this framework henceforth.

2.2.3 Neural Networks

Neural Networks (NN) (also called Artificial Neural Networks (ANN)) are a state of the
art technique in modern ML, allowing to fit complex data [216]. Their name comes
from an analogy with human/animal brains. Indeed, NN tries to mimic the adaptive
biological nervous systems [222]: brain tissues constantly adapt to their new functions,
and learn to deal with new tasks from new data. The idea behind NN is therefore to
program a structure that is able, as the brain tissues, to adapt to any task, and to
learn any function [178]. The algorithm is therefore developed as an ensemble of neurons
working together. Each artificial neuron receives inputs (Figure 2.1-(b)), as a brain neuron
would catch information via its dendrites (Figure 2.1-(a)), and computes outputs that it
communicates to its environment, as a brain neuron performs analysis via a nucleus and
communicates through an axon. Groups of artificial neurons are then gathered in hidden
layers, and communications are performed from one layer to the other (Figure 2.1-(d))
[128, 216]. Analogy it then established with brain neurons, communicating via electricity
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pulses called spikes, that they send to each other with synapses-dendrites connection
(Figure 2.1-(c)).

Figure 2.1 – Comparison between NN and human brain. Images (a) vs. (b) for a single artificial
vs. human neuron, and images (c) vs. (d) for NN vs. human brain, by Meng et al. [158]

To mimic the information processing performed by brain neurons, each artificial neuron
is assigned with a function to transform the inputs, called an Activation Function (AF).
A classical linear regression can for example be seen as a single neuron with a linear
AF. Hence, more complex NNs function as a network of regression problems working
together. The first input layer contains the set of inputs X, transformed through the
second layer (first hidden layer) via AFs, and progressively communicated through the
network until the information reaches the last output layer to constitute the interest out-
puts Y (Figure 2.1-(d)). This succession of layers is called latent representation, and can
help representing highly non-linear problems [178]. Additionally, each neuron is given
a weight through a matrix product from layer : to layer : + 1, using matrices defined
as {A:→:+1 = [F:8, 9 ]8, 9∈{0,...,; (:+1) }×{0,...,; (:) }}:∈{0,...,!}, where ! ∈ N is the number of hidden

layers, and ; (:) ∈ N is the number of neurons for layer :. For example, if a unique AF,
denoted 5:→:+1, is used for the neurons of each layer :, then the network can be formally
written as Y ≈ A;−1→; 5;−1→; (. . . 51→2(A1→2 50→1(A0→1 X)).

Many AFs were proposed in literature and their performances in terms of accuracy
and computation times were compared. For example, Hermite orthonormal polynomials
were proposed in [135] showing that they perform better than sigmoids, and Legendre
polynomials in [201]. Hybrid networks using different AFs can also be achieved. However,
simple networks can sometimes perform better, as shown for example in [90], where the
use of a unique sinusoidal AF achieves better results than merging different types of AFs.

Different types of NN exist. Firstly, a distinction is made between single-layer and
multi-layer networks. Secondly, the architecture can also be varied. For example, Feed
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Forward Neural Networks (FFNN) consist in successive layers, where every neuron is con-
nected to all (and only) the neurons of the subsequent layer. Other techniques can be
met, for example Backward Propagation (BP) in Recursive Neural Networks (RvNN),
or layer skipping in Fully Connected Cascade (FCC) [124]. Additionally, complementary
techniques are often used, as Encoding (mapping the input layer to a compressed form)
and Decoding (mapping compressed output of last hidden layer to interest output) [105].

Popularity of NN is to a large extent due to their powerful modelling and predic-
tion ability. The process is highly adaptive, and allows learning different problems with
interactions and non-linearities [2, 222], by various architectural and analytical choices.
They are generally accepted in literature as a versatile and powerful tool for non-linear
mapping of generic n-dimensional functions [124]. The mapping capabilities of NN are
strictly related to the non-linearity of the used AFs. Indeed, without that, NNs would be
simple linear interpolators [124]. Additionally, NNs are said to assume little to no prior
knowledge or hypothesis about the nature of the data distribution [223]. However, im-
plicit hypothesis are always made when using NN, regarding their ability to approximate
any function. Hence, mathematical studies focused on universality of the approach: can
any continuous function be approximated arbitrarily well by a FFNN ? [105]

Universal approximation theorem

Mathematical demonstrations of NNs ability to approximate functions find their origins
in works from the early 90’s [17, 40, 51, 73, 98], with the fundamental ”universal approx-
imation theorem”.

Numerous authors studied the universality property, depending on the inner archi-
tecture of the network. The first version of the theorem [51] proved that a single-layer
NN, exclusively using sigmoid AFs, can approximate any continuous function defined on
a compact subset of R=, if the number of neurons is allowed to grow. Later works gen-
eralized this first version of the theorem to 2-layer FFNN[98] and to the larger class of
bounded (non-polynomial) AFs [17, 40, 73, 98, 129]. This shows that universality depends
more on the structure of the NN rather on the chosen AF, given mild assumptions about
the latter. These versions of the theorem were later called ”shallow and wide”, in reference
to the fact that the NN number of layers limited, while the number of neurons can be
increased.

A survey on the theorem’s limitations was then given in [255]. In particular, the num-
ber of neurons to obtain an approximation with an arbitrary precision, for such depth-
limited networks (number of layers), can be exponential. ”A reduction in depth results
in exponential sacrifice in width” as stated by Lu et al. [142]. Besides, the existence of
3-layer networks that can not be approximated by any 2-layer NN, unless the number of
neurons is exponential, has been demonstrated by Eldan and Shamir [65]. As a result,
contemporary works focused on the influence of the number of layers (called depth), prov-
ing a ”deep and narrow” versions of the theorem for Lebesgue integrable functions and
NNs using ReLu AF (Rectifier Linear Unit: '4!* (G) = <0G(G, 0)) [43, 65, 89, 142, 204].
It is shown in [142] that any Lebesgue integrable function on n-dimensional input space
can be approximated with a fixed (= + 4)-width network (where width refers to the num-
ber of neurons), if the depth (number of layers) is allowed to grow. The (= + 4)-width
constraint was later relaxed to (=+1)-width for convex lipschitz functions on [0, 1]= in [89].
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To conclude, and as stated by Hanin [89], ”expressivity can be seen both as an effect
of both depth and width”. The question of narrow vs. shallow networks remains open, in
particular about their abilities to approximate each other, without substantially increasing
the number of layers and neurons respectively [142]. Indeed, the number of neurons is
known to compensate for the number of layers (and vice-versa). The effect of limiting
the depth on the exponential growth of width is shown in [43, 65] (importance of depth),
while only a polynomial growth of width by depth limitation is shown in [142] (importance
of width). Depth is then said to be ”more effective for the expressive power of ReLU
networks” [142].

Limitations and open research questions

The previously presented works about the universality of NN represent a step towards the
understanding of the network’s structure role in its expressive power. Some limitations
can however still be noted.

Firstly, the ”wide and shallow” version of the theorem limits the network to 1 or 2
hidden layers, and the ”deep and narrow” version has only been investigated with ReLu
AFs. Additionally, the number of fitting hyper-parameters (e.g. weight matrices, choice
of AFs) grows with the number of neurons and layers, which is the so-called curse of di-
mensionality. This generally limits the maximum number of layers and neurons, limiting
therefore the interest of NN for highly non-linear problems.

Secondly, on the practical level, no formal indication about the best type of network
or the most suitable AF, for an arbitrary data-set, can be given. Consequently, simple
networks (one or two layers) [105], with ”simple” AFs [124], are often used for physical
problems. As stated by Iten et al. [105], the models that are learned from experimental
data are selected by their simplicity, and the assumptions on the AFs that are necessary
for the validity of the universal approximation theorem are often overlooked in favor of
efficiency [124]. Common practice consists in selecting AFs or network’s architecture to
maximize the accuracy and minimize the computational cost of the ML [124]. However,
given the large variety of choices, this can be a time consuming task. The main conclusion
is that, unfortunately, the outcome of a successful NN is influenced by several aspects,
among which: (i) the AF choice; (ii) the architecture and algorithm (e.g. FFNN or BP);
(iii) the suitable sizing of the hidden layers and neurons; (iv) prior simplifications of the
problem’s dimensionality and (v) the use of sparse techniques to remove unimportant
patterns from the network. All these choices influence the outcome the learning, making
the work too case specific [124]. For example, it has been noticed that spectral similarity
between the AFs and the output is desirable for good accuracy [124]. Different papers
(summarized in [124]) pointed out advantages and drawbacks of using a particular AF
instead of another. The choice is therefore application and data-set dependant, and as
highlighted by Laudani et al. [124] ”no dealbreaker conclusion can be drawn from the
comparative analysis found in literature”.

Thirdly, although the universal mapping capabilities of NN have been proven for par-
ticular configurations, concerned works unanimously highlight that ”a robust theory of
why they work so well is in its infancy” [142]. Many developed approaches and architec-
tures are still promoted without proper justification of their theoretical abilities [204].
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Lastly, one of the main concerns in ML, specifically for physical problems, is inter-
pretability. Once the algorithms fitted, they could be used to understand what parameters
are the most explanatory of the observed dynamics, and in what cases forecasting fails
(e.g. extreme events, outliers). To assure this interpretability, minimal uncorrelated and
reliable representations are desired. This is still a current research problem [105]. In NNs
and variants, the combination of transformations and compositions is far from the desired
simplicity, and makes the explicit formulation of inputs-to-outputs relationships difficult.
Physical interpretations of the constructed model are therefore tedious. This is why NN
have been applied in physics often as a blackbox and rather to optimize the accuracy of
the predictions than to extract information about what the network learned, which ”limits
their utility for scientific discoveries” as highlighted by Iten et al. [105].

2.3 Physically-based data-driven uncertainty reduction: Data

Assimilation

As explained in Section 2.1, measurements and process-based models are both charac-
terized with uncertainties. In this context, Data Assimilation (DA) allows reducing the
uncertainties, by optimally combining the available sources of information, for robust pre-
diction, design optimization, etc. [231].

As for UQ, geosciences community is increasingly interested in DA. Applications can be
found for example in operational storm surge modelling [7], flood forecasting [18, 23, 63],
bathymetry optimization in hydrodynamic modelling [118, 185], fire front tracking [203],
etc. While use of DA is historical in atmospheric and oceanographic models [149, 177], it
is still, in comparison, shyly used in morphodynamic applications, and rarely in coastal
morphodynamics as highlighted by Scott and Mason [218]. For example in [218, 229],
satellite data are assimilated (inter-tidal land-sea boundary and water depth) in coastal
morphodynamic models (currents and sediment transport), in order to reconstruct initial
bathymetry, optimize model parameters (sediment transport coefficient of power law in
the form of Equation 1.34) and/or correct temporal evolution throughout the assimil-
ation window. Parametric calibration for simulating dike erosion by wave overtopping
is performed in [67]. Only few applications of DA on fully coupled coastal wave-hydro-
morphodynamics can be found in literature, due to the complexity and computational
cost of the systems. Namely, first time use is provided by Garcia et al. [77] (according to
the authors), where water depth data from a numerical twin experiment are assimilated
into a coupled 5−day flow, wave and morphodynamic model. In particular, due to compu-
tational cost in high dimensions, only a single value for three wave parameters (significant
wave height, direction and peak period) is optimised.

In the following, DA framework is presented, in order to investigate the possibility of
operational use for coastal hydro-morphodynamics.

2.3.1 Introduction to Data Assimilation

DA is a sub-class of inverse problems, where the objective is to estimate an unknown
(i.e. state, trajectory, unobserved variable, parameters) using a compromise between two
sources of information: observations on the one hand and a dynamic model with physical
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background on the other hand [11, 29], both characterized with errors (i.e. measurement
error, representation error, etc.).

Variables in a DA framework

Three types of information are generally met in DA, with the following notations that
will be kept throughout the section: an interest state/variable simulated by a model,
and that the modeller is interested in correcting or optimizing, is denoted x. Associated
parameters, if any, are denoted Θ and are linked to the state by x = M(Θ) (process-
based, data-based, stochastic, deterministic, etc.). These are called the control vector, in
the sense that it controls the interest state/variable through the model. If the model is
linear, then it is written in matrix form as x = MΘ. The observed state is denoted y
and is linked to the simulated state by an operator y = H(x) (projection, interpolation,
selection, transformation, etc.). Again, if the latter is linear, then the operation is written
y = Hx. Attributes to the different variables are given as superscripts. For example,
the true state is denoted x(C) and associated true parameters are denoted Θ(C). Truth can
designate, depending on the situation, an optimal design, or the perfect output of a model
if the latter is calibrated perfectly. It is in general unknown, and the modeller in principle
has a prior, or background idea, about its value, denoted Θ(1) (or x(1)), that is of course
uncertain. The objective of DA is therefore to find its best estimate called the analysis
and denoted Θ(0), as an equilibrium between observed values of y denoted y(>) and the
background, and taken into consideration their respective uncertainties.

The background, observation/model, and analysis, are characterized with errors & (1),
& (<,>) and & (0) respectively, defined as in Equation 2.45.


) (C) = ) (1) + & (1)

y(>) = H(x(C)) + & (>) = H
(
M

(
) (C)

))
+ & (<,>)

) (C) = ) (0) + & (0)
. (2.45)

DA problems in physical applications

Different DA problems, depending on the objective, can then be formulated. The un-
known truth to approximate can for example concern: (i) the projection of future state
denoted x(C),:+1, at time indexed : +1, from past and current observations denoted y(>),1::

(prediction problem); (ii) an update of current state x(C),: from current and past observa-
tions y(>),1:: (filtering problem); (iii) or a correction of a series of past and current states
x(C),1:: from a series of past and current observations y(>),1:: (smoothing problem) [39].
The objective can also be to approximate the true value of parameters Θ(C), referred to
as parameters estimation problem, inversely deduced from the optimal calibration of state
x(C).

The prior/background can either be: (i) a prior guess of the target itself, for example
x(1),:+1 for a prediction problem or ) (1) for parameters estimation; (ii) a prior guess of the
state at previous times or conditioning parameters, linked to the target by a model M
(e.g. initial state x(1),0 and/or parameters ) (1)); (iii) or all at the same time. In general,
for a smoothing problem for example, the prior can be written as x(1),1:: ≈ M[x(1),0, ) (1)].
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Bayesian Formulation

DA can be formulated using different mathematical frameworks (control, estimation, etc.).
Here, the general Bayesian viewpoint is adopted (also called statistical, stochastic or se-
quential, using estimation theory) [11].

Based on the Bayes rule previously presented in Equation 2.16 (Section 2.1.3), the
objective of Bayesian methods is to characterize the probability of value ) (1) of parameters,
or x(1) of state, to be true, given a value of the observations y(>). Hence, all variables
are considered random, denoted Θ, X and Y respectively. The above values in low case
letters are realizations of the latter. For the sake of simplicity, superscripts (>) and (1)
are dropped in the following, and random variable Θ is considered to represent a control
variable for the DA problem (parameters, the state itself, previous sate values, etc.).
Bayesian DA is then formally expressed as in Equation 2.46,

?Θ|Y=y ()) =
?Y |Θ=) (y)?Θ())

?Y (y)
, (2.46)

where ?Θ gives probabilities for different background values without information
about the observation, and is called prior PDF. The target ?Θ|Y=y defines the prob-
abilities of different realizations of Θ to be true when y is observed, and is called the
posterior distribution of Θ. It is estimated from the prior distribution, observation dis-
tribution ?Y, and the likelihood PDF L()) = ?Y |Θ=) , representing the probability of

observing measurements y for a given value of the background Θ = ) [39].

As the observation y(>) and the background ) (1) are considered to be realizations of
random variables Y and Θ respectively, then the error vectors defined in Equation 2.45
are random. Above densities are then written as in Equation 2.47.

?Θ()) = ?& (1)
[
) (C) − )

]
L()) = ?Y |Θ=) (y) = ?& (<,>) [y −H (M ()))]

. (2.47)

As explained in Section 2.1.3, the objective using the Bayes rule is to obtain the
distribution of possible values with associated probabilities. However, an optimal de-
terministic choice can be of interest, which is the previously introduced analysis denoted
) (0). This may correspond to various choices. For example, it can be defined as the
expectation ) (0) = E[Θ|Y = y] =

∫
)?Θ|Y=y ())3), which is called Minimum Variance

Estimation (MVE). It can also be calculated as the most probable value of Θ given Y = y,
defined as ) (0) = max

)
?Θ|Y=y ()), referred to as Maximum A Posteriori (MAP). Lastly,

it can be selected as the value that maximizes the probability of observing y, written as
) (0) = max

)
?Y |Θ=) (y), which is the Maximum Likelihood Estimation (MLE).

In general, the involved PDFs are not known, and Bayesian inference approaches [94]
that allow statistical approximations are costly, as explained in Section 2.1.3. Resolving
the Bayesian problem then requires additional hypothesis, or is based on sampling tech-
niques. For example, analytical solutions as the Best Linear Unbiased Estimator (BLUE)
or the Kalman Filter (KF) are defined in Section 2.3.2, and ensemble methods based on
sampling [70] are briefly described in Section 2.3.3. When all PDFs are Gaussian, resolv-
ing the MAP can be written as the minimization of a mismatch function, or cost function,
which is called variational DA [11]. This is presented in dedicated Section 2.3.4.
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2.3.2 Analytical solutions of the Bayesian problem

BLUE: Best Linear Unbiased Estimator

Best Linear Unbiased Estimator (BLUE) is a particular analytical solution to the Min-
imum Variance Estimation (MVE) for the previously presented Bayesian problem under
additional hypothesis [29].

Firstly, observation operator H and model M are considered linear, which is writ-
ten y(>) = H) (C) + & (<,>) for simplicity. Secondly, background and model/observation
errors, defined in Equation 2.45, are considered to have unbiased and independent com-
ponents. These two conditions are written, for error & , as ∀8 ∈ [|1, 38<(&) |] E[n8] = 0
and 2>E(n8, n 9≠8) = 0 respectively. Therefore, their covariance matrices denoted B and R
are diagonal. Lastly, the analysis is also subject to three hypothesis: it is a linear com-
promise between prior and observation Θ(0) = AΘ(1)+KY(>), unbiased E[Θ(0)] = ) (C) and
characterized by minimal variance V[Θ(0)] (solution is then defined as MVE), meaning
that the estimation does not, in average, fall too far from truth.

The objective becomes then to find A and K with the above hypothesis. In the
scalar case with identity observation matrix (H = 1), the analytical solution is written in
Equation 2.48, with an accuracy of estimation defined in Equation 2.49.

)0 = )1 + (f (1))2

(f (1))2 + (f (<,>))2
(y(>) − )1) . (2.48)

V[)0] = 1

(f (1))2
+ 1

(f (<,>))2
. (2.49)

The term (y(>) − )1) is called innovation and (f (1) )2
(f (1) )2+(f (<,>) )2 is called gain factor [29],

where f (1) and f (<,>) are the standard deviations of background and observation errors
respectively. In the general multidimensional case, the solution to the problem is defined
in Equation 2.50, 

K = BH) (HBH) +R)−1
) (0) = ) (1) +K(y(>) −H) (1))

P(0) = (I −KH)B
(2.50)

Matrix K is called the Kalman gain or the gain matrix, the term (Y(>) −HΘ(1)) is the
innovation, whereas P(0) defines the covariance matrix of the analysis.

When ?Y |Θ=) and ?Θ are Gaussian PDFs (i.e. the errors & (1) and & (<,>) are Gaussian),
then it can be shown that BLUE solution, besides being Minimum Variance Estimation
(MVE), is also the Maximum A Posteriori (MAP) solution (details in Section 2.3.4). In
this case, the first and second moments are both defined by Equations 2.50, providing
complete description to the Gaussian PDF, and therefore defining an analytical solution
to the Bayesian problem for the linear Gaussian case.

BLUE for temporal problems: Kalman Filter and Smoother

The difference between the Kalman Filter (KF) and Kalman Smoother (KS) on the one
hand and the BLUE on the other hand lies in the added temporal dimension. While the
objective of BLUE is to identify a general optimal configuration, KF and KS are inter-
ested in finding a series of states at different times for a dynamic system. KF designates a
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solution for filtering problems and KS for smoothing problems. These are not specifically
of interest here, but KF is given as an example.

All random variables are considered Gaussian, and model and observation operator
are linear. The control variable Θ for the problems generally resolved by KF is the initial
state of X, denoted X0. Hence, notation X0 is here used instead of Θ, but may concern
both initial state and/or conditioning parameters. A linear model, denoted M:,:+1, rep-
resents the state evolution from X: to X:+1. All errors and associated covariance matrices
also evolve in time and are indexed by superscript :. The errors are considered to be
independent in time.

KF provides a solution to the filtering problem, focusing on the update of current
state x(C),: from current and past observations y(>),0:: . The temporal modelling system is
written in Equation 2.51.

x(C),0 = x(1),0 + & (1)
x(C),8 = M8,8−1x(C),8−1 + & (<),8 ∀8 ∈ {1, . . . , :}
y(>),8 = H8x(C),8 + & (>),8 ∀8 ∈ {0, . . . , :}

. (2.51)

Solution to the problem of finding the posterior PDF ?X: |Y (>) ,0:: for filtering in a linear
Gaussian case is established iteratively in two steps: an analysis step, and a forecast step
[29]. The algorithm is initialized by choosing a background value for the initial state
as x(1),0 and its associated error covariance matrix B. A first forecast is produced for
time 1 and associated error covariance matrix is calculated using the modelling system in
Equation 2.52. In particular, P(0),0 = B. The resulting state x( 5 ),1 and error covariance
matrix P( 5 ),1, called the forecast, are the ingredients for the analysis step. The latter is
first performed using the BLUE Equations 2.50, with observation operator H1 and error
R1, providing an analyzed state x(0),1 and associated covariance matrix P(0),1. Forecast
step is used once again to update the state and its error covariance matrix from time
8 = 1 to time 8 = 2. The resulting state x( 5 ),8+1 and error covariance matrix P( 5 ),8+1,
called the forecast, are the background for next iteration 8 + 1. The last forecast x( 5 ),:

and error covariance matrix P( 5 ),: are the first and second moments of the Gaussian PDF
?X: |Y (>) ,0:: . This is performed iteratively for each time indexed by 8 ∈ {1, . . . , : − 1}, until
reaching final analysis at 8 = :.{

x( 5 ),8+1 = M8,8+1x(0),8

P( 5 ),8+1 = M8,8+1P(0),8 (M8,8+1)) +Q8 (2.52)

The last forecast x( 5 ),: and error covariance matrix P( 5 ),: are the first and second
moments of the Gaussian PDF ?X: |Y (>) ,0:: .

The equations presented above are valid with linear assumptions for the involved
models. However, the latter are generally non-linear in physical applications. Hence, they
can for example be replaced by their Tangent Linear Model (TLM) in order to use the
KF, which is then called Extended Kalman Filter (EKF).

2.3.3 Ensemble methods

In general, analysis and forecast covariance matrices used above can be high-dimensional,
and should be calculated at various times, which implies considerable computational cost.
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To overcome this, Ensemble methods [70] propose an approximate solution based on Monte
Carlo (MC) sampling of model realizations, and KF/KS solutions [39], where no direct
calculation of covariance matrices is needed. Corresponding approaches are called the
Ensemble Kalman Filter (EnKF) and Ensemble Kalman Smoother (EnKS). A brief de-
scription is given below, and readers interest in theoretical details can refer to Evensen [70].

For example, EnKF [68] works with an ensemble of backgrounds, where each ensemble
member is independently updated using the classical KF defined above. Analysis covari-
ance matrix P(0),8 is however not calculated according to Equation 2.50, but approximated
from the updated ensemble, using the ensemble-anomaly covariance matrix [39].

The ensemble-anomaly covariance matrix approximates the analysis covariance matrix
as P(0),8 ≈ Ax(0) ,8 (Ax(0) ,8 )) , where Ax(0) ,8 B

1√
#−1 (Sx(0) ,8 − E[Sx(0) ,8 ]) is called the normal-

ized ensemble-anomaly matrix, estimated from an ensemble of realizations of size = ∈ N
stored as Sx(0) ,8 = [x

(0),8
1 , . . . , x(0),8= ]. This is actually the empirical estimate of the covari-

ance matrix from a sample, previously written in Equation 2.6. Furthermore, KF update
can be written as Sx(0) ,8 = Sx( 5 ) ,8T, where Sx( 5 ) ,8 is the result of the previous forecast step
Sx( 5 ) ,8 = M8−1,8Sx(0) ,8 , and T is explicitly calculated from the forecast anomaly matrix,
the observation operator H, an ensemble of perturbed observations and their associated
anomaly matrices [39, 68]. No explicit calculation of error covariance matrices is needed
[39]. Besides, it was proven that the EnKF solution converges at a rate of 1/

√
= [127], and

that it approaches the analysis x0 of the KF in the linear case, where error covariances
are explicitely calculated.

Although the KF equations are theoretically defined for Gaussian variables, EnKF is
usually used on more general cases. The updated ensemble using EnKF is said to inherit
the original non-Gaussian properties of the background ensemble [39].

2.3.4 Variational Data Assimilation

Variational methods (first formulated using control theory), can be seen as a particular
case of Bayesian DA, where all errors PDFs are Gaussian and unbiased. The Bayesian
formulation in Equation 2.46 can consequently be simplified. The Gaussian errors & (1) and
& (<,>) are defined by their covariance matrices denoted B and R respectively, which then
gives the likelihood L ∼ N(y−H (M ())) ,R) and prior distribution ?Θ ∼ N()

(C)−) ,B),
where N(-,Σ) denotes the Normal/Gaussian distribution with mean - and covariance
matrix Σ.

As a consequence, variational DA is expressed as the minimization of an error function,
also called mismatch or cost function, whose optimum, or analysis, defines the Maximum
A Posteriori (MAP) solution of the Bayesian problem. Different cost functions can be
defined according to the target. These are summarized below, and the reader can refer to
[11] for detailed explanation.

The equations below are presented for a discrete (finite) multidimensional setting,
where the information to estimate (state, parameters) and the observations are arranged
in vectors (typically, response of a numerical model and spatio-temporal measures). The
state vector reads x = [x1, . . . , x<G ]) ∈ R<G , and observations are arranged as y(>) =

[y(>)1 , . . . , y(>)<H ]) ∈ R<H . The model parameters are ) = [\1, ..., \+ ]) ∈ R+ .
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3DVAR formulation and link to Bayesian approach

In three-Dimensional VARiational (3DVAR) formulation, all interest state components
are arranged in the same vector x, that may include various spatio-temporal coordinates
and multiple variables (same for the observation y(>)). The cost function to minimize is
therefore written in Equation 2.53,

� (x, x0, )) = 1

2

[x0, )
]
−

[
x(1),0, ) (1)

]2
B−1
+ 1

2

H(x) − y(>)
2

R−1
, (2.53)

with the weighted Mahalanobis distance | |v − w| |A B (v − w))A(v − w), parameters
) and initial state x0 conditioned by x = M(x0, )), vector

[
x0, )

]
containing, con-

secutively, the components of x0 and ), and observation operator H . Matrices B B

[2>E(n (1)
8
, n
(1)
9
)]8, 9∈{1,...,+} ∈ R<G×<G and R B [2>E(n (<,>)

8
, n
(<,>)
9
)]8, 9∈{1,...,<H} ∈ R<H×<H are

the symmetrical covariance matrices of the background and state/observation errors & (1)

and & (<,>), defined by Equation 2.54.
[
x(C),0, ) (C)

]
=

[
x(1),0, ) (1)

]
+ & (1)

y(>) = H(x(C)) + & (>) = H
(
M

(
x(C),0, ) (C)

))
+ & (<,>)

. (2.54)

When the initial state x0 is not of interest or is not uncertain, it disappears from the
cost function, and the problem therefore concerns parametric estimation.

Using the Bayes rule in Equation 2.46 with the Gaussian PDFs, it can be shown
that posterior PDF ?Θ|Y=y is proportional to the Gaussian PDF 4G?(−�), where � is

the cost function defined in Equation 2.53 [29]. Hence, minimizing � is equivalent to the
Maximum A Posteriori (MAP) estimation with the Bayesian formulation. This bridges
the gap between variational and Bayesian formulations in the particular case of Gaussian
PDFs. The BLUE solution defined in Section 2.3.2 is also an analytical solution for the
variational formulation when the operators are linear.

Other formulations: weak vs. strong constraint

Cost function in Equation 2.53 is also sometimes written differently as in Equation 2.55, or

as in Equation 2.56, where the errors are dissociated and Q B [�>E(n (<)
8
, n
(<)
9
)]8, 9∈{1,...,=} ∈

R=×= represents pure modelling errors (physical and numerical). However, we will refer to
the first version in Equation 2.53 in this thesis.

� (x, x0, )) = 1

2

x −M (
x(1),0, ) (1)

)2
B−1
+ 1

2

H(x) − y(>)
2

R−1
, (2.55)

� (x, x0, )) = 1

2

([x0, )
]
−

[
x(1),0, ) (1)

]2
B−1
+

x −M (
x0, )

)2
Q−1
+

H(x) − y(>)
2

R−1

)
,

(2.56)
In the previously presented cost functions, all errors, including model error, should be

minimized. This problem could be high dimensional, due to the dimension of x. Addi-
tionally, model errors & (<) are in general difficult to define. An additional perfect model
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hypothesis allows to reduce the dimension of the problem by ignoring model errors: the
latter vanish and associated terms. The problem is said strong-constraint due to the ad-
ded hypothesis, oppositely to weak-constraint problems considering model error.

4DVAR formulation for temporal problems

The 3DVAR solution provides a best fit, or analysis, that reduces the global error over the
whole trajectory of the interest variable x. For example when dealing with a smoothing
problem, if all temporal numerical states and all temporal observations are arranged
in vectors x1:: = [x1, . . . , x: ]) ∈ R<G×: and y(>) = [y(>),0, . . . , y(>),: ]) ∈ R<H×(:+1), the
solution can be formulated in 3DVAR as the minimization of the cost function in 2.57.

� (x1:: , x0, )) = 1

2

[x0, )
]
−

[
x(1),0, ) (1)

]2
B−1
+ 1

2

H(x1:: ) − y(>)
2

R−1
, (2.57)

However, the cost function can also be specifically adjusted for temporal evolution
problems, which is called four-Dimensional VARiational (4DVAR). The model is then a
time-dependent dynamic system, and in particular, the errors also evolve in time. In
general, the goal in 4DVAR is to identify the initial condition for optimal trajectory.
Parameters can also be fitted as in Equation 2.57, but this is considered implicitly in the
following for the sake of simplicity. The temporal modelling system can be written as in
Equation 2.58,

x(C),8 = M8 ◦M8−1 ◦ . . . ◦M1(x(1),0) + & (<),8 ∀8 ∈ {1, . . . , :}
y(>),8 = H 8 (x(C),8) + & (>),8 ∀8 ∈ {0, . . . , :} , (2.58)

and adapted cost function, is then expressed in Equation 2.59.

� (x1:: , x0) = 1

2

x0 − x(1),0
2

B−1 +
1

2

∑:
8=1

x8 −M8 ◦ . . . ◦M1(x0)
2
(Q8)−1

+ 1

2

∑:
8=0

H 8 ◦M8 ◦ . . . ◦M1(x0) − y(>),8
2
(R8)−1

, (2.59)

where model and observation errors are denoted & (<),8 and & (>),8 respectively for each
time 8 ∈ {1, . . . , :}, and corresponding covariance matrices are denoted Q8 and R8 respect-
ively. Once again, the problem can be transformed to a strong-constraint one with perfect
model hypothesis.

Solutions to the variational problems

In case the model and observation operator are linear, the analytical solution corresponds
to the BLUE, defined in Section 2.3.2.

In the general non-linear case, the optimal solution (or analysis) can be found by min-
imizing, depending on the situation, one of the previously presented 3DVAR or 4DVAR
cost functions. The minimum corresponds to a null gradient of �. In the general case
of non-linear model, where the target state is typically a solution to PDE, a classical
approach for gradient calculation is to identify an adjoint model, with two classical ap-
proaches: the TLM and the Lagrandian Multiplier (LM) [11]. Calculating the gradient
is then equivalent to finding a solution for the adjoint model, and the computational cost
reduces to the resolution of the latter, which is in general equivalent to the resolution
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time of the direct model (e.g. original PDE) [11]. This method is however intrusive and
presents drawbacks: it is conditioned by analytical derivation of the adjoint model, and
any update of the direct model and its discretization comes with the supplementary cost
of updating the adjoint, which not always trivial and requires resources. Alternatively,
algorithmic differentiation [84] can be used (e.g. benchmark of operator overloading and
source transformation tools in [236]). In the latter, the modelling system is seen as a
composition of elementary functions, to which the chain rule of calculus is applied to
obtain analytical derivatives, resulting with an adjoint. This is however not attempted in
this thesis for the interest modelling system, and non-intrusive solutions are preferred. As
an example of the latter, an approximate optimum can be found using iterative descent
methods as explained in Section 2.2.1, where the gradient can be estimated using finite-
differences for example.

Due to the involved approximations (cost function definition, error covariance matrices
approximation, descent algorithms), the optimal solution to the DA problem as previously
formulated is only an approximation (analysis) of the true state (perfect knowledge). It
is therefore also characterized with errors, as defined in Equation 2.45.

2.3.5 Error covariance matrices

The quality of DA methods and associated solutions relies, among other things, on a good
definition of errors [220]. The latter are capital information, in particular through the use
of covariance matrices defined as B B [�>E(_8, _ 9 )]8, 9∈{1,...,+} and R B [�>E([8, [ 9 )]8, 9∈{1,...,<}.
These are in general not simple to estimate.

In the absence of alternatives, assumptions and simplifications may be used. For ex-
ample, when the errors are independent (e.g. spatial independence of errors for a spatial
observation y(>)), the corresponding covariance matrix is diagonal, which is the simplest
case. Each diagonal element is then the variance of the corresponding error component.
Another possibility is to define a parametric correlation length between the errors: only
the diagonal and few extra-diagonals are non-zero. This is referred to as homogeneous or
second-order stationary covariance, and can for example concern a spatial measurement
of the same variable at neighbouring locations. The error covariance matrix can also be
block diagonal, for example when several independent variables are stored in y(>) and each
variable is characterized with dependent error components.

Applications of the above-cited assumptions can be found in literature. For example,
the observation error covariance matrix in [202] and [37] are taken as f2I, where I is
identity and f is the standard deviation of measurements [131]. The background error
covariance matrix is block diagonal in [202], containing the error covariances for four vari-
ables. In this particular case, the error dependencies for one variable are modelled with
Gaussian functions, using spatial correlation lengths. The dependencies between vari-
ables, however existing, are not explicitly modelled in the matrix, but left to the action
of the model itself [202]. It is worth mentioning that the Gaussian approximation for cor-
relations is unverified and that the multivariate dependencies should ideally be modelled,
which remains difficult [202]. In [37], the background error covariance matrix is diagonal
and estimated from the difference between ”truth” and background, because the ”truth”
is known since it corresponds to a twin model experiment.
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It is important to note however that the above hypothesis are in general far from truth
[220]. Hence, as a statistical alternative to parametric definitions, the error covariance
matrix can be empirically estimated, inspired from the ensemble based approaches [69],
briefly explained above. This is for example used in [252] for the background error covari-
ance matrix estimation in a 4DVAR framework, where a mean estimation of background
is perturbed. As an example with the observation vector, if the same physical information
can be measured = times, and variations around a mean measurement are stored in a mat-
rix Y′, then the observation error covariance matrix can be estimated as ( 1

=−1 )Y
′(Y′)) .

This would quantify the measurement device errors.

2.3.6 Metamodelling and Dimensionality Reduction

As in UQ, Dimensionality, and more generally computational cost, is often a bottleneck of
DA problems. Matrix inversions and dynamic model evaluations are major consumers of
computational resources in a minimization process. Therefore, Dimensionality Reduction
(DR) and metamodelling are natural focus points. A number of solutions can be attemp-
ted: (i) concerning the state of interest, a representative subspace can be selected instead
of the full space, reducing the variable dimension; (ii) metamodelling, which consists in
replacing the physics based model by an approximate, can be used; (iii) Sensitivity Ana-
lysis can be performed to identify the most influencing parameters, limiting therefore the
dimension of the control vector.

Sensitivity analysis has been presented in previous Section 2.1.5. In literature, DR
is used with DA for different objectives, namely the development of faster models, the
deduction of simpler adjoints, the reduction of control space dimension and the estimation
of low dimensional error covariance matrices. This is discussed in details in Section 2.4.

Coupling between DA and metamodelling is generally attempted for the same reasons
as DR, i.e. reducing the computational cost. Metamodels are used to replace the full
model. For example in [151], PCE is employed to learn states distributions as a function
of modelling parameters using a Galerkin scheme, within a Bayesian DA framework. This
allows statistical estimations with the posterior distribution much faster than with a MC
sampling. Generalization is proposed in [150] for functional outputs (e.g. spatiotemporal
fields), by applying KLT prior to PCE learning, in order to reduce computational cost
of MCMC estimations. An improvement of the method is extended to highly non lin-
ear cases by Birolleau et al. [25]. Indeed, the authors show that when the response of a
system lacks smoothness, in particular in the presence of discontinuities, representation
problems may occur Birolleau et al. [25]. An iterative PCE method is therefore proposed
as a solution. The interest field is first expanded using classical PCE, and the resulting
approximation is used as a transform for the generation of a new PCE orthonormal basis.
This is repeated iteratively, and remarkably, the resulting expansion performs much better
on discontinuous cases.

In other examples, PCE is used to improve accuracy of EnKF, by allowing a con-
siderable increase of ensemble size, as it is known to converge significantly faster than
MC sampling. Specifically, accumulation of sampling errors through assimilation cycle is
known to impact the accuracy EnKF, particularly for large assimilation windows, and can
only be resolved by increasing the ensemble size [133]. Additionally, for highly non-linear
cases, the TLM of model and observation operator involved in EnKF can result in loss
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of accuracy, that PCE may allow to overcome. In a contribution by Li and Xiu [134]
uses PCE at three key points of EnKF: (i) at given time step, it replaces the model in
producing an ensemble, by generating fairly large samples of inputs (= ≈ 105) and cal-
culating corresponding outputs at low cost; (ii) at forecast step, the temporal dynamics
are simulated by making the expansion coefficients evolve, using a Galerkin scheme or
stochastic collocation and (iii) error covariance matrices involved in the filter are directly
obtained, instead of calculating the ensemble-anomaly [134], by straightforward estim-
ation of statistical moments due to the orthonormality of the basis, as seen in Section
2.1.6. Same strategy is adopted in [203] for fire front tracking application, and in [64] on
one-Dimensional (1D) Shallow Water Equations (SWE) for river flows.

It is highlighted however by [141], that use of PCE can have limitations. Namely,
when the posterior PDF is significantly different from prior, then a truncated PCE basis
may fail in approximating it. For example, posterior distribution can attribute more
importance in some regions of the parameter space than the prior, and PCE would result
in poor approximation, particularly if the model is non-linear. Identified solution is to
increase the expansion number of terms (e.g. polynomial degree), but this comes with a
considerable computational cost.

2.4 Dimensionality Reduction

Dimensionality problems are often met in data-based and physically-based data-driven
approaches. They can for example occur when dealing with a big amount of data, which
may increase the computational cost of statistical analysis and learning. They also con-
cern multidimensional models, for example when using multivariate inputs, and analyzing
high-dimensional outputs. As a consequence, interesting approaches as ML, UQ and DA
may rapidly become costly when dealing with complex physics.

In particular in Section 2.2.2, it was highlighted that the outcome of ML can be in-
fluenced by prior simplifications of the problem’s dimensionality before learning [124].
Besides, one may be interested in automated detection of meaningful patterns in data
[178, 223]. In Section 2.1, Dimensionality Reduction (DR) techniques were identified as
a good pre-processing solution to reduce the dimensionality of the inputs space for UQ
[231], and to perform robust Global Sensitivity Analysis (GSA). In Section 2.3, they were
also identified in DA framework as an approach for the development of faster models, the
reduction of control space dimension, etc. Hence, Modal Decomposition (MD), that can
be both used as pattern recognition and DR approach, is here of interest.

Use in sediment dynamics

Modal Decomposition (MD) techniques have been actively used in the last years in the
sediment dynamics community. In coastal morphodynamics, joint publications by Larson
et al. [119] and N. Southgate et al. [175] review the use of linear and non linear decom-
position techniques respectively. They are said to be attractive because of the process-
based models limitations, as the knowledge of the governing processes is still insufficient
[119, 175]. Four objectives are generally targeted in morphodynamics: Dimensionality
Reduction (DR), phenomenological study (quantitative), past events analysis, prevision
and characterization of global dynamic properties (equilibrium states, degrees of freedom,
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etc.) [175]. Diverse data are analyzed: profiles, contours, small and big scale forms, etc.

Beginning of use for MD in coastal morphology dates back to middle 70’s [119], which
is late compared to first publication of such methods and their use in physics (1901 for
Principal Component Analysis (PCA)). Until 2003, studies generally focused, as with
ML, on shoreline evolution as in [155, 208], study of changes in coastal forms as nearshore
dunes in [209], or classification of bed forms with satellite images treatment. Since then,
publications on morphodynamic data analysis are becoming more plentiful, and extended
to the study of estuarine dynamics (UK [110], Taiwan [100], China [156]) and to fluvial
processes [245, 275] (e.g. characterization of sediment fluxes). However, application to
coastline dynamics and beach evolution is still largely predominant.

Statistical studies to correlate morphodynamic modes to hydrodynamic variables are
also attempted. Evolution of marine bathymetries is for example characterized with MD
in [162], then in [163] correlated to waves energy, sediments fall velocity or Froude num-
ber using Pearson indicators. Canonical Correlation Analysis (CCA) is used in [97] to
correlate MD of bathymetry on the one hand to MD of waves on the other hand.

Some attempts to use MD for prediction can also be found in literature. For example
in [97] where CCA regression is also used for forecast. In [110], the authors propose to
formulate 2D estuarine dynamics using a diffusion equation with source terms, and the
latter are inversely estimated from data and analyzed using MD. In [199], the same au-
thors propose a linear extrapolation of the previously deduced modes for prediction. The
predicted source terms are then injected in the diffusion equation to deduce new bathy-
metries from previous ones. The same approach is proposed in [111], and a comparison
between bathymetry modes and corresponding source terms modes is undertaken, show-
ing different temporal scale processes.

Enthusiasm of the community about such techniques is obvious. In the following, we
will present Proper Orthogonal Decomposition (POD), that allows efficient and reduced
representation based on a linear expansion. POD has shown to be accurate for both
linear and non-linear problems [243], combining simplicity and relevance. As detailed
below, it was originally applied for spatio-temporal patterns separation, but shares theory
with Principal Component Analysis (PCA) from multivariate statistics and Karhunen-
Loève Transfrom (KLT) from stochastic processes decomposition [108, 140]. The three
expansions are similar, but applied in different frameworks. Therefore, the viewpoint of
POD is detailed below, but can be transposed to PCA and KLT.

2.4.1 Proper Orthogonal Decomposition

Proper Orthogonal Decomposition (POD) [144] is part of the broader family of Modal
Decomposition (MD) and Dimensionality Reduction (DR), also called Reduced Order
Models (ROM) [243]. MD is a mathematical and statistical approach allowing to extract
the main components from a variable of interest. These components shed light on typical
dynamic behaviors of the observed system. These could be dynamically or energetically
important patterns (or modes), and allow efficient representation of the processed vari-
able. In general, they depend on time, space or stochastic parameters, and are associated
to an importance measure, allowing to rank their contribution to the global expansion.
By doing so, the objective is to use a minimal number of patterns to accurately repres-
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ent high-dimensional fields, which is then referred to as DR or ROM. Indeed, physical
phenomena are generally subject to complex and non-linear dynamics, and the used gov-
erning equations (if existing) can be high-dimensional. MD greatly helps to summarize
these systems to finite ROM. The deduced patterns are also simpler sub-structures, al-
lowing a better understanding of the dynamics. The most famous example of MD is most
certainly the Fourier transform, where the components have a sinusoidal form, and are
associated to determined frequencies and amplitudes [44].

Brief history

In fluid dynamics for example, many MD techniques are used in literature, and generally
categorized as linear vs. non-linear [243]. The major techniques can be found in Figure
2.2. Summary of these techniques and their use in literature was presented by Taira et al.
[243].

Figure 2.2 – Some major MD techniques, by Taira et al. [243]. L (Linear), NL (Non-Linear), E
(Experimental) and NS (Navier-Stokes)

Even though more sophisticated methods have been proposed since POD and vari-
ants [215, 256], it remains one of the most widely used decompositions. This is due to
its simple linear formulation, and easy extraction from data, with particularly well in-
vestigated mathematical properties in literature [5, 47, 173]. Additionally, POD is still
the most optimal, compared to other linear techniques, in the sense that it minimizes
the number of components, as its orthogonal modes capture more energy than any other
decomposition [47, 173]. This is desirable for ML (previously mentioned objective of min-
imal and uncorrelated representations). Furthermore, POD has shown to be accurate for
both linear and non-linear problems, although being a linear process [243], which brings
together simplicity and relevance. It is therefore used in the present work to reduce the
interest field on an optimal basis, in order to study its variances, by learning them from
associated physical inputs.

POD is classically used for spatial patterns recognition and DR of highly-dimensional
physical fields to finite linear summations. These spatial patterns, which form an invari-
ant basis, account for spatial correlations in the studied field, and results with interesting
possibilities of physical interpretations, in terms of behaviors and energy content [112].
POD finds its origins in the fluid dynamics community, and has first been introduced for
the study of turbulent flows [144]. According to [44, 243], it has been constantly redis-
covered in the 20th, from different angles and in different scientific research areas, under
different names. We may cite, PCA from multivariate statistical analysis, KLT from
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stochastic processes decomposition [108, 140], Hotelling analysis from economical stat-
istics [99], Empirical Component Analysis [138], Empirical Orthogonal Functions (EOF)
[228], etc. Consequently, POD shares theoretical base with these techniques.

For simplicity, POD denomination will be interchangeably used in this thesis for all
pattern recognition of continuous bi-variate functions, based on the related theoretical
background. This can concern the spatio-temporal case, as classical POD, stochastic vs.
deterministic separation with KLT, or extraction of main variation directions from a list
of variables as with PCA. In all cases, the objective is to extract the main patterns in
terms of variance. These patterns, when added and multiplied by appropriate coefficients,
explain the dynamics of the variable of interest.

Theoretical framework

Theory will here be presented for a continuous function u : Ω × T → D of two variables
(x, C) ∈ Ω × T. The following relationships and properties hold for any Ω × T and Hilbert
space D characterized by its scalar product (. , .)D and induced norm | |.| |D. However, as is
the case for a majority of physical fields, we shall consider Ω as a set of spatial coordinates
(e.g. R2 or R3), T an event space (e.g. parameters space R+ with + ∈ N∗, or a temporal
subset [0, )] ⊆ R+), and D as a set of scalar real values or vector real values (e.g. R or R2).

POD consists in an approximation of u at a given order 3 ∈ N [144], written as in
Equation 2.60,

u(x, C) ≈
3∑
:=1

E: (C)5: (x) , (2.60)

where {E: (.)}3:=1 ⊂ C(T,R) and {5: (.)}3:=1 ⊂ C(Ω,D), with C(A,B) denoting the space of
continuous functions defined over A and arriving at B. The objective of POD is to identify
{5: (.)}3:=1 that minimizes the distance of the approximation from the true value u(., .),
over the whole Ω × T domain, with an orthogonality constraint for {5: (.)}3:=1 using the
scalar product (. , .)D. This can be defined, in the least-squares sense, as the minimization
problem in Equation 2.61 for all 3 ∈ N, where 〈.〉T is an average defined on T.

∀x ∈ Ω
〈u(x, C) − 3∑

:=1

E: (C)5: (x))
2
D

〉
T

= min
F: ,Ψ:

〈D(G, C) − 3∑
:=1

F: (C)Ψ: (x)
2
D

〉
T

.

(2.61)
As the equality is defined for all orders 3 ∈ N, the members 5: are ordered according

to their importance. In particular, for order 1, 51 is the linear generator of the sub-vector
space most representative of u in D. In geometrical terms, this would consist in finding
the vector that maximizes the projection of u in average over T [47], which can be written
as in Equation 2.62.

max

〈(u(x, C), 5(x)
‖5(x)‖D

)
D

× 5(x)
‖5(x)‖D

2
D

〉
T

. (2.62)

One can therefore, by iteratively solving Equation 2.61 or 2.62, find the family {5: (.)}3:=1,
which is called the POD basis of D of rank 3 (if D = �<(u)).
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The solution to these problems has already been established in literature [144, 228]:
the POD basis of D of order 3 is the orthonormal set of eigenvectors of an operator
R : D → D defined as R5 = 〈(u, 5)D × u〉T, if the eigenvectors are taken in decreasing
order of the corresponding eigenvalues {_: }3:=1. Indeed, resolving 2.62 is equivalent to
maximizing the Rayleigh Quotient defined in Equation 2.63,

A (5) = (R5, 5)D
‖5‖2D

, (2.63)

which is then equivalent to cancelling its gradient, calculated as in Equation 2.64 [211].

∇A (5) = 2

5)5
[R5 − A (5)5] . (2.64)

Hence, this corresponds to R5 = A (5)5, and shows that A (5) is an eigenvalue of R.
Maximizing it therefore is therefore equivalent to finding the largest eigenvalue, and cor-
responding eigenvector Φ. Additionally, the spectral theorem implies that the eigenvectors
of R constitute an orthonormal basis of �<(R), which is by definition the vectorial space
generated by u. Hence, as previously stated, the iteratively determined POD patterns
are the set of eigenvectors of R, arranged in decreasing order of corresponding eigenval-
ues, and constitute a basis to the space generated by u. Supplementary elements on the
theoretical aspects and demonstrations of mathematical properties can, for example, be
found in [173, 211].

For this expansion, an accuracy rate, also called the EVR, denoted 43 at rank 3, can be
calculated as in Equation 2.65 . EVR tends to 1 (perfect approximation) when 3 → +∞.

43 =

∑
:≤3 _:∑+∞
:=1 _:

. (2.65)

Additionally, an approximation error at rank 3 can be calculated as in Equation 2.66 [47].

n3 =

〈u(x, C) − 3∑
:=1

(u(x, C), 5: (x))D × 5: (x)

D

〉
T

=

∞∑
:=3+1

_: . (2.66)

As is the case with Polynomial Chaos Expansion (PCE) presented in Section 2.1.6,
POD coefficients can be deduced from a modelling system (e.g. PDE) using an intrusive
Galerkin scheme by resolving a new set of equations [48]. However, due to computational
cost and supplementary implementation effort, the non-intrusive approach is once again
preferred. This consists in finding the expansion coefficients and basis elements directly
from data, and is discussed in Section 2.4.2. In particular, this allows deducing a POD
basis from measurements, without the need of numerical model.

2.4.2 Data-based POD

As introduced with literature examples, POD can be used to extract patterns directly
from data (measurements, outcome of numerical model, etc.). In this case, for D = R,
when u(., .) is a discrete sample on a set of < ∈ N space coordinates X = {x1, . . . , x<} and
for = ∈ N measurement events T = {C1, . . . , C=} (e.g. realizations of the parameters, time
coordinates, etc.), the available data set is arranged in a matrix U(X,T) = [u(x8, C 9 )]8, 9 ∈
R<×=, called the snapshot matrix, so as to be able to work in a discrete space.
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Discrete formulation

The POD problem formulated in Equation 2.60 can be written in its discrete form
as U(X,T) = Φ(3) (X)V(3) (T ), where Φ(3) (X) B [5 9 (x8)]8, 9 ∈ R<×3 and V(3) (T ) B
[E8 (C 9 )]8, 9 ∈ R3×=. The problem can therefore be viewed as if working with a new function
U(X, .) = [u(x8, .)]8∈{1,...,<} : T → D = R" . Then, the average over T can be defined as
the statistical mean over the subset T , and the scalar product (. , .)D as the canonical
product over R<. The POD operator R can be written as in Equation 2.67,

R5(X) = 1

=

=∑
9=1

U(X, C 9 ))Φ(X)U(X, C 9 ) =
1

=
U(X,T)U(X,T))Φ(X) , (2.67)

where U(X, C 9 ) = [u(x8, .)]8∈{1,...,<} is the column number 9 of the matrix U(X,T) (i.e
realization C 9 of the measurement over X), and Φ(X) = [5(x8)]8∈{1,...,<}. As finding the
POD basis is equivalent to identifying the orthonormal set of eigenvectors of the operator
R, then for this discrete representation the problem becomes equivalent to solving the
eigen problem of the matrix R B 1

=
U(X,T)U(X,T)) , called the covariance matrix. A

number 3 ∈ N of eigenvectors Φ(X) are identified and stored in the columns of the matrix
Φ(3) (X). For the eigenvalues of the covariance matrix R denoted {_: }3:=1, the expansion

in Equation 2.60 can also be written as in Equation 2.68, where {5: (.)}3:=1 together with

{0: (.)}3:=1 are bi-orthonormal, and E: (.) = 0: (.)
√
= × _: .

u(x, C) ≈
3∑
:=1

0: (C)
√
= × _:5: (x) . (2.68)

By defining the matrix A(3) (T ) B [08 (C 9 )]8, 9 ∈ R3×= and the operator D(3) (_1, ..., _3)
corresponding to the diagonal matrix of elements _8, we have:

U(X,T) = Φ(3) (X)D(3) (
√
= × _1, ...,

√
= × _3)A(3) (T ) . (2.69)

And indeed, thanks to the orthonormality of {0: (.)}3:=1, the covariance matrix reads:

R =
1

=
Φ(3) (X)D(3) (=×_1, ..., =×_3)Φ(3) (X)) = Φ(3) (X)D(3) (_1, ..., _3)Φ(3) (X)) , (2.70)

which is the eigenvalue decomposition of R.

Link to Singular Value Decomposition

It can also be noticed that Equation 2.69 is the Singular Value Decomposition (SVD) of
snapshot matrix U(X,T) [238]. As a reminder, SVD consists in a matrix factorization in
the form U = ΦΣA) , where Φ and A are orthogonal (i.e. Φ) = Φ−1) and Σ is diagonal
containing positive real components ranked in decreasing order, called singular values.
SVD describes the way matrix U, when multiplied by a vector, increases its norm, or
changes its direction [243]. For example, if a list of unit-length vectors, geometrically
representing a sphere, multiply U, then the sphere transforms to an ellipsoid, whose
characteristic lengths are no more than the singular values of U [44, 243] (see Figure 2.3).
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Figure 2.3 – Graphical representation of SVD meaning, by Taira et al. [243].

To solve the SVD problem of U it is indeed of common practice to solve the eigen-
problem of R. However, when = << <, it is more computationally efficient to solve the
eigenproblem of R) instead of the eigenproblem of R, as highlighted by Sirovich [228] .
This is often the case when a limited number of occurrences is measured for a high-
dimensional physical field. When an order 3 << <8=(<, =) corresponds to a high EVR
as defined in Equation 2.65, we speak of dimensionality reduction, because the data are
projected in a sub-space that is of much smaller dimension than R<×=.

POD as a dynamic basis

When diverse enough records are available for the variable under study, we may consider
that the resulting POD basis is a generator of all possible states. Predicting the associated
expansion coefficients {0: (C)}3:=1 for a given event C would therefore be enough to predict
the whole state.

The advantage of POD is that it can be used non-intrusively, on both numerically
emulated and field-measurement data. It does not require any prior knowledge about
the data or the underlying physics. It is said to be unconditional, in the sense that no
predetermined form is chosen for the modes, as they are directly extracted from data
(conversely to Fourier for example) [243]. One of the biggest attributes of POD is the
orthonormality of the basis, allowing minimal representations, which is desirable for ef-
ficient ML. POD is known to be optimal among linear techniques, in the sens that its
basis elements ”capture more energy per mode than any other set of basis functions”
[112]. Additionally, modes are ranked in decreasing order, allowing iterative increase of
the complexity of the model, until reaching an arbitrarily small error. POD has also shown
to be efficient for non-linear problems, and for data filtering (erroneous or in-homogeneous
data are immediately identified) [243].

2.4.3 POD-based Global Sensitivity Analysis

Global Sensitivity Analysis (GSA) was presented in Section 2.1.5 in a UQ framework,
as an efficient approach to rank model’s inputs by their influence on an interest output
denoted. When the studied variable Y is multidimensional (e.g.Y ∈ R<), for example a
random multivariate spatio-temporal field, sensitivity can be studied for each component
.8 independently (specific spatial coordinate, time, output variable). This allows to ana-
lyze the behavior of each component.
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However, not only a global view can be desired, but estimating sensitivity indices for
each component separately can be costly for high-dimensional outputs. DR techniques
can be used to reduce the output to a low dimensional set of representative variables,
denoted {01, . . . 03}, namely using POD, and generalization of Sobol’ indices to ROM is
the subject of numerous works [34, 78, 117, 192]. In POD case, sensitivity indices are
calculated for each 0: independently, and denoted (:I . Global influence, accounting for
the global effect of I on the multidimensional output Y is then given in Equation 2.71,
with a generalized index denoted �(I [76],

�(I =
3∑
:=1

_:

V[Y] (
:
I =

3∑
:=1

_:∑3
4 _4

(:I (2.71)

where _: is the eigenvalue associated to POD mode :, as detailed in Section 2.4.1. The
presented generalized indices show that the contribution of subset I through 0: is en-
hanced with the eigenvalue _: , that quantifies the share of variance represented by POD
mode :. The property

∑
I⊆{1,...,++1} �(I = 1 holds, allowing to rank the contributions

altogether in terms of influence on the multidimensional output Y.

2.4.4 Data Assimilation using POD

As briefly described in Section 2.3, Dimensionality Reduction (DR) is used with Data
Assimilation (DA) for different objectives, namely the development of faster models, the
deduction of simpler adjoints, the reduction of control space dimension and the estimation
of low dimensional error covariance matrices.

POD-based reduced adjoint for variational DA

DR can be applied intrusively in a modelling system and a resulting adjoint can be de-
duced. In a first example [188], KLT orthogonal basis is deduced from a snapshot of
solutions to Boussinesq PDE using a sampling of parameters (here, heat source values).
The full solution space is spanned into a reduced subspace, and using a Galerkin scheme,
a new model, and a corresponding adjoint are derived. The obtained DA solution is less
time consuming, and only characterized with an error of 0.3 % relative to full model use
[188]. The latter are used for an inverse problem on a twin experiment (estimation of
time-varying heat source from temperature measurements), drastically reducing the eval-
uation time for each descent iteration, while still providing accurate results compared to
the original model. Similar works exist on other applications, for example on 2D tidal
equations Qian et al. [196], or 4DVAR ocean modelling Cao et al. [37]. In [37] for example,
it is emphasized that although the minimization process is much less costly (two orders
of magnitude including POD basis construction), results are less accurate than with the
full model. A correction attempt, called adaptive POD-4DVAR, consisting on POD basis
update using an outer loop, is performed and gives satisfying results [37]. Absolute errors
remain however higher with the reduced model, where the authors point out the possible
impact of snapshot sampling method and number of modes choice.

POD-based adjoint approximation for variational DA

Previous contributions are case dependent due to adjoint calculation. A more generic
approach is proposed by Vermeulen and Heemink [262] in a 4DVAR framework, where
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the dynamic model of type x8+1 =M8+1(x8+1, )) is first linearized around the background
estimate x(1) as in Equation 2.72, before applying POD to reduce perturbations of the
state x − x(1) on the one hand and perturbations of the input parameters denoted Δ\ on
the other hand. In particular, partial derivatives of the model are estimated using finite
differences, and the model and states are replaced by their POD reduced versions. This
results with a cost function, where the observation is projected on the spanned space as
well, with an easy to implement adjoint due to linearity [262].

x8+1 ≈ x̃8+1 =M8+1
(
x(1) , )

)
x̃8 +

++1∑
9=1

∂M8+1
(
x(1) , )

)
∂\ 9

Δ\ 9 . (2.72)

The authors also emphasis the interest of reduction to avoid local minima, with the
smoothing inherent to reduction [262]. Their method is successfully applied to Shal-
low Water Equations (SWE) in [7], for the calibration of bottom elevations from water
depth and horizontal velocity components recordings (twin model), with the objective of
providing predictive storm surge model. Authors of the last work suggest that a simple
improvement is possible if the cost function is estimated using the original model, while
the adjoint is approximated in the reduced space [6]. Another application of the same
method can be found in [77], on coastal hydro-morphodynamic modelling, with assimila-
tion of bathymetric data by wave properties optimization.

Using POD in a DA framework shows ”superiority of EOFs with regard to the other
families of vectors” [202], as shown by Durbiano [59] on SWE application, not only in
terms of represented non-linear information, but above all due to the straightforward cal-
culation of error covariance matrices for the reduced vector. Indeed, POD gives a natural
estimate of covariances, that is of reduced size, but most importantly diagonal even for
highly correlated vectors. As an example, Robert et al. [202] replaces the variation of
state variable around background by its reduced form in a 4DVAR cost function, which
then implies that the background error covariance matrix is the diagonal eigenvalue mat-
rix resulting from POD. As a result, 4DVAR applied to the reduced model is four to five
times faster. Oppositely to the results of Cao et al. [37], Robert et al. [202] conclude to
the superiority of POD reduced 4DVAR also in terms of analysis, as the relative error
between analysis and truth is found to be smaller than with full model’s 4DVAR. This is
attributed to POD efficiency in representing complex structures of state variables (spatio-
temporal correlations typically) [202]. It is noted however that no reduced form of the
adjoint is used oppositely to Cao et al. [37].

POD-based adjoint-free DA: hybrid ensemble-variational approach

The above cited methods however need the calculation of an adjoint or a TLM, even with a
reduced model. Conversely, Tian et al. [251] propose a hybrid approach between ensemble
and variational methods, called the POD-Ensemble-based 4DVAR (PODEn4DVAR), where
neither adjoint nor TLM are needed. Consideration of the model dynamics in the cost
function is enforced using POD rather than an adjoint. The spatio-temporal states, at
times {0, . . . , :}, where each temporal state x 9 is of spatial size <G are arranged in a
single vector [x0, . . . , x: ] of size <G × :, and jointly POD reduced around their mean

values
[
x0, . . . , x:

])
. An approximation of dimension 3 as in Equation 2.69 gives the

expression in Equation 2.73. In particular, reduced POD basis of size (<G × :) × 3 can be
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written in matricial form as Φ B [5 9 ] 9∈{1,...,3}. Each basis element 5 9 is a vector of size

<G×:, arranged in the same manner as the state vectors, developed as 5 9 = [50
9 , . . . , 5

:
9 ]) ,

where each temporal POD basis vector 589 is of spatial size <G.

The full POD basis matrix can therefore be written as a block vector in the form
Φ = [Φ0, . . . ,Φ: ]) , where each temporal POD basis denoted Φ8 B [589 ] 9∈{1,...,3} is of size
<G × 3, and is formed simply by selecting adequate lines of the full matrix.[

x0, . . . , x:
]) ≈ [

x0
, . . . , x:

])
+ΦΛ

1
2 # . (2.73)

This provides a linear generator for any state, initial or at time 9 , by selecting adequate
components of the POD basis matrix. Hence, both the initial state and the interest
temporal states can be replaced in the 4DVAR cost function � (x1:: , x0) in Equation 2.59.
In strong constraint version (perfect model), denoting by {H8}8∈{1,...,:} the tangent linear
observation operators, a new cost function is written as in Equation 2.74.

� (#) = 1

2

Φ0Λ
1
2 # −Φ0Λ

1
2 #(1)

2
B−1
+ 1

2

:∑
8=0

H8 (x8 +Φ8Λ
1
2 #) − y(>),8

2
(R8)−1

. (2.74)

The same reduced variables denoted # are therefore used to generate both initial and
modelled states, and only POD basis members components vary. Cost function becomes
linear and explicit, and the gradient can be analytically calculated as in Equation 2.75.

∇#� = (Φ0Λ
1
2 ))B−1(Φ0Λ

1
2 )

(
# − #(1)

)
+

:∑
8=0

(H8Φ8Λ
1
2 )) (R8)−1

(
H8 (x8 +Φ8Λ

1
2 #) − y(>),8

)
.

(2.75)
The analysis is obtained by cancelling the gradient. Straightforward estimation is therefore
possible using Equation 2.76.

#(0) =

[
(Φ0Λ

1
2 ))B−1(Φ0Λ

1
2 ) +∑:

8=0(H8Φ8Λ
1
2 )) (R8)−1

(
H8Φ8Λ

1
2

)]−1
×

[
(Φ0Λ

1
2 ))B−1(Φ0Λ

1
2 )#(1) −∑:

8=0(H8Φ8Λ
1
2 )) (R8)−1

(
H8x8 − y(>),8

)] . (2.76)

Solution to the minimization is hence straightforward and does not require an iterative
algorithm. Using twin experiments, authors show that the misfit of the PODEn4DVAR
solution to truth is lower than the misfit of solutions from classical iterative 4DVAR on
the one hand and EnKF on the other hand. In particular, TLM is said to be the source of
errors for 4DVAR. In a different work [252], POD reduction is performed directly in the
observation space on vector [H (x0), . . . ,H(x: )]. This helps both saving computational
time, as the observation space is of lower dimension, and gaining in analysis accuracy [252].

POD reduction in the observation space

Combined advantages of ensemble and variational approaches in PODEn4DVAR [252]
gave the latter visibility. It has been applied in Mons et al. [165] to a parameter estima-
tion 3DVAR problem. In this work, the state x is POD reduced in the observation space,

around a background guess of parameters, written as H(M())) ≈ H (M() (1))) +ΦΛ
1
2 #.

Then, parameters space is spanned using the POD basis as ) = ) (1) + S)#, where
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S) = [) (1) − \ (1) , . . . , ) (=) − \ (1)] is a snapshot containing a sample of parameters perturb-
ations. Once again, a new cost function is written, and the analysis explicitly calculated.
The method is said to be more stable to the ensemble size than other ensemble DA meth-
ods [165]. In this particular case, an iterative procedure is used. After each assimilation
cycle, the analysis is perturbed, and a new POD basis is formed, etc. A limited sample
of size = = 20 is used to generate the POD basis at each step, and is said sufficient up to
105 control variables.

Lastly, besides the state and associated parameters, reduction can also be used on the
observations. An example can be found in Shenefelt et al. [224] for an inverse estimation
of surface heat transfer on a material from temperature measurements. In this applic-
ation, the model is linear (matrix product). The inverse problem solution is said to be
highly sensitive to data noise, resulting in unrealistic heat transfers for small measurement
errors. Filtering is therefore applied to the observations using Singular Value Decomposi-
tion (SVD) with the objective of both reducing the dimensionality of the problem (simpler
matrix inversion), and deleting noise from data.

2.5 Summary

The presented statistical approaches offer a convenient framework for pure measurement-
based learning on the one hand, and physically-based data-driven approaches using meas-
urements with process-based models on the other hand. They can be applied to multi-
dimensional and non-linear physical system, with complex underlying phenomena. They
will therefore be used for constructing a predictive tool and undertaking physical invest-
igations with the process-based modelling system and field measurement data described
in Chapter 1.

ML shows adaptability to various applications, by its flexible nature, and used non-
linear functions and structures. NN is widely used in physics in general and environmental
applications in particular. However, the underlined limitations in Section 2.2.2 can pre-
vent from valuable use for physical investigations, for example due to the complexity of
the model, the various algorithmic choices and hyper-parameters and the constrained uni-
versality/efficiency.

To overcome the above-mentioned limitations, an alternative ML based on DR and
probabilistic modelling is proposed, through coupling between POD and PCE, both based
on sound mathematical and probabilistic theory. This approach is proposed for the predic-
tion of spatially-distributed physical fields that vary as a function of forcing parameters,
with the additional objective of understanding the underlying dynamics. POD-PCE al-
lows efficient learning and provides a framework for straightforward interpretation and
probabilistic investigations. Its use on a purely measurement-based set-up is investigated
in the following Chapter 3. Convergence, robustness to training members and noise in the
data are demonstrated. Comparison to NN is also provided and physical interpretations
are discussed.



Chapter 3

Physically interpretable machine learning
algorithm on multidimensional non-linear
fields

Dans ce chapitre, une méthode d’apprentissage à base de données, utilisant un couplage
entre Décomposition Orthogonale en modes Propres (POD) et Expansion par Polynômes
du Chaos (PCE) est proposée. Ce couplage POD-PCE offre un algorithme de Machine
Learning (ML) qui peut être interprétée physiquement, et permet une analyse directe de
la dynamique. De plus, la méthode POD-PCE est comparée avec succès aux Réseaux de
Neurones (NN) classiques. En outre, des investigations de la donnée réalisées en utilisant
la POD sont également présentées, en particulier: (i) la détection de mesures de mauvaise
qualité et le filtrage de données et (ii) la localisation spatiale de la décomposition pour
déduire les emplacements optimaux de mesures.

In this chapter, a data-based learning methodology, using a coupling between Proper
Orthogonal Decomposition (POD) and Polynomial Chaos Expansion (PCE) is proposed.
This POD-PCE coupling offers a physically interpretable Machine Learning (ML) al-
gorithm, that allows straightforward analysis of the dynamics. Besides, the POD-PCE
method is successfully compared to classical Neural Networks (NN). Additionally, data
investigations performed using POD are also presented, in particular: (i) detection of bad
quality measurements and data filtering and (ii) spatial localisation of the decomposition
to deduce optimal measurement locations.
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3.1 Motivations

Previously presented data in Chapter 1, resulting from regular monitoring of the intake
over a decade, are a valuable source of information to understand the sediment dynamics.
State of the art investigations (Section 1.4) focused on qualitative analysis of the sedi-
mentation and its linear correlations to hydrodynamic and meteorological conditions, and
allowed interesting conclusions about the intake dynamics. However, for optimal monitor-
ing, and in order to plan dredging operations and optimize the power plant’s functioning, a
predictive tool was requested by stakeholders. The objective of this first contribution was
therefore to provide a fast running and accurate data-based predictive tool. Furthermore,
additional target was to offer deeper analysis and physical interpretation, using advanced
statistical tools.

The contribution of this chapter therefore takes place in the general ML framework.
However, limitations of classical ML methods, in particular NN that are most widely
used in physics, were highlighted in Chapter 2. An alternative approach based on coup-
ling between Proper Orthogonal Decomposition (POD) and Polynomial Chaos Expansion
(PCE) was therefore proposed. The previously detailed robustness of both POD and PCE,
as well as their linearity, allow to gradually and efficiently add complexity in the model,
and offers the possibility of straightforward physical interpretation, as detailed below.

In the following, proposed POD-PCE coupling is presented as a paper in Section 3.2,
which is published [172] in Journal of Computational Physics (JCP). Then, complement-
ary investigations of bathymetry data using POD and variants are presented in Section
3.3.

3.2 Published paper in Journal of Computational Physics
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Résumé

In an ever-increasing interest for Machine Learning (ML) and a favorable data development context, we here
propose an original methodology for data-based prediction of two-dimensional physical fields. Polynomial Chaos
Expansion (PCE), widely used in the Uncertainty Quantification community (UQ), has long been employed as
a robust representation for probabilistic input-to-output mapping. It has been recently tested in a pure ML
context, and shown to be as powerful as classical ML techniques for point-wise prediction. Some advantages
are inherent to the method, such as its explicitness and adaptability to small training sets, in addition to the
associated probabilistic framework. Simultaneously, Dimensionality Reduction (DR) techniques are increasingly
used for pattern recognition and data compression and have gained interest due to improved data quality. In this
study, the interest of Proper Orthogonal Decomposition (POD) for the construction of a statistical predictive
model is demonstrated. Both POD and PCE have amply proved their worth in their respective frameworks.
The goal of the present paper was to combine them for a field-measurement-based forecasting. The described
steps are also useful to analyze the data. Some challenging issues encountered when using multidimensional field
measurements are addressed, for example when dealing with few data. The POD-PCE coupling methodology
is presented, with particular focus on input data characteristics and training-set choice. A simple methodology
for evaluating the importance of each physical parameter is proposed for the PCE model and extended to the
POD-PCE coupling.

1 Introduction

Deep Learning techniques (DL [36]) and more generally Machine Learning (ML [58]), and their applications to
physical problems (fluid mechanics [4] ; plasma physics [49] ; quantum mechanics [42], etc.) have made a promising
take-off in the last few years. This has been particularly the case for fields where the measurement potential has
dramatically increased (e.g. Geoscience Data [27]). In this context, learning techniques are of interest to establish
non-linear physical relationships from the data by a combination of steps, in particular using transformation func-
tions, to capture the complexity of the system [58].

In particular, multi-layer Neural Networks (NN) [55] are widely used for physical applications. Their popularity
comes from this complex structure, which makes them adaptable for various applications [1, 57]. However, some
limitations prevent the use of NN for physical applications: (i) it is difficult to provide an explicit input-to-output
formulation, due to the combinations of steps involved in the learning (Activation Functions, Hidden Layers [36]).
Physical interpretation of the constructed model is therefore tedious [22] ; (ii) too many hyper-parameters and
choices are involved, depending on the number of neurons and layers (curse of dimensionality) [32] ; (iii) no general
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proof for the theoretical ability of approximating arbitrary functions is available, except the Universal Approxima-
tion Theorem and its extensions [18, 21] for particular cases.

To overcome these limitations, we propose an alternative ML method, based on a coupling between Proper
Orthogonal Decomposition (POD) [5] and Polynomial Chaos Expansion (PCE) [34, 35]. This approach is proposed
for the prediction of spatially-distributed physical fields that vary in time. The idea is to use POD to separate
the spatial patterns from the temporal variations, that are related to the conditioning parameters using PCE. To
correspond to common NN paradigms, an adequate representation of this idea is given in Figure 1. In particular,
POD is used for both Encoding and Decoding whereas PCE is used as an Activation Function in the Latent
Representation [36].

Input layer: Observations of a 
spatio-temporal physical field
and associated forcing inputs

Encoding: using POD

𝒖 𝒙, 𝑡

≈ 

𝑘=1

𝑑

𝑣𝑘(𝑡) × Φ𝑘(𝑥)

Latent representation: using PCE

ቊ
𝒖(𝒙, 𝑡)

𝛉𝟏(𝑡), 𝛉𝟐(𝑡),… , 𝛉𝑽(𝑡)

𝑣1 𝑡 + ∆𝑡

Neuron 1

𝑣𝑑 𝑡 + ∆𝑡

Neuron d

•

•

•

≈ 𝑃𝐶𝐸1[𝑣1 𝑡 , 𝛉𝟏(𝑡), … , 𝛉𝑽(𝑡)]

≈ 𝑃𝐶𝐸𝑑[𝑣𝑑 𝑡 , 𝛉𝟏(𝑡),… , 𝛉𝑽(𝑡)]

Decoding: using POD

𝒖 𝒙, 𝑡 + ∆𝑡

≈ 

𝑘=1

𝑑

𝑃𝐶𝐸𝑘 ×Φ𝑘(𝑥)

Output layer: Prediction of 
the evolution of the spatio-

temporal physical field

Figure 1: Representation of the POD-PCE ML approach.

The proposed POD-PCE addresses these drawbacks of ML.
(i) It is explicit and simple to implement, as it consists of the association of two linear decompositions. POD

is a linear separation of the spatiotemporal patterns [39], shown to be accurate for both linear and non-
linear problems [65], combining simplicity and relevance. PCE is a well-established method in Uncertainty
Quantification (UQ) [63, 77], widely used for the study of stochastic behavior in physics [26, 66]. It is a
linear polynomial expansion that allows non-linearities to be gradually added to the model by increasing the
polynomial degree. The linearity and orthonormality of the POD and PCE components and the probabilistic
framework of PCE make the output’s statistical moments easier to study [62], enabling straightforward
physical interpretation of the model [12].

(ii) It only has two hyper-parameters: a number of POD components, and a PCE polynomial degree. Both
can be chosen according to quantitative criteria [3, 5]. All other forms of parameterization (choice of the
polynomial basis) can be achieved with robust physical and/or statistical arguments [60], as assessed in
the present paper. Furthermore, the orthonormality of the POD and PCE bases minimizes the number of
components necessary to capture essential variations in data. Additionally, the POD modes capture more
energy than any other decomposition [44], PCE is known to exponentially converge with polynomial degree
[35], and the cardinality of the latter can be reduced by sparse basis selection [2].

(iii) It can be considered as a universal expansion for physical field approximation: a physical field has a fi-
nite variance, which implies that it belongs to the Hilbert space of random variables with finite second
order moments. There therefore exists a numerable set of orthogonal random variables, that form the basis
of this Hilbert space, on which the field of interest can be expanded (strict equality, not approximation)
[63]. A mathematical setting for basis construction based on input was established by Soize and Ghanem
[60] for the general case of dependent variables with arbitrary density, provided that the set of inputs is finite.

In the literature, associating regression techniques to Reduced Order Models (ROM), that include POD, is not
novel [30, 73]. The cited studies, however, focused on dimensionality reduction, whereas the explicit formulation
and applicability to complex physical processes are emphasized in the present study. Secondly, coupling PCE to
ROM was recently addressed [31, 47] and the use of PCE as ML is consistent with the work of Torre et al. [67],
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where the authors showed that PCE is as powerful as classical ML techniques. However, neither spatiotemporal
fields nor physical interpretability were addressed. The data in these studies were either obtained from numerical
experiments, emulated from analytical benchmark functions such as Sobol or Ishigami, or based on one-dimensional
data sets [67]. In contrast, the proposed POD-PCE methodology is herein assessed on two-dimensional physical
fields. In particular, a toy example where synthetic data are emulated using an analytical function (groundwater
perturbations due to tidal loadings [38]), and a real data set (high-resolution field measurements of underwater
topography) are used. Although similar from a learning point of view, these two applications are characterized with
differences. In particular, the toy problem is purely parametric and controllable, whereas the real data concern
temporal dynamics and are of limited size. The cases are therefore complementary, in the sense that they allow
demonstrating different properties of the proposed methodology. Hence, using the particularities of each case, the
study consists in: i) the evaluation of the combined use of POD and PCE as ML for point-wise prediction ; ii)
the robustness of the methodology to noise ; iii) the application to field data with the inherent challenges not
encountered with numerical data (e.g. paucity) ; iv) a focus on model explicitness as a key condition for physical
understanding and v) the influence of forcing variables study, based on a classical measure of importance (Garson
weights [14]) directly computed with the POD-PCE expansion coefficients.

The paper is organized as follows. Section 2 gives a detailed explanation of the methodology, with a proposal
for physical importance measures in Subsection 2.2.2. Section 3 deals with the assessment of the methodology on
synthetic data, for both prediction and physical interpretation. In particular, the robustness of the approach to
noise is evaluated in Subsection 3.3. The model is then deployed on field measurements in Section 4. The study
case and data are described in 4.1. POD and PCE performances are then demonstrated independently in 4.2 with
a deep physical analysis. The performance of the POD-PCE predictor is discussed in 4.3. A summary of the study
and perspectives of the proposed methodology are presented in Section 5.

2 Theoretical framework

In this section, the objective is to define the framework of the proposed POD-PCE Machine Learning metho-
dology, along with physical influence indicators for the inputs. This is the object of Subsection 2.3, but first, a
reminder of the existing POD and PCE theoretical bases is presented in 2.1 and 2.2 respectively.

2.1 Proper Orthogonal Decomposition

POD is a dimensionality reduction technique [39] that is well documented in literature [5, 65]. Theoretical details
and demonstrations can be found in [7, 44]. For clarity’s sake, the essential elements of POD are summarized below.

The goal of POD is to extract the main patterns of continuous bi-variate functions. These patterns, when added
and multiplied by appropriate coefficients, explain the dynamics of the variable of interest: a real-valued physical
field.

Let u : Ω × T → D be a continuous function of two variables (x, t) ∈ Ω × T. The following relationships and
properties hold for any Ω × T and Hilbert space D characterized by its scalar product (. , .)D and induced norm
||.||D. However, as is the case for a majority of physical fields, we shall consider Ω as a set of spatial coordinates
(e.g. R2 or R3), T an event space (e.g. parameters space RV with V ∈ N∗, or a temporal subset [0, T ] ⊆ R+), and
D as a set of scalar real values or vector real values (e.g. R or R2). POD consists in an approximation of u(x, t) at
a given order d ∈ N (Lumley [39]) as in Equation 1,

u(x, t) ≈
d∑

k=1

vk(t)φk(x) , (1)

where {vk(.)}dk=1 ⊂ C(T,R) and {φk(.)}dk=1 ⊂ C(Ω,D), with C(A,B) denoting the space of continuous functions
defined over A and arriving at B. The objective of POD is to identify {φk(.)}dk=1 that minimizes the distance
of the approximation from the true value u(., .), over the whole Ω × T domain, with an orthogonality constraint
for {φk(.)}dk=1 using the scalar product (. , .)D. This can be defined, in the least-squares sense, as a minimization
problem.
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The minimization problem is defined for all orders d ∈ N, so that the members φk are ordered according to
their importance. In particular, for order 1, φ1 is the linear generator of the sub-vector space most representative
of u(x, t) in D. For D = Im(u), the family {φk(.)}dk=1 is called the POD basis of D of rank d. The solution to this
problem has already been established in literature [39, 59]. The theoretical aspects of POD and demonstrations of
mathematical properties can, for example, be found in [44]: the POD basis of D of order d is the orthonormal set of
eigenvectors of an operator R : D→ D defined as Rφ = 〈(u,φ)D × u〉T, if the eigenvectors are taken in decreasing
order of the corresponding eigenvalues {λk}dk=1.

For this expansion, an accuracy rate, also called the Explained Variance Rate (EVR), denoted ed at rank d, can
be calculated as in Equation 2 . EVR tends to 1 (perfect approximation) when d→ +∞.

ed =

∑
k≤d λk∑+∞
k=1 λk

. (2)

In practice, for D = R, when u(., .) is a discrete sample on a set of m ∈ N space coordinates X = {x1, . . . ,xm}
and for n ∈ N measurement events T = {t1, . . . , tn} (e.g. realizations of the parameters, time coordinates, etc.),
the available data set is arranged in a matrix U(X , T ) = [u(xi, tj)]i,j ∈ Rm×n, called the snapshot matrix, so as
to be able to work in a discrete space. The POD problem formulated in Equation 1 can be written in its discrete
form as U(X , T ) = Φ(d)(X )V(d)(T ), where Φ(d)(X ) := [φj(xi)]i,j ∈ Rm×d and V(d)(T ) := [vi(tj)]i,j ∈ Rd×n. The

problem can therefore be viewed as if working with a new function U(X , .) = [u(xi, .)]i∈{1,...,m} : T → D = RM .
Then, the average over T can be defined as the statistical mean over the subset T , and the scalar product (. , .)D
as the canonical product over Rm. The POD operator R can be written as in Equation 3,

Rφ(X ) =
1

n

n∑

j=1

U(X , tj)
TΦ(X )U(X , tj) =

1

n
U(X , T )U(X , T )TΦ(X ) , (3)

where U(X , tj) = [u(xi, .)]i∈{1,...,m} is the column number j of the matrix U(X , T ) (i.e realization tj of the
measurement over X ), and Φ(X ) = [φ(xi)]i∈{1,...,m}. As finding the POD basis is equivalent to identifying the
orthonormal set of eigenvectors of the operator R, then for this discrete representation the problem becomes
equivalent to solving the eigen problem of the matrix R := 1

nU(X , T )U(X , T )T , called the covariance matrix.

A number d ∈ N of eigen vectors Φ(X ) are identified and stored in the columns of the matrix Φ(d)(X ). For the
eigenvalues of the covariance matrix R denoted {λk}dk=1, the expansion in Equation 1 can also be written as in
Equation 4, where {φk(.)}dk=1 together with {ak(.)}dk=1 are bi-orthonormal, and vk(.) = ak(.)

√
n× λk.

u(x, t) ≈
d∑

k=1

ak(t)
√
n× λkφk(x) . (4)

By defining the matrix A(d)(T ) := [ai(tj)]i,j ∈ Rd×n and the operator D(d)(λ1, ..., λd) corresponding to the diagonal

matrix of elements λi, we have U(X , T ) = Φ(d)(X )D(d)(
√
n× λ1, ...,

√
n× λd)A(d)(T ). Therefore the transposed

form is U(X , T )T = A(d)(T )TD(d)(
√
n× λ1, ...,

√
n× λd)Φ(d)(X )T . Thanks to the orthonormality of {ak(.)}dk=1,

the covariance matrix reads R = 1
nΦ(d)(X )D(d)(n× λ1, ..., n× λd)Φ(d)(X )T = Φ(d)(X )D(d)(λ1, ..., λd)Φ

(d)(X )T .

When n << m, it is more computationally efficient to solve the eigenproblem of RT instead of the eigenproblem
of R as highlighted by Sirovich [59] . This is often the case when a limited number of occurrences is measured for
a two-dimensional physical field, as is the case encountered for the application described in Section 4.

When an order d << min(m,n) corresponds to a high EVR as defined in Equation 2, we speak of dimensio-
nality reduction, because the data are projected in a sub-space that is of much smaller dimension than Rm×n.
When diverse enough records are available for the variable under study, we may consider that {φk(X )}dk=1 =
{[φk(xi)]i∈{1,...,m}}dk=1, i.e. the resulting POD basis, is a generator of all possible states. Predicting the associated

expansion coefficients {ak(t)}dk=1 for a given event t would therefore be enough to predict the whole state. Hence,
we propose to use the POD as a basis extractor. This would first enable study of the dynamics of the variable of
interest and eventually extraction of physical information, as shown in the applications Sections 4 and 3. Then, the
basis can be used as a generator for the prediction of diverse states. This implies predicting {ak(t)}dk=1, for which
we propose to use Polynomial Chaos Expansion (PCE), as described in the following Section 2.2.
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2.2 Polynomial Chaos Expansion

A reminder of the theoretical base of PCE is presented in Subsection 2.2.1. Theoretical details, demonstrations
and interesting references can be found in [62, 77]. Then, a simple indicator is proposed in Subsection 2.2.2 for the
analysis of the variables influence on the output value. The latter is later generalized for POD-PCE in Section 2.3.

2.2.1 Learning

The idea behind Polynomial Chaos Expansion (PCE) is to formulate an explicit model that links a variable of
interest (output) to conditioning parameters (inputs), both in a probability space. This enables the propagation
path of probabilistic information (uncertainties, occurrence frequencies) to be mapped from the input to the output
space. The variable of interest, Y, and the input parameters Θ = (θ1, θ2, ..., θV ) are therefore considered random
variables, characterized by a given Probability Density Function (PDF) denoted fΘ. It should be kept in mind that
the outputs of our problem are the POD expansion coefficients Y = [ak(t)]k∈{1,...,d}, and that the inputs corres-
pond to physical forcings, as described later in Section 2.3. The objective is to derive the variations of the POD
coefficients as the outcome of the forcings. Let us now recall some fundamentals of the mathematical probabilistic
framework, taking the example of a one dimensional real-valued variable. The definitions can be easily extended to
RM .

Let (Ω, F,P) be a probability space, where Ω is the event space (space of all the possible events ω) equipped
with σ-algebra F (some events of Ω) and its probability measure P (likelihood of a given event occurrence). A
random variable defines an application Y (ω) : Ω → DY ⊆ R, with realizations denoted by y ∈ DY . The PDF of
Y is a function fY : DY → R that verifies P(Y ∈ E ⊆ DY ) =

∫
E
fY (y)dy. The kth moments of Y are defined

as E[Y k] :=
∫
DY

ykfY (y)dy, the first being the expectation denoted E[Y ]. In the same manner, we define the kth

central moments of Y as E[(Y − E[Y ])k], the first being 0 and the second the variance of Y denoted by V[Y ]. The
covariance of two random variables is defined as cov(X,Y ) = E[(X − E[X])(Y − E[Y ])] and a resulting property is
V[Y ] = cov(Y, Y ).

Returning to the PCE construction, inputs Θ = (θ1, θ2, ..., θV ) are considered to live in the space of real
random variables with finite second moments (and finite variances). This space is denoted by L2

R(Ω, F,P;R) and is
a Hilbert space equipped with the inner product (θ1, θ2)L2

R
:= E[θ1θ2] =

∫
Ω
θ1(ω)θ2(ω)dP(ω) and its induced norm

||θ1||L2
R

:=
√

E[θ2
1]. The PCE objective is to map the output space from the input space with a model M as in

Equation 5:

Y = M(Θ) =
∑
I⊆{1,...,V }MI(θI)

= M0 +
∑V
i=1Mi(θi) +

∑
1≤i<j≤V Mi,j(θi, θj) + ...+M1,...,V (θ1, θ2, ..., θV ) ,

(5)

where M0 is the expectation of Y and MI⊆{1,...,V } represents the common contribution of the variables I ⊆
{1, ..., V } to the variation in Y . For the PCE model, these contributions have a polynomial form. We shall define,

for each input variable θi, an orthonormal univariate polynomial basis
{
ξ

(i)
β (.), β ∈ [|0, p|]

}
where p ∈ N is a chosen

polynomial degree and ξ
(i)
β (.) is of degree β. The orthonormality is defined with respect to the inner product (., .)L2

R
.

If we introduce the multi-index notation α = (α1, ..., αV ) ∈ NV so that |α| = ∑V
i=1 αi, we can define a multivariate

basis
{
ζΘ
α (.), |α| ∈ [|0, p|]

}
as ζΘ

α (θ1, θ2, ..., θV ) :=
∏V
i=1 ξ

(i)
αi (θi). Therefore, the model in Equation 5 can be written

as:
Y =M(Θ) =

∑

|α|≤P
cαζ

Θ
α (θ1, θ2, ..., θV ) , (6)

where cα ∈ R are deterministic coefficients that can be estimated thanks to different methods. It can be formulated
as a minimization problem, and regularization methods can be used when dealing with small data sets. In the
present study, we used the Least Angle Regression Stagewise method (LARS) in order to construct an adaptive
sparse PCE. It is an iterative procedure, consisting on an improved version of forward selection. The algorithm
begins by finding the polynomial pattern, here denoted ζi for simplicity, that is the most correlated to the output.
The latter is linearly approximated by εiζi, where εi ∈ R. Coefficient εi is not set to its maximal value, but increa-
sed starting from 0, until another pattern ζj is found to be as correlated to Y − εiζi, and so on. In this approach,
a collection of possible PCE, ordered by sparsity, is provided and an optimum can be chosen with an accuracy
estimate. It was performed in this study using corrected leave-one-out error. The reader can refer to the work of
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Blatman and Sudret [3] for further details on LARS and more generally on sparse constructions.

The choice of the basis is crucial and is directly related to the choice of input variable marginals, via the in-
ner product (., .)L2

R
. Chaos polynomials were first introduced in [74] for input variables characterized by Gaussian

distributions. The orthonormal basis with respect to this marginal is the Hermite polynomials family. Later, other
Askey scheme hypergeometric polynomial families were associated to some well-known parametric distributions
[76]. For example, the Legendre family is orthonormal with respect to the Uniform marginals. This is called gPC
(generalized Polynomial Chaos) when variables of different PDFs are used as inputs. In practice however, the input
distributions of physical variables can be different from usual parametric marginals. In such cases, the marginals
can be inferred by empirical methods such as the Kernel Smoother (see [19] for theoretical elements). In this case,
an orthonormal polynomial basis with respect to arbitrary marginals can be built with a Gram-Schmidt orthonor-
malization process as in [75] or via the Stieltjes three-term recurrence procedure as in [72].

To highlight the importance of the marginals and choice of polynomial basis for the learning process, several
configurations are attempted in Section 4. Different input sets and distributions (Gaussian, Uniform, inferred by
Kernel Smoothing) were tested. The influence of the polynomial basis on the ML is investigated in Section 4.2.2.

2.2.2 Physical importance measures

Once the PCE construction is achieved, a physical interpretation can be performed. It is notable that classical
NN indicators can be used [14]. The PCE can be represented in the Feedforward NN paradigm as in Figure 2.
Such networks are classically composed, in addition to the input and output layers, of successive hidden layers.
Each hidden layer is composed of neurons that transform the variables of the previous layer (outputs of the pre-
vious neurons) into a new set of variables. This is done by combining a linear transformation, giving different
weights to the previous neurons, and a transformation function, called Activation Function (AF). This succession
of layers is called the latent representation. For a number of hidden layers L ≥ 1, the NN can be formally written as
Y ≈ fout(AL fL(. . .A2 f2(A1 f1(Ain Θ)))) where {Ak}k∈[|1,L|] and {fk}k∈[|1,L|] are the hidden layer weight ma-
trices and AFs, Ain is the input-to-hidden connection matrix and fout is the final hidden-output transformation [58].

The PCE-based NN represented in Figure 2 is a single layer feedforward, composed of l ∈ N neurons, that
can be written as Y ≈ fout(A1 f1(AinΘ)). The first matrix Ain is the input-to-hidden connection matrix of
dimension V × V , that links the input layer to the PCE hidden layer containing the multivariate polynomials{
ζΘ
α ,α ∈ {α1, ...,αl}

}
, where V is the number of inputs and the multivariate indexes {α1, ...,αl} are conditioned

by the chosen polynomial degree p such as ∀i ∈ [|1, l|] 0 ≤ |αi| ≤ p, and by the number of selected features if a sparse
polynomial is constructed, as in the present case using LARS [2]. Matrix Ain represents the contributions of the V
variables to the multivariate polynomials

{
ζΘ
α ,α ∈ {α1, ...,αl}

}
. It is a diagonal matrix such that [Ain]j,j∈[|1,V |]2

is 0 if ∀i ∈ [|1, l|] (αi)j = 0 and 1 if not. The first multi-dimensional AF f1 is a vector of multivariate functions
that transforms the set of selected inputs corresponding to [Ain]i,i∈[|1,V |]2 = 1 to the multivariate polynomials of
the chosen basis (Hermite, Legendre, etc.) by tensor product over the univariate basis. The hidden layer weight
matrix A1 gives different weights to the constructed polynomial features. It is a diagonal matrix composed of the
PCE expansion coefficients such as [A1]i,j∈[|1,l|]2 = [cαi ]i∈[|1,l|].

The final hidden-output transformation fout is a summation. Figure 2 can also be presented differently: another
hidden layer can be added to the PCE latent representation as Y ≈ fout(A2 f2(A1 f1(Ain Θ)). The first AF
f1 would represent a transformation of each input variable to a list of monomials of degrees 1 to p (here, Ain is
identity). The second AF f2 therefore represents the tensor product that transforms the different monomials to
multivariate features, with A1 appropriately filled with zeros and ones, and [A2]i,j∈[|1,l|]2 = [cαi ]i∈[|1,l|].
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Figure 2: Representation of the PCE learning in the NN paradigm.

To capture the importance of each feature, the Garson relative Weights (GW) defined in Equation 7 are a
classical measure to quantify the relative importance of each neuron of the last hidden layer, and therefore of each
polynomial pattern, for the output value [14, 68].

wζΘα =
|cα|∑

0≤β≤1 |cβ|
. (7)

This measure can be used to understand the importance given by the NN algorithm to the variables and their
possible interactions, especially when using feature selection algorithms as LARS: ”feature interactions [...] are
created at hidden units with nonlinear activation functions, and the influences of the interactions are propagated
layer-by-layer to the final output” [68]. In the particular case of a polynomial expansion, the interpretation is
straightforward, the importance of each variable alone corresponds to its monomials, and the importance of its
interactions with other variables corresponds to the multivariate polynomials in which it is involved.

For the particular case of the orthonormal basis provided by PCE, the GW defined in 7 can be interpreted
in terms of Pearson’s correlations between output Y and the polynomial basis elements ζΘ

α denoted ρY, ζΘα , with
α 6= (0, ..., 0). Indeed, Pearson’s correlations ρY, ζΘα are defined as in Equation 8,

ρY, ζΘα =
E
[
(Y − E(Y ))(ζΘ

α − E(ζΘ
α ))

]
√

V(Y )V(ζΘ
α )

=
cα√∑

1≤|β|≤p c
2
β

, (8)

thanks to the orthonormality of the basis with respect to the scalar product (. , .)L2
R

that guarantees:

• E
[
ζΘ
α

]
=
(
ζΘ
α , ζ

Θ
β=(0,...,0) = 1

)
L2

R
= 0 ;

• E [Y ] =
(∑

0≤|β|≤p cβζ
Θ
β , ζΘ

β=(0,...,0)

)
L2

R
= cβ=(0,...,0) ;

• E
[
Y, ζΘ

α

]
=
(∑

0≤|β|≤p cβζ
Θ
β , ζΘ

α

)
L2

R
= cα ;

• V
[
ζΘ
α

]
= E

[(
ζΘ
α − E

[
ζΘ
α

])2]
= E

[(
ζΘ
α

)2]
= ||ζΘ

α ||2L2
R

= 1 ;

• V [Y ] = E
[
(Y − E [Y ])

2
]

=
(∑

1≤|β|≤p cβζ
Θ
β ,

∑
1≤|β|≤p cβζ

Θ
β

)
L2

R
=
∑

1≤|β|≤p c
2
β .

Therefore, the weights wζΘα can also be computed as |ρY, ζΘα |/
∑

1≤|β|≤p |ρY, ζΘβ |. This means that they measure

the relative importance of the basis element in the expansion of the output, in terms of linear correlation, regardless
of the sign of the latter. These ”relative Pearson’s correlations” can be seen as a physical contribution since the
PCE model is strictly linear. The sum of the GW wζΘα for all the polynomial features equals 1. This means that they
allow {ζα}|α|≤p to be ranked in terms of relative contribution to the output Y . The contributions can be analyzed
either for each polynomial pattern separately, or for a single variable θi by adding all the polynomial shares related
to this variable alone, or by adding all the polynomial shares related to this variable and its interactions (Sobol’
indices analogy [62]).

2.3 POD-PCE based predictor

POD and PCE were introduced separately in Subsections 2.1 and 2.2 respectively. We are now fully equipped
with the adequate theoretical basis and mathematical notations, to present the POD-PCE ML methodology for
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a data-based model learning of a multidimensional physical field. In this Subsection, we will first summarize the
proposed approach, then the formal details of the coupling will be given with the definition of adequate accuracy
measures. Finally the previously discussed importance measures will be generalized for the POD-PCE physical
study.

The proposed POD-PCE ML consists of steps, in a learning and a prediction phase, summed up as follows:
• Learning phase:
∗ POD basis construction: given a set of measurements U(X , T ) = [u(xi, tj)]i,j ∈ Rm×n (snapshot matrix),

construct a spatial POD basis accordingly. Variable tj can represent time in case of temporal dynamics,
or more generally an occurrence of U(X , .). Then, in general, T would be an event space ;

∗ PCE learning: construct PCE models that map each POD coefficient, obtained in the previous step
along with the spatial basis, to a set of inputs. In the particular case of temporal dynamics, previous
values of the physical field, represented by previous POD coefficients, can be part of the learning inputs.
For example, one could use an initial field value U(X , tj) to learn a future field U(X , tj+1) from a set
of physical parameters that condition the evolution over [tj , tj+1]. The latter can consist in time series
of physical variables, representative statistics of the latter, physical constants, etc. and can be denoted
Θ(tj → tj+1) ;

• Prediction phase:
∗ Given a new realization of the inputs, predict the new POD coefficients using the learned PCE models,

then reconstruct the new estimate U(X , tk) on the POD basis. As previously explained, an initial value
to the physical field, denoted U(X , tk−1), may be part of the inputs for temporal dynamics. In particular,
its reduced form, consisting in temporal POD coefficients, is used. In this case, an additional step is nee-
ded: U(X , tk−1) is projected on the constructed POD basis in order to retrieve the values of associated
POD coefficients which are then used as PCE inputs.

The learning and prediction set-ups are more complex to establish for temporal evolution problems, because
the field information at previous times are required. Therefore, for the sake of clarity, the steps are explicitly
developed in the following Subsection 2.3.1. The accuracy of the methodology is later demonstrated on both a
parametric toy problem in Section 3, and a field measurements-based temporal problem in Section 4. These two
can be considered as complementary applications, and demonstrate that the POD-PCE ML can be applied in
different learning set-ups of multi-dimensional physical fields. Similarities in the treatment of both problems can
be noticed, but their particularities are also used to demonstrate different properties of the POD-PCE learning,
that are shortly described at the beginning of each section.

2.3.1 Machine learning methodology

Here, the formal hypothesis behind the POD-PCE ML reasoning and its mathematical formulation are discussed.
Let U(X , .) = [u(xi, .)]i∈{1,...,m} be a field of interest defined on a set ofm ∈ N space coordinates X = {x1, . . . ,xm}.
Let Θ(.) = (θ1(.), θ2(.), ..., θV (.)) be a vector of the inputs supposed to condition the evolution of U(X , .) over
time. The dynamic model, denoted H, that gives an estimation of a future state U(X , tj+1) from a past state
U(X , tj) and an estimation of Θ(tj → tj+1) over the time interval [tj , tj+1], where tj < tj+1 ∈ R+, is formulated
as in Equation 9 .

U(X , tj+1) ≈ H [U(X , tj), tj+1 − tj ,Θ(tj → tj+1)] . (9)

If the field of interest has been recorded over a set of past times T = {t1, . . . , tn} ⊂ R+, where tj < tj+1, a
POD basis can be constructed as in Section 2.1, consisting of d ∈ N vectors of dimension m stored in a matrix as

Φ(d)(X ) = (Φ
(d)
1 (X ), . . . ,Φ

(d)
d (X )) ∈ Rm×n, and can be seen as a generator of all possible states if enough records

are available. If so, any future state U(X , tj) can be expanded on this POD basis and the associated temporal
coefficients are simply the weights of U(X , tj) on the POD basis. They are therefore obtained using the canonical
scalar product over Rm, as in Equation 10.

U(X , tj) ≈ ∑d
k=1 ak(tj)

√
n× λkΦ(d)

k (X )

≈ ∑d
k=1(U(X , tj),Φ

(d)
k (X ))RmΦ

(d)
k (X )

≈ ∑d
k=1 U(X , tj)

TΦ
(d)
k (X )Φ

(d)
k (X ) .

(10)

Hence, the variable part of U(X , tj) is fully expressed in the temporal coefficients ak(tj). The field of interest
U(X , tj) can be either a field measurement, a laboratory or a numerical experiment. In any-case, it can be considered
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as being generated by a random process ”in the sense that nature happens without consideration of what could
be the best realizations for the learning algorithm” [58]. Therefore, the coefficients ak(tj) can also be seen as the
jth realization of a random variable Ak. We can therefore construct a PCE approximation Hk that maps Ak from
its input space. The latter is taken as a collection of random variables, composed from the set (A1, ..., Ad) at a
previous time, the duration of the dynamic, and the input variables Θ(tj → tj+1). This is formulated as a classical
dynamic model in Equation 11 .

ak(tj+1) ≈ Hk [a1(tj), . . . , ad(tj), tj+1 − tj ,Θ(tj → tj+1)] . (11)

The model H in Equation 9 is approximated as in Equation 12 .

H [U(X , tj), tj+1 − tj ,Θ(tj → tj+1)] ≈
d∑

k=1

Hk [a1(tj), . . . , ad(tj), tj+1 − tj ,Θ(tj → tj+1)]
√
n× λkΦ(d)

k (X ) . (12)

Some limitations to the introduced formulations in Equations 11 and 12 can be highlighted. A first limitation
concerns discontinuities that can be met in physical fields. This can occur either in the complete spatial field U(., .),
in its reduced version represented by the POD coefficients ak(.), or in the inputs Θ. In the first case, the classi-
cal linear approximations as POD may be inefficient [64]. One solution developed by Taddei [64], called RePOD
(Registration POD), consists in a parametric transformation of the interest discontinuous field into a smoother
one for linear transformations. In the second case, where discontinuity happens in the POD temporal coefficients,
this would impact the learning with PCE. Innovative solutions were identified to apply PCE when the output’s
space is characterized with rapid variations or discontinuities, for instance near a critical point in the inputs space.
As an example, a method called adaptive Multi-Element PCE was developped for Legendre polynomials in [71]
and extended to arbitrary measures in [72]. The inputs space is decomposed to a union of subsets, and the output
variable is locally expanded on each subset. The final solution is then a combination of PCE sub-problems. In the
last discontinuity case that concerns the inputs Θ, the previous splitting techniques can also be used. For example,
the sub-intervals in the inputs space can be constructed in such way to avoid the discontinuity. PCE sub-problems
would therefore be treated as usual.

A second limitation concerns the choice of input variables for regression models, and is an ongoing research
question in statistics [17]. As a practical illustration, the dynamical problem written in Equation 11 can incorporate
additional inputs, for example the information at previous times tj−1, tj−2, etc. However, when a large set of inputs
can be used and only a small set of realizations is available for learning, a well-posedness problem occurs. One
solution consists in transforming the large set of inputs to a reduced version, for example with the help of PCA
[25] for DR. This approach was not studied here and will be the topic of a future study. However, different input
configurations will be evaluated, to investigate the influence of variable selection on the proposed learning. For
example, the hypothesis of dependence between the random variables (A1, . . . , Ad) could be relaxed. This would
imply writing the approximation in Equation 11 in a relaxed form as Hk [ak(tj), tj+1 − tj ,Θ(tj → tj+1)]. In that
case a simpler model H, under the strong independence assumption, can be formulated as in Equation 13.

H [U(X , tj), tj+1 − tj ,Θ(tj → tj+1)] ≈
d∑

k=1

Hk [ak(tj), tj+1 − tj ,Θ(tj → tj+1)]
√
n× λkΦ(d)

k (X ) . (13)

Both alternatives are tested in Section 4. To investigate the influence of input selection on learning accuracy, a
quantitative evaluation of the hypothesis is needed. More generally, whether for the above-mentioned simplifications
or for the approximated form of the model in general, accuracy estimators are needed. These are presented below.

2.3.2 Accuracy tests for the approximation

There are two determining parts in the POD-PCE learning process. Firstly, the PCE learning Hk(.) of each

mode Ak should be as accurate as possible. Secondly, the reconstructed field
∑d
k=1Hk(.)

√
n× λkΦ(d)

k (X ) for a
given rank d should be as close to the real field U(X ) as possible.

The distance between each mode and its PCE approximate can be evaluated using the generalization error,
denoted δ(Ak,Hk) and defined as in Equation 14.

δ(Ak,Hk) = E
[
(Ak −Hk(.))2

]
. (14)
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For the model defined in Equation 13 , this error can be estimated, on a set of paired realizations (ak(t1), . . . , aj(tn))
and (Θ(t0 → t1), . . . ,Θ(tn−1 → tn)) , as in Equation 15 as explained by Blatman [2] . This approximated version
of the generalization error is called the empirical error.

δ(Ak,Hk) ≈ δemp(Ak,Hk) :=
1

n

n∑

j=1

(ak(tj)−Hk [ak(tj−1), tj+1 − tj ,Θ(tj−1 → tj)])
2
. (15)

Its relative estimate denoted εemp(Ak,Hk) can be defined as in Equation 16 .

εemp(Ak,Hk) :=
δemp(Ak,Hk)

V[Ak]
. (16)

Once the PCE learnings can be trusted, the distance at time tj between the true state U(X , tj) and the POD-
PCE approximation H [U(X , tj), tj+1 − tj ,Θ(tj → tj+1)] can be defined. It might be estimated using the relative
Root Mean Squared Error (relative RMSE), denoted r[U,H](tj) and calculated as in Equation 17 , where h(xi, tj)
refers to the value of the POD-PCE approximation at coordinate xi and time tj .

r[U,H](tj) :=

√∑m
i=1 [u(xi, tj)− h(xi, tj)]

2

∑m
i=1 [u(xi, tj)]

2 . (17)

A mean value of the relative RMSE is calculated over a set of realizations corresponding to a set of times
T = {t1, . . . , tn}. It is denoted r[U,H](T ) and estimated as in Equation 18.

r[U,H](T ) :=
1

n

n∑

j=1

r[U,H](tj) . (18)

Once the accuracies of the PCE learnings and the POD-PCE coupling have been evaluated, a final model, which
will be the most accurate one, can be chosen. This model would, for our ML set-up, be the best representation of the
dependence structure between inputs and outputs. It is used to shed light on the underlying physical relationships.
Therefore the inputs are ranked in terms of physical influence, using an appropriate ranking indicator, presented
in the following Subsection.

2.3.3 Physical influence of inputs based on the POD-PCE model

The GW influence measures presented for the PCE models in Subsection 2.2 are here extended for the POD-
PCE coupling. These indicators are adequate for the analysis of each PCE model Hk, i.e. for interpreting the
contribution of the inputs to each random variable Ak separately. However, calculating the contributions to each
Ak independently precludes putting them in perspective according to the importance of Ak in the final reconstruc-
ted model H that approximates U(X , .). Hence, adapted indicators should be calculated.

Let U(X , .) be the random spatiotemporal field approximated by the POD-PCE ML, for prediction from time tj
to time tj+1 and let Hk be the PCE approximation at degree p(k) that maps the random POD temporal coefficient

Ak from a set of input variables, using the expansion on the multivariate polynomial basis
{
ζ

(k)
α (.)

}
|α|≤p(k)

. The

POD-PCE model formulated in Equation 12 is written as in Equation 19:

U(X , .) ≈
d∑

k=1

Ak
√
n× λkΦ(d)

k (X ) ≈
d∑

k=1


 ∑

|α|≤p(k)
c(k)
α ζ(k)

α (.)


√n× λkΦ(d)

k (X ) . (19)

Thanks to its linearity, the POD-PCE ML can be represented as a single-layered NN, as shown in Figure 3.
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Figure 3: Representation of the POD-PCE ML approach in the NN paradigm.

Therefore, a new indicator, Generalized Garson Weights (GGW), denoted W
ζ
(k)
α

, is computed and simply re-

evaluated from the PCE Garson weights (GW), here denoted w
ζ
(k)
α

, as in Equation 20.
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(20)

These GGW indicators show that the contribution of the polynomials {ζ(k)
α }|α|≤p(k) of Ak are enhanced

with the eigenvalue λk, which is directly linked to the importance of the POD mode Φ
(d)
k (X ) (EVR in Equa-

tion 2). An analogy can be drawn with the generalized sensitivity indices for a reduced order model [29]. The∑d
k=1

∑
|α|≤p(k) Wζ

(k)
α

= 1 property holds. This means that the indices allow {{ζ(k)
α }|α|≤p(k)}k∈{1,...,d} to be ranked

altogether in terms of contribution to output U. The influences can be analyzed following the indications of Section
2.2.2.

3 Application on a parametric toy problem

The theoretical framework of the proposed POD-PCE learning was presented in the previous Section 2, including
the detailed coupling formulation, accuracy estimators and physical influence measures in Subsection 2.3. In the
latter, it was highlighted that there is a slight difference in the learning and prediction steps between temporal
problems and parametric problems. In this section, the POD-PCE ML is applied to a parametric toy problem,
for which the analytical solution is introduced in Subsection 3.1. The problem is simple and controllable, and
allows demonstrating the learning performance, the consistency of physical interpretations in comparison with
the analytical information, and the robustness of the learning to noise in the data. Subsection 3.2 therefore deals
with the application of the POD-PCE methodology for physical analysis and prediction, while in Subsection 3.3,
robustness to different noise levels is investigated.

3.1 Problem description

The chosen toy problem deals with the representation of groundwater flow in a confined aquifer. Such a flow can
be complex to describe and is generally represented using the depth-averaged groundwater flow equations [38]. Ana-
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lytical solutions for these equations can be found for particular configurations. For example, a solution was identified
by Li et al. [38] in case of a semi-infinite coastal aquifer subject to oscillating boundary conditions, resulting from
oceanic and estuarine tidal loadings. The solution is given for the particular case where the estuary and coastline
are perpendicular. The oceanic BC (along coastline) is taken as a single and spatially uniform tidal harmonic consti-
tuent Acos(ωt), where A and ω are the tidal amplitude and pulsation respectively. The corresponding BC along the
estuary is a non-uniform tidal loading Aexp(−κerx)cos(ωt−κeix), where κer and κei are the estuary’s tidal damping
coefficient and tidal wave number respectively, that represent changes in the amplitude and phase along the estuary.

This forcing results with fluctuations in the water table, that is defined as the level separating the water and
saturated ground from the remaining upper unsaturated ground. The fluctuations, denoted f , can be calculated
using the analytical solution defined in [38] as in Equation 21.





f(x, y, t) = f0(x, t) + f1(x, y, t)
f0(x, t) = Aexp

(
−
√

ω
2Dx

)
cos
(
ωt−

√
ω

2Dx
)

f1(x, y, t) = A×Re
{∫ t

0
[g(k1, x)− g(k1,−x)− g(k2, x) + g(k2,−x)] dt0

} (21)

where constant D is the diffusivity of the aquifer [38], t is the time variable, and (x, y) are the cartesian cross- and
long-shore coordinates, corresponding to the distance from ocean and estuary respectively. The operator Re{z}
denotes the real part of complex z. Coefficients k1 and k2 are defined as k1 := −(κer + κeii) and k2 := −(

√
ω

2D +√
ω

2D i), where i =
√
−1. Function f is defined in equation 22, where erf(z) := 2√

π

∫ z
0
e−t

2

dt is the Gauss error

function.

g(ψ, ξ) = y
4
√
π[D(t−t0)]3/2

× exp
(
ψ2D(t− t0) + iωt0 + ψξ − y2

4D(t−t0)

)

×
[

1 + erf

(
2ψD(t− t0) + ξ

2
√
D(t− t0)

)]
(22)

This solution is complex and non-linear due to the presence of an interaction zone where the effects of the
ocean and estuary are coupled. This results with complex fluctuation patterns that can extend to several square
kilometers [38], depending on the aquifer configuration. For example, the diurnal tide configuration proposed by
[38] in Table 1 is used for illustration. The amplitude of the fluctuation calculated at each (x, y) location as
[maxt(f(x, y, t)) − mint(f(x, y, t))]/2 over t ∈ [0, T ], and the phase calculated at each (x, y) location as the time
lag, relative to T , between the time series f(x, y, t) and f(0, 0, t) over t ∈ [0, T ], are shown in Figure 4.

(a) Amplitude (m) (b) log-Amplitude (c) Phase

Figure 4: Amplitude and phase of the water table fluctuation, using the parameters proposed by [38] in Table 1.

The amplitude is decreasing through the aquifer (Figures 4-a and 4-b), and a time lag is noticed in the tidal
propagation (Figure 4-c). Both the amplitude damping and time lag are increasing through the aquifer and along
the estuary. It can therefore be interesting to see if the POD-PCE methodology succeeds in recovering and explai-
ning such patterns, in particular by learning their dependency to the tidal, estuary and aquifer parameters, from
a statistical sample of the solution.

In order to apply the POD-PCE methodology on the aquifer case, a statistical sample of the solution and
corresponding input sample of parameters are needed. In the presented study, the tidal period T (and therefore
pulsation ω) is fixed to the diurnal configuration of Li et al. [38], whereas an ensemble of realizations is generated
for the remaining control parameters (A, ker, kei, D). For this, Gaussian PDFs are used with mean values corres-
ponding to the setting used by Li et al. [38], and a variation coefficient (standard deviation divided by mean) of
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20%. This value corresponds to the average variation coefficient associated to optimal fitting of groundwater flow
parameters performed by [70] on several cases. Indeed, the maximum variation coefficient was between 12% and
28% depending on the case. A random sample of size n = 200 is produced using the Gaussian PDFs (Monte Carlo),
and each realization of the inputs denoted Θj∈{1,...,n} is associated to a realization of the output by calculating
f(x, y, t)j∈{1,...,n}.

3.2 POD-PCE learning

The methodology is applied on the perturbation amplitude in the aquifer. The objective is to understand
how the perturbation propagates from the boundaries, for different tidal, aquifer and estuary characteristics. The
perturbations are calculated over a tidal period on a cartesian spatial grid composed of m ∈ N points, denoted
(x, y)i∈{1,...,m}. The spatial discretization step is 200 m in both directions, and the temporal step is 1 hour. The
amplitude of the perturbation, denoted a′, is then locally computed on each point of the grid. It depends on both
the spatial location in the aquifer and the simulation parameters Θ. The solutions can be stored in a snapshot
matrix as A′(X , T ) = [a′ ((x, y)i,Θj)]i,j ∈ Rm×n, where X designates the spatial coordinates space and T desi-
gnates the parameters space. The snapshot matrix is then POD-processed as explained in Section 2.1. Therefore,
at each spatial coordinate (x, y), each realization of the amplitude associated to a given parameterization Θ can

be approximated as a′(x, y,Θ) ≈∑d
k=1 ak(Θ)φk(x, y), where d ∈ N is a chosen POD approximation rank.

The EVR defined in Equation 2 is calculated for each POD approximation rank. More than 99% of the variance
is already captured by the first mode, and the problem is therefore highly reducible. The spatial components of
the first four POD modes are plotted in Figure 5. The first mode shows a gradual damping of the amplitude in the
cross-shore direction. Its spatial values are all positive and the corresponding POD coefficient is strictly positive as
well.

(a) Mode Φ1(x, y) (b) Mode Φ2(x, y) (c) Mode Φ3(x, y) (d) Mode Φ3(x, y)

Figure 5: The first four spatial patterns of the POD applied to aquifer toy problem.

As the coefficient directly multiplies the spatial mode, it plays, at the same time, the role of a magnitude
enhancer and a gradient intensification. Indeed, the higher the coefficient, the higher the amplitude at the ocean
boundary, and the higher the difference between the latter and the aquifer amplitudes. The second spatial mode
plays a regulation role, through a succession of positive and negative spatial values in the cross-shore direction. The
corresponding POD coefficients are also either positive or negative. When positive, they enhance the amplitude
gradient in the cross-shore direction, and the opposite occurs when they are negative. Added to that is a variation
in the longitudinal direction, from the estuary onward. The third modes looks similar to the second with added
spatial details, whereas the fourth mode puts more emphasis on the damping in the longitudinal direction, from
the estuary onward.

A scatter plot can be used to understand the dependencies between the modes and parameters, as in Figure 6,
and confirms the previous interpretations. Namely, a clear linear dependency between Mode 1 and the amplitude
A is noticed. The relation of Mode 1 to damping, that is rather related to diffusivity D and estuary coefficient κer,
is however not visible, although a dispersion of the mode around the linear tendency is noticed. This dispersion
may be related to D or κer, even in smaller proportions, or to possible interactions, later clarified using PCE. The
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dependency of Modes 2 and 3 to the diffusivity D is also obvious, and the shapes indicate existing non-linearities.
Mode 4 is highly dependent on the estuary amplitude damping coefficient κer, and no obvious dependency to the
wave number in the estuary κei, whatsoever, is noticed.

Figure 6: Scatter plot of the first four POD coefficients and control parameters of the aquifer. The variables are
centered and reduced.

The dependencies that may explain the dispersion of the clouds around their main shapes need to be investi-
gated. Hence, PCE models (theory in Section 2.2) can be used to detect additional physical relationships. They
are learned from the data for each POD coefficient as ai = Hi(Θ), using Hermite polynomials (orthonormal basis
with regards to the used Gaussian marginals). The statistical set is separated to a learning set of size 150 and a
prediction set of size 50. The PCE polynomial degree is optimized for each mode separately. Degrees from 1 to 7
were tested, and the associated relative empirical errors on the training and prediction sets, respectively denoted
εT and εP , were calculated as in Equation 16 . The PCE degree that minimized the training and prediction errors
for each model was chosen.

The optimal PCE fitting for the first four modes shows good point-wise evaluations on the learning and predic-
tion data-sets. PCE performs better for the modes of higher variance percentages. The smaller the variance rate,
the higher the errors. Consequently, in this particular case, PCE succeeds in constructing causal models for the
first four modes, but stops at an average evaluation (constant) for modes of higher ranks (smaller variance). For
illustration, the prediction relative empirical errors εP of the first four modes are 6×10−5%, 4×10−3%, 9×10−2%
and 3×10−1% respectively. At least one order of magnitude of precision is lost at each rank. The relative prediction
residuals between the POD coefficient and their PCE estimation are also calculated for each sample member. For the
first four modes, 90% of the absolute relative residuals are lower than 1×10−2%, 6.9%, 5.65% and 37.9% respectively.

The good performance of PCE encourages its use for POD-PCE prediction, as well as for physical interpretation.
Firstly, in order to choose the adequate number of POD modes for the full model, the errors generated by the various
steps of the algorithm (POD, PCE and coupling) are analyzed. To do so, the mean relative RMSE (averaged over
the prediction set, as in Equation 18) was calculated for each step and for each approximation rank d, as follows:

• Reduction error: distance between the POD approximation
∑d
k=1 akΦk(x, y) and the corresponding ampli-

tudes two-dimensional field a′(x, y,Θ) ;

• Learning error : distance between the POD approximation
∑d
k=1 akΦk(x, y) and the prediction using the

POD-PCE coupling formulated as
∑d
k=1Hk(Θ)Φk(x, y) ;

• Prediction error: the resulting final error between the prediction using POD-PCE coupling and the corres-
ponding amplitudes two-dimensional field a′(x, y,Θ).

The results are shown in Figure 7 . Reduction error decreased from 3.8% at rank 1, to 9.5×10−2% at rank 4. The
decrease is exponential, with a stabilization starting from rank 4. The learning error increased from 8.8 × 10−3%
at rank 1 to 4.1× 10−2% at rank 4, which is related to the increase in the PCE prediction error of the POD modes
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coefficients. In fact, a prediction of rank d+1 has an additional temporal coefficient that is predicted as compared to
rank d. It is therefore natural that the distance between the approximation

∑d
k=1 ak(Θ)φk(x, y) and its prediction∑d

k=1Hk(Θ)φk(x, y) increased with increasing rank. The learning error order of magnitude keeps however low.
Hence, the prediction error trend is almost identical to reduction error, decreasing from 3.8% at rank 1 (identical
to reduction error) to 1× 10−1% at rank 4, where it stabilizes. It is the balance of, on the one hand, the increase in
accuracy by adding POD modes and, on the other hand, the increase in forecasting error with increasing number
of POD coefficients to be predicted. Hence, a 4-Modes POD-PCE model was selected for prediction.

Figure 7: Mean relative RMSE generated at different steps of the POD-PCE ML applied to the aquifer case, with
different approximation ranks.

An example of prediction is shown in Figure 8. The model gives good qualitative estimation of the two-
dimensional amplitude distribution along the estuary and through the aquifer. Slight differences may be noticed
however between the analytical solution and POD-PCE prediction. Namely, the absolute residuals can go up to
0.002 m, but this occurs, for example in Figure 8-c, in a zone where the amplitude is 0.3 m, which represents a
local error of 0.7%.

(a) Analytical (b) POD-PCE (c) Absolute residual

Figure 8: Analytical solution vs. POD-PCE prediction of the aquifer’s log-amplitude in meters, and resulting
absolute residual of the amplitude.

The fitted PCE models for the first four POD modes were used to rank and analyze the physical contributions.
To do this, the Garson Weights (GW) and Generalized Garson Weights (GGW), respectively presented in Sections
2.2 and 2.3, were calculated for each polynomial term. The indicators values are shown in Appendix A, Table 1.
The GW results confirm the great dependency of Mode 1 on the tidal amplitude A (85%), and a dispersion mainly
caused by the diffusivity D (11%). Mode 2 and Mode 3 are principally dependent on the diffusivity D, and the
noticed dispersion is related to the interaction of the diffusivity D with the tidal amplitude A in Mode 2 (15%),
whereas it is explained by the tidal damping in the estuary κer for Mode 3 (19%). The main variation of Mode 4
is captured linearly around κer. The GGW show that the most important parameter is the tidal amplitude, with a
total of 80% of influence (without interactions), followed by the diffusivity (more than 15% without interactions).
The main dynamics (a total of 93%) are explained by first degree monomials. This means that the non-linearities
are represented in the spatial POD patterns. Simple interactions expressed by second degree polynomials are then
added to complete the dynamics, as well as other non-linear contributions, for example second to third degree
monomials of the diffusivity D.
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The same strategy is adopted to learn the phase, or time lag between p(x, y, t) and p(0, 0, t), in Appendix A. The
model is optimal when 3 POD modes are used, stabilizing around a 6% prediction error. It gives a good mapping
of the two-dimensional time lag distribution in the aquifer, even though more important differences between the
analytical solution and the prediction are noticed compared to the amplitude prediction. The error can locally go up
to 25%, but the global performance of the model remains satisfying. Lastly, calculation of GW and GGW indicators
shows that the phase problem involves higher polynomial degrees, and higher orders of interaction. Additionally, the
wave number in the estuary κei, which did not appear as an influencing parameter for the amplitude distribution,
is necessary for the phase representation.

3.3 Robustness to noise

In this section, three noise levels (1%, 10% and 20%) are added to the data in order to evaluate the POD-PCE
methodology. Perturbations are directly added to the 2D amplitude distributions in the aquifer. For each realization
of the latter, the local value at a given location is perturbed using a zero-mean Gaussian PDF (white noise), with
a standard deviation calculated as the average local value over the ensemble, multiplied by the chosen noise level
percentage.

The EVR are compared for the different noises in Figure 9-a. The represented variance is smaller with the same
approximation rank for the noisiest data. This is natural because the variance of the random Gaussian noise is
added, and the highest the noise level, the more it is statistically important. Hence, the POD modes are either
impacted with random dispersion, or are totally random. A scatter plot, where the modes at different noise levels
are plotted against the original modes without noise, is shown in Figure 10, where dispersion is clearly visible.

(a) EVR (b) Reduction RMSE (c) Learning RMSE (d) Prediction RMSE

Figure 9: EVR and POD-PCE steps RMSE with different noise levels added to the aquifer toy problem.

The perturbed data are then used to evaluate the POD-PCE methodology. The reduction, learning and predic-
tion average RMSE are calculated for each approximation rank as previously described in Section 3.2. The results
are shown in Figures 9-b, 9-c and 9-d respectively. A difference in the calculation should be noted however: for
the reduction and prediction steps, the RMSE are evaluated between the original field (without noise), and the
approximation resulting from the noisy field. For reduction for example, if the original field is denoted a′(x, y,Θ)

and the noisy field is denoted b′(x, y,Θ), the POD approximation
∑d
k=1 akΦk(x, y) is deduced from realizations of

b′(x, y,Θ), but the RMSE is calculated between
∑d
k=1 akΦk(x, y) and the original field a′(x, y,Θ) that represents

the ”truth”.

Firstly, it can be noticed in Figure 9-b that the higher the noise, the more difficult the reduction. This is coherent
with the previous EVR analysis. Additionally, while reduction error decreases with the mode number up to 1%
of noise, it may increase with the mode number for higher noise levels. Indeed, when noise perturbs the modes,
adding them to the approximation may move the resulting field away from the ”truth” (original field without noise).
Secondly, Figure 9-c shows that learning is more difficult with noisy data. In fact, if the higher rank modes are
purely random, then it is impossible for PCE to provide a causal model from the inputs. If a given mode contains a
physical information and a random perturbation at the same time (dispersion in Figure 10), PCE may succeed in
capturing the physical dependencies, and is shown to be robust up to 30% of noise in [67]. However, in both cases,
the PCE expansion does not represent pure randomness and the learning error naturally increases with the noise
level.
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(a) Modes 1 and 2 (b) Modes 3 and 4

Figure 10: Original vs. noisy POD modes resulting from 2D perturbations. The plotted data are centered and
reduced.

Lastly, for the prediction RMSE (Figure 9-d), the 1% and 10% noisy data perform similar to unperturbed ones,
where prediction error follows the same decreasing trend as reduction error, then stabilizes to a minimal value where
learning is not interesting anymore. Conversely, for the 20% noise level, prediction error decreases from Mode 1 to
3 although reduction error increases. This can be explained by the fact that PCE succeeds in detecting the physical
patterns (explainable with inputs), while eliminating the noise from the approximation. Adding the PCE models to
the POD-PCE prediction, contribute in the constitution of realistic physical fields (prediction error decrease), while
directly adding the noisy POD modes moves the approximation away from the ”truth” (reduction error increase).

As a conclusion, even with a maximum of 20% of added noise, a POD-PCE model of rank 1 that could be
considered as the simplest approximation, does not exceed an average of 5% RMSE compared to the ”truth” for
the amplitude prediction. The most optimal model in this case decreases to 3% of RMSE.

3.4 Summary of the POD-PCE ML performances on a toy problem

The proposed POD-PCE ML approach was applied to this toy problem for different motivations. Firstly, the
coherence of physical interpretation needed to be confronted to reality for validation, which is here possible due
to the availability of analytical solution. Secondly, demonstrating the proposed ML capacity on a parametric pro-
blem is complementary with the application to a temporal problem, as in Section 4, and allows at the same time
clarifying the learning steps on a simpler case. Lastly, assessing the robustness of the methodology to noise was a ca-
pital question to investigate, and here made possible by adding artificial perturbations of different levels to the data.

Firstly, the POD spatial patterns were interpretable, and the associated coefficients show dependencies to
the control parameters. The physical analysis was completed using PCE and inputs ranking indicators (GW and
GGW). For example, it is noticed that while the wave number in the estuary, denoted κei, has no influence on the
amplitude distribution, it controls however the time-lag in the aquifer (see Appendix A). This completely makes
sense regarding the analytical formula. Next, the errors at the different POD-PCE algorithm steps were analyzed.
While a gain in accuracy is established by increasing the POD modes number in the reduction phase, the learning
error using PCE is inversely increased with model complexity. However, only a small number of modes is necessary
for an accurate prediction, as the average RMSE for the optimal 4-Modes model is around 0.1%, reaching a local
maximum of 0.7% for the amplitude. Lastly, robustness to noise was tested using different perturbation levels. The
prediction’s average RMSE settles around 3% even for a noise level of 20%. PCE with LARS is here of particular
interest, as it allows incorporating physical dependencies in the model, while ignoring random perturbations. This
assures that the method is trustworthy for an application to a purely measurement-based set-up, as in the following
Section 4.
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4 Application to a measurement based temporal problem

The POD-PCE ML properties are now investigated on a temporal problem. In particular, the approach is tested
on field measurements, introduced with an industrial study case and inherent challenges. As is the case in many
measurement based problems, noise can occur due to device errors, and the problem is characterized with data
paucity. The noise problematic was treated in Section 3 on the parametric problem. However, the data paucity
was not an issue, and supplementary tests are here necessary. They consist in the evaluation of learning choices
(selected inputs, marginals, polynomial basis) and thorough analysis of the statistical convergence at different lear-
ning stages. The latter is of capital importance to demonstrate the trustworthiness of the physical analysis, as no
analytical model is available to confront the conclusions. In particular, convergence as a function of the training set
size, with associated confidence intervals, is shown in Subsection 4.2.1 for POD and in Subsection 4.2.2 for PCE.
Additionally, different learning set-ups, with different marginals choices and input configurations are compared in
Subsection 4.2.2. Lastly, random selection of the training members allows presenting probability distributions of
the GW indicators in Subsection 4.2.2. This helps demonstrating the robustness of physical interpretation to the
learning set selection.

The physics, data and industrial context are described in Subsection 4.1. Subsection 4.2 deals with application of
the POD-PCE learning phase to the data and assessment of accuracy and robustness with respect to the numerical
choices (data set, inputs, marginals and polynomial basis). Finally, the prediction phase using POD-PCE is dealt
with in Subsection 4.3, and the ability of the proposed ML to predict mean quantities and spatial details is
demonstrated.

4.1 Study case

Sedimentation processes in nearshore areas can be responsible for the excessive sediment deposition commonly
observed in cooling water intakes in power plants. As a result, the carrying capacity of the water intake can be
drastically reduced, by decreasing its effective area of transport [61]. Cooling water intakes usually incorporate
jetties, of which the angle with the shoreline and position relative to the direction of the net longshore sediment
transport influence the amount of sediments diverted into the channel inlet by waves and tidal currents. Jetties
also reduces littoral drift, resulting in localized sediment accretion against the shore-normal structure due to the
longshore sediment transport being trapped by the jetty [9]. In addition, a return current is prone to develop, in
the form of a swirling vortex at the end of the structure, and can induce sediment deposition in the vicinity of
the channel entrance, consequently affecting the amount of sediments delivered into the cooling water intake [6].
Consequently, effective water intake management involves frequent dredging, with high operational costs and usually
hindered by a tight schedule. It is then necessary to assess intake sedimentation under different natural forcing and
plant operation scenarios in order to optimize dredging operations to help mitigate the potentially adverse impact
of the waves, tidal currents, and meteorological forcing combined with plant functioning.

Site characteristics

The study site is located on the eastern English Channel coast in northern France. Tide in the study zone
is classified as mega-tidal and is dominated by semi-diurnal circulation, with low-tide water depth of 10 − 15 m,
and a mean tidal range of approximately 8.5 m, reaching 10 m during the spring tide [33]. Hydrodynamics are
influenced by asymmetrical current velocities, with flood and ebb currents in the E-NE and W-SW directions,
respectively. Current velocity at 2.2 m above seabed vary from 0.70 to 0.98 m/s, depending on flood/ebb phase,
respectively [40]. Wave activity in this open exposed environment is moderate, with significant annual and decennial
wave height of 3.8 m and 4.7 m, respectively, with maximum values of 4.2− 5.8 m, averaged period of 7− 9 s and
a predominant W direction. Orbital velocities measured during the spring-tide period ranges between 0.5-1.3 m/s.
An example of tidal levels, wind direction and velocity and wave height and direction in January 2016 is shown in
Figure 11 . In the study area, bed sediment varies from medium to fine silted sands, with a morphology charac-
terized by the presence of mega-rides parallel to the coast. In this zone, rock occupies less than 4% of bed surface [6].
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Figure 11: Measurements of Tidal Level (TL), Wind velocity (Wv), Wind direction (Wdir), Wave Height (WvH)
and Wave Direction (WvD) on January 2016. (P: Percentile).

Data

Hydrodynamic and meteorological information comprise wave and wind variables, provided by the VAG pre-
diction model of the sea state [16], using retrospective 3-hourly simulations between 2009 and 2018. Tidal water
levels were obtained from the SHOM-REFMAR tide gauge station located in the vicinity of the study zone, with
hourly survey frequency [52]. Bathymetric measurements were available from Single-Beam Echo Sounding on 39
cross-sectional profiles of intake measured at 25 m intervals, collected fortnightly between 2005 and 2018. Mean
profiles were 100 m long with 0.5 m spatial resolution of bathymetric data. Additional information such as the daily
coolant flow rates, and channel dredging volumes and frequency, were provided by the plant operator.

The available measurements of the forcings did not have the same frequencies. One solution to homogenize
frequencies consists in reducing the measured data to representative statistics over the sedimentation interval
∆t ≈ 15 days separating two bed elevations measurements. Hence, the following statistics were used:
• Tidal level indicators: average low tide (TLmean), minimum low tide (TLmin), maximum tidal range

(TLrange) and standard deviation (TLstd) ;
• Wind indicators: average wind velocity (Wmean) and average direction weighted by velocity (Wdir) ;
• Wave indicators: average wave height (WvH), standard deviation (Wvstd), average wave period and ave-

rage wave direction weighted by height (resp. Wvper and Wvdir), average wave height exceeding the 90th

percentile (arbitrary storm indicator, Wv2m) and percentage occurence (Wv2m%) ;
• Operational indicators: average pumping flowrate (Qmean) ; time lapse since last dredging (Dp), and last

dredged volume (Dv).

These statistical indicators were calculated for each sedimentation interval, and may be characterized with
correlations. For example, a positive correlation was noted between mean low tide TLmean and wave parameters
Wvper and WvH. Mean wave periods Wvper and mean wave heights WvH were also positively correlated.

For the learning part, the data overlapped only over a limited period. A maximum of 60 measurements could
therefore be used, with up to 15 forcing variables. Obviously, this ”small data” configuration is a considerable
handicap for the dimension of the problem, especially given that the variable of interest is a two-dimensional
bathymetric field. However, permanent intake monitoring ensures that the data set will always grow and can be
used to update the learning. This limitation shall not prevent testing the accuracy of the methodology on small sets
such as are often encountered in physical applications, as attempted below, where learning and prediction using
POD-PCE is applied to the described data. For the learning algorithm, input variables are needed, corresponding
to the reduced statistical indicators described above, and denoted (θ1, ..., θV ), where V is the supposed dimension
of the problem.
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4.2 Measurement-based learning of a physical field using POD and PCE

This section concerns learning the spatio-temporal bathymetric field using POD and PCE independently. The
POD modes are extracted in Subsection 4.2.1 and the temporal patterns are learned from the forcing parameters
using PCE in Subsection 4.2.2. Throughout this investigation, particular attention is given to the convergence of
the learning and to its robustness with respect to the numerical choices. Trusted POD-PCE learning is immediately
used for physical interpretation and the most important physical insights are summarized in Subsection 4.2.3.

4.2.1 Physical analysis and data reduction using POD

First, POD was applied on the bathymetry measurements. The aim was to identify morphodynamic patterns
so as to better understand the sediment deposition inside the channel, and to characterize variations in depositions
with the external forcing variables. After setting aside poor-quality measurements (e.g. incomplete bathymetries),
a total n = 156 realizations were used. The bathymetry points were sonar boat measurements on mp = 39 cross-
sections inside the intake. Linear interpolation was performed on mi = 100 fixed points for each profile, in order to
express all measurements on the same grid, giving a total m = mi ×mp = 3, 900 spatial points. The interpolated
realizations were then stored in a snapshot matrix Z(X , T ) = [z(xi, tj)]i,j ∈ Rm×n and POD-processed as explained
in Section 2.1. The EVR defined in Equation 2 and the mean relative RMSE between the POD approximation and
the complete measurement (averaged over the realization set as in Equation 18 ) were calculated for each POD
approximation rank and are plotted in Figure 12.

Figure 12: Evolution of the EVR and mean relative RMSE with mode number for the POD applied to the intake
bathymetries.

The first pattern represents over 94% of the variance, and explains most of the variation in dynamics. The
variance percentage reached 99% at rank 14, where the mean error was slightly over 10%, decreasing to 8% at rank
20. Dimensionality reduction is therefore a realistic option for this specific dynamic problem.

(a) Mode Φ1(x) (b) Mode Φ2(x) (c) Mode Φ3(x) (d) Mode Φ4(x) (e)

Figure 13: The first four spatial patterns of the POD applied to intake bathymetries.

This encouraged the learning and prediction attempts undertaken in Subsections 4.2.2 and 4.3 respectively.
The spatial and temporal components of the first four POD modes corresponding to an EVR higher than 97% are
respectively plotted in Figures 13 and 14. The first spatial pattern (Figure 13-a) represents the channel’s slope. Its
temporal coefficient (Figure 14-a) shows regularity in time that is almost periodicity. When it increased, overall
sediment deposition in the channel increased, because the difference between the upstream and the downstream
bed elevations, and therefore the slope, diminished. The sediment deposition in the channel might be related
to the increasing sediment supply caused by the external forcing influence. Decrease always corresponded to a
dredging episode. The apparent periodicity is therefore not natural or seasonal but due to periodicity of operational
intervention: sediment deposition in the channel is tolerated up to a certain level and then dredging is always
undertaken at a certain point, which corresponds to the maximum of the temporal coefficient.
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(a) Coefficients a1(t) and a2(t) (b) Coefficients a3(t) and a3(t)

Figure 14: The first four temporal coefficients of the POD applied to intake bathymetries.

The second pattern (Figure 13-b) acts as a geometric distribution function of the sediment deposition. In general,
when the first temporal coefficient was maximal, the second coefficient was positive, meaning that the sedimentation
mainly occurred in the middle of the first portion of the channel (upstream), on the right bank of the bend and on
the left bank in front of the pumps. This spatial distribution can be associated to the internal flow characterized
by a velocity distribution inside the channel. In fact, the sediments settle where velocity is the lowest, which is
probably the case where the banks appear. The computed sediment deposition and erosional patterns are analogous
to those commonly observed in meandering rivers [23]. The third pattern (Figure 13-c) shows sediment deposition
concentrated in the first portion of the intake, and the fourth pattern (Figure 13-c) emphasizes sediment dynamics,
particularly in the downstream part of the channel. This behavior is statistical proof and quantification of finer
sediment supply. The finer sediment fraction was transported in suspension and deposited at the end of the intake
channel. The temporal coefficients associated with the third and fourth mode (Figure 14-b) were less regular than
those of the first and second mode, and seemed to follow a more stochastic dynamic. The peaks may represent
unusual sediment supply, probably linked to extreme events (e.g. storms).

(a) Mode 1 (b) Mode 2 (c) Mode 3 (d) Mode 4

Figure 15: EVR convergence of the first four bathymetry POD modes, using a bootstrap of size 20. Plots show
median values and confidence intervals (P: Percentile).

To check the robustness of the statistical conclusions deduced from POD, convergence analysis is necessary. This
was performed on the EVR values associated with the first four patterns, using bootstrap analysis [11]. The results
are shown in Figure 15. The convergence of the mean values and the tightening of the confidence intervals around
the mean with increasing matrix size are clear for these first four modes. However, whereas the confidence intervals
represent at most an error of ±0.6% around the mean for the first mode, they reached respectively ±12.5%, ±25%
and ±12.5% for the second, third and fourth modes.

The analysis proved that the POD results could be used to pursue the learning. Firstly, a high EVR and low
RMSE were associated with a small number of modes, guaranteeing optimal data reduction (d << min(m,n)
as explained in Section 2.1). The number of POD modes to accurately represent the bathymetry can be chosen
accordingly. In the present study, the configuration was d = 11 modes (discussed in Step 3 ), guaranteeing EVR
≥ 98% and information loss ≤ 12% (mean relative RMSE). Secondly, the EVRs were guaranteed to converge
statistically at least for the first four modes, with error of ±0.6% around the mean for the most important mode,
representing over 94% of the variance. Thirdly, the deduced patterns were physically coherent. Lastly, more than a
decade of evolution was used to extract the POD basis, under variable operational and environmental conditions.
As long as the operating conditions of the intake remained unchanged, it can be assumed that a wide range of
evolutions has been covered, except for extreme events that rarely occur and that are not specifically treated in
this study [15]. Hence, the POD basis can be considered as a physically trustworthy and mathematically complete
basis to understand past evolutions and to predict future ones. The learning of temporal coefficients is therefore
attempted in Subsection 4.2.2.
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4.2.2 Learning of the POD patterns using PCE

The temporal coefficients calculated with the POD in Section 4.2.1 (Figure 14) were learned using PCE (theory
in Section 2.2). The aim was to learn the way these coefficients evolve over time, as a function of the forcing
parameters presented in Section 4.1 , with the ultimate objective of field prediction as explained in Section 2.3 and
applied in Section 4.3. The present section focuses strictly on the learning phase and the physical analysis of the
learned model, highlighting quality of learning (robustness, convergence, etc.).

The investigation of learning is organized in four steps.
• Step 1 - Sensitivity of learning to inputs and marginals: different configurations were tested to practically de-

monstrate the implications of these choices on the accuracy of fit.
• Step 2 - Convergence and Robustness of fit: The best model resulting from Step 1 was studied more deeply.

Its convergence and robustness with respect to the choice of training members are were analyzed.
• Step 3 - Physical interpretation of the best learned model: the best model was chosen, and the most influential

forcings were ranked using the Garson Weights (GW) and Generalized Garson Weights (GGW) presented
in Sections 2.2 and 2.3 respectively.

• Step 4 - Robustness of the physical interpretation with respect to the learning-set members: the physical conclu-
sions of the model were shown to be statistically meaningful.

These steps, in the above order, follow the logic of statistical model construction to build a trustworthy prediction
algorithm, used in Section 4.3.

Step 1 - Sensitivity of learning to inputs and marginals
Input variable selection is capital, and marginals must be chosen wisely. Below, we demonstrate the influence of
these choices on the performance of the learning. Different configurations were tested.

Before introducing the tested configurations, the training steps that are common to all configuration need to be
defined. A learning data-set is classically separated into different sub-sets, corresponding to different steps of the
learning algorithm. This is commonly referred to as the ”Train-Validation-Test Split” [58]: a training set is used
for the learning, a validation set is used to check the learning and for further calibration, and a test set is used to
assess the prediction capability of the statistical model. However, the data-set used in this study was small: the
bathymetry and forcings measurements shown in Subsection 4.1 overlap for the 2012-2017 period only, leaving 64
sedimentation periods to study. Therefore, only a ”Train-Predict” split was performed, where the prediction set
played the role of both the test set and validation set. Hence, the numerical choices were calibrated on the training
set, and validated on the prediction set for both statistical accuracy and physical prediction. The learning was then
performed with an arbitrary choice of training-set size at 50, which left a prediction set of 14. The training data
were chosen in chronological order (first 50 records), to mimic the learning process in an industrial context. This
arbitrary training-set choice had consequences for learning ; the sensitivity of learning to training set choice was
investigated (Step 2 ). All the model choices presented below (choice of inputs and marginals) were assessed on this
training configuration. To assure that comparison is made between models at their best performances, the PCE
polynomial degree was optimized for each separately. Degrees from 1 to 7 were tested, and the associated relative
empirical errors on the training and prediction sets, respectively εT and εP , were calculated as in Equation 16 .
The PCE degree that minimized the training and prediction errors for each model was chosen ; the corresponding
result is referred to as ”optimal” learning.

Three different input configurations were used for the learning of each temporal coefficient ai as generally
formulated in Equation 11 .
• Hi-model: a first simple configuration where all the statistical indicators described in Subsection 4.1 were

used and an independence hypothesis between the POD temporal coefficients is considered. The model is
written as in Equation 13 : ai(tj+1) ≈ Hi [ai(tj), tj+1 − tj ,Θ(tj → tj+1)]. This is a model of dimension 17.

• HFi -model: a more complex configuration where a ”Full” 15-mode POD approximation is considered with
possible dependencies between the temporal coefficients. Of course, the choice of the basis size and the
dependency structure can be optimized, but the objective here was to make a first step toward a more optimal
configuration. The model can be written as: ai(tj+1) ≈ HFi [a1(tj), . . . , a15(tj), tj+1 − tj ,Θ(tj → tj+1)]. This
is a model of dimension 31.

• HPi -model: a smaller set of inputs, used by the operators to qualitatively evaluate sediment deposition
risk, was used. It corresponds to the six variables TLmean, WvH, Wvper, Wvdir, Wv2m and Wv2m%.
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This mimics the physical expertise that may be engaged when building a statistical model. It is written as
ai(tj+1) ≈ HPi

[
ai(tj), tj+1 − tj ,ΘP (tj → tj+1)

]
, where ΘP stands for the ”physical”. This is a model of

dimension 8.

(a) Training error (b) Prediction error

Figure 16: The empirical training error εT and prediction error εP corresponding to the optimal fitting of models
with different dimensions and marginals. The figure is organized as follows: errors are plotted for each mode
vertically, separated by a gray band. Each marginal type corresponds to the same line style, and each dimension
to the same marker style. The legend is shown in the order of the plots, down to top for each mode.

To these variable choices were associated three choices of marginals, conditioning the choice of the PCE ortho-
normal polynomial (Section 2.2).
• Lgd: all the variables follow a Uniform PDF. The bounds of the marginal were set to the minimum and

maximum chronological values ±1% as in [67]. The associated orthonormal polynomial basis is the Legendre
family.

• Hrm: all the variables have Gaussian marginals characterized by the empirical mean and variance deduced
from the data. The associated orthonormal polynomial basis is the Hermite family.

• Stlj: the marginals were inferred from the data using Gaussian Kernel density estimates. The orthonormal
polynomial basis was constructed from the knowledge of the marginal using a Stieltjes orthogonalization.

The three marginal choices (Lgd, Hrm, Stlj) were trained with the three dimension choices (HPi dim=8, Hi
dim=17, HFi dim=31). The empirical errors of the ”optimal” learnings are compared in Figure 16 . For Modes 1
and 2, training and prediction errors were almost identical for all configurations, although with a slight advantage
with the smallest dimensions for all the marginal types in the learning of Mode 2. Starting from Mode 3, bigger
differences emerged. At the learning step of Mode 3, models of dimension 17 and 31 were poorly fitted for the Stlj
and Lgd configurations compared to others. At the prediction step of Mode 3, the errors of models with dimension
31 were much greater than smaller dimensions for all marginal choices. There seemed to be an overfitting of the
model by selecting a larger number of inputs. The best models for Mode 3 were those of the smallest dimension,
8, with either the Stlj or the Hrm model. Lastly, for Mode 4, two orderings were observed for the prediction er-
ror. Firstly, for each marginal choice, prediction error increased with dimension, which confirmed the overfitting
hypothesis. Secondly, error was the smallest with the Stlj model (Kernel density), followed by the Hrm model
(Gaussian) and lastly by the Lgd model (Uniform). Here, Uniform marginals performed worst ; they were probably
too different from the real data marginals and did not account for particularities in the inputs. In the parametric
family, Gaussian marginals probably fitted real density better.

To conclude this comparison, the best marginal choice was the Kernel density estimate. The smallest dimensions
performed the best, with the Stlj choice for the polynomial basis. The HPi ;Stlj model of dimension 8 was therefore
selected. However, the training was performed with an arbitrary split of the available statistical set. The sensitivity
of the model to the learning set size and members is performed in the following step.

Step 2 - Convergence and robustness of the fit
Up to this point, an arbitrary number of 50 measurements was used for training, leaving 14 prediction points for
testing purposes. In the following, the influence of training set size on the learning and prediction error is assessed.
The objective is to check the robustness of the previous best model HPi ;Stlj with respect to the data-set size and
members. The evolution of the training and prediction empirical errors according to training set size is shown in
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Figure 17 and 18 respectively. For comparison, the convergence of the HPi ;Hrm model for Mode 3 is also shown for
both errors. For each training set size, members were chosen randomly among the full data-set, and the remaining
members were used for the prediction phase. For the estimation of the confidence intervals, bootstrap analysis was
performed [11].

For the first two modes, the training errors in Figure 17 show a convergence of the median value and a tightening
of the confidence intervals. The trainings can be considered as converging from around training size 40.

(a) Mode 1 - Stlj (b) Mode 2 - Stlj (c) Mode 3 - Stlj (d) Mode 3 - Hrm

Figure 17: Training empirical errors εT calculated for diverse training sizes with a Bootstrap of size 20. Plots show
median value and confidence intervals (P: Percentile).

The associated median prediction errors in Figure 18 globally decreased with increasing training set size. Ho-
wever, although the final median values were lower for the Hrm model, the confidence intervals were much larger
than for the Stlj model. The latter seems much more robust with respect to changes in training scenario.

(a) Mode 1 - Stlj (b) Mode 2 - Stlj (c) Mode 3 - Stlj (d) Mode 3 - Hrm

Figure 18: The prediction empirical errors εP calculated for diverse training sizes with a Bootstrap of size 20.
Plots show median value and confidence intervals (P: Percentile).

The residuals distributions of the HPi ;Stlj model, calculated as ai(.) − HPi [.] on all the training sizes and
Bootstraps, are shown in Figure 19 and Figure 20 for training and prediction, respectively.

(a) First mode a1(t) (b) Second mode a2(t) (c) Third mode a3(t)

Figure 19: The training residuals distributions of the HPi ;Stlj model calculated for diverse training sizes with a
Bootstrap of size 20.

Only the middle 80% portion of the residuals range is plotted, in order to analyze the center of the distribution ;
the full residuals distribution was long tailed, because the confidence intervals associated with small training set
sizes were too large and produced extreme behaviors of the model. The training residuals were generally centered
around zero: i.e., the models are unbiased. A slight asymmetry was, however, observed for Mode 1, which means that
a1(.) was more often overestimated by HPi ;Stlj. Consequently, the mean elevation in the channel and the mean
global sedimentation may be slightly exaggerated. These exaggerations, however, remained within a reasonable
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range, as most of the residuals fell within the ±2% interval. The training residuals of Modes 2 and 3 were perfectly
centered, but percentage error dramatically increased. Most of the residuals fell within the ±10% interval for Mode
2, whereas they reached ±50% for Mode 3. However, this error concerns modes that represent at most 4% of the
total bathymetry variance, as more than 96% of the total variance was already captured by the addition of the first
two modes.

(a) First mode a1(t) (b) Second mode a2(t) (c) Third mode a3(t)

Figure 20: The prediction residuals distributions using Stlj model of dimension 8 calculated for diverse training
sizes with a Bootstrap of size 20.

The residuals shapes (i.e. slight overestimation for Mode 1 and perfect centering for Modes 2 and 3) were
maintained through the prediction phase. Furthermore, the residuals mostly fell within the ranges identified in the
training phase. HPi ;Stlj model behavior was stable. The prediction uncertainty could therefore be measured and
trusted and the physical interpretation was consequently robust, as discussed below in Step 3.

Step 3 - Physical interpretation of the best learned model
The calibrated HPi ;Stlj PCE models were considered optimal, as they showed good fit, convergence and robustness
with respect to the training choices. Here, they are analyzed to deduce physical information. Firstly, the optimal
polynomial degrees selected for each mode and the associated training and prediction empirical errors are shown in
Figure 21. Linear models were optimal for Modes 1 and 2 (degree 1), and the associated errors were low for both
the training and the prediction sets. For Modes 3 and 4, the optimal polynomial degrees increased, which implies
higher-order contributions and/or higher-order interactions for the input variables. For modes of higher ranks, the
models were either linear (degree 1) or approximated by a simple average value (degree 0). This means that LARS
rejects polynomial terms of higher degrees because they do not significantly improve the learning [2].

(a) PCE degrees (b) Training errors (c) Prediction errors

Figure 21: Optimal PCE degrees for the HPi ;Stlj model and associated empirical errors of the training (εT ) and
the prediction (εP ) sets.

Prediction relative empirical errors in Figure 21-c (calculated as in Equation 16 ) increased from Mode 3, but
remained under 50% up to mode 11. This must be interpreted according to the meaning of this indicator: it is a
measure of the missing variations (distance between the model and reality) relative to the variance of the data. It
therefore represents the amount of variance that was not captured by the PCE model (also called ”the fraction of
unexplained variance” [8]). For example, for mode 12, estimated with a degree 0 PCE model, 100% of the variance
is not captured, which is natural because only the average value is accounted for with degree 0. For Modes 3 to
11 with error up 50%, this means that either the training set or the used inputs made it impossible to predict
more than 50% of the variance. However, as presented in Step 2, this 50% error concerned at most 4% of the total
bathymetry variance. Hence, the errors starting from Mode 3 represented at most 2% of missing variance. Beyond
Mode 11, prediction with PCE would not be optimal, as the prediction error dramatically increases.

25

125
CHAPTER 3. PHYSICALLY INTERPRETABLE MACHINE LEARNING

ALGORITHM ON MULTIDIMENSIONAL NON-LINEAR FIELDS



Secondly, PCE models were used to analyze the contribution of each forcing variable to the dynamics. For
this, the Garson Weights (GW) defined in Equation 7 were used to estimate the influence of the forcings on
each temporal coefficient. The global influence on the whole bathymetry field was quantified using the Generalized
Garson Weights (GGW), as in Equation 20. The ranking of the modes and the impact of the inputs is represented
in Figure 22.

Figure 22: Piechart of the most influential parameters, using GW and GGW on the POD-PCE. The inner circle
represents the share of each mode. The outer circle represents the share of each polynomial term. The polynomial
terms corresponding to GGW higher than 0.5% are shown.

Mode 1 corresponds to a major contribution and the following modes are ranked according to their POD im-
portance. The share of each polynomial term corresponds to the GGW in relation to the global contribution (full
circle). When this share is compared to the importance of the corresponding mode, it corresponds to the GW.
Lastly, the polynomial terms corresponding to more than 0.5% GGW are indicated. ζα=(.)(.) corresponds to the
notation introduced in Subsection 2.1, with the multi-index notation for α that represents the polynomial degree of
each monomial. For example, ζα=(α1,α2)(θ1, θ2) corresponds to a polynomial of degree α1 +α2, where θ1 contributes
as a monomial of degree α1 and θ2 as a monomial of degree α2. The meaning of the variables that appear in Figure
22 can be found in Subsection 4.1 .

For all the temporal coefficients ai(.), the most influential contributor by far was the value of the previous state
ai(tj−1), in the form of a monomial of degree 1. It is followed by contributions involving the mean wave height during
the sedimentation period period WvH for all the modes, which makes WvH the most important external forcing,
figuring in the third position among all the forcings, with a contribution of 9.6% through the first mode, a total of
12.6% if only WvH monomials are considered, and 13.3% if interactions with other variables are taken into account.

The other forcing contributions also appeared, but with much less importance: e.g., the influence of mean low
tide level TLmean, which took an interaction form with the previous bathymetry shape for Mode 3. Firstly, this
interaction makes sense in terms of physics, as sediment deposition is conditioned by the value of bed shear stress
[69], which depends on velocity and water depth. The water depth value is exactly the tidal level minus the bed
elevation value, which here appears as a multiplicative interaction between TLmean and Mode 3. Second, the value
of this contribution was only 0.7% GGW, which is negligible when compared to the first contribution of WvH.
The learned model gave much more importance to waves than to tides. This does not necessarily mean that tides
have no influence on sediment deposition, but may simply suggest that, in the present configuration, sediment
mobilization by the tide is always more or less the same, and that the forcing that makes a considerable difference
is the variation in wave heights. Waves are a determining factor for sediment mobilization in coastal configurations,
through the influence they have on bed shear stress [69]. Further more, a noticeable correlation between WvH and
TLmean was noticed in the used data-set, which means that the information of low-tide levels is to a certain extent
contained in the mean wave height. There is therefore a probable dependency between these variables. In case of
dependencies, the iterative process used by LARS may drop a variable that is physically important because the
important information is already contained in another variable, due to their dependency.

26

CHAPTER 3. PHYSICALLY INTERPRETABLE MACHINE LEARNING
ALGORITHM ON MULTIDIMENSIONAL NON-LINEAR FIELDS 126



Lastly, it is important to note that the contribution of less frequent wave events was also present but to a
much smaller extent. It is represented by a polynomial term in the form ζα=(1,1)(Wv2m,Wv2m%), where Wv2m and
Wv2m% are respectively mean wave height exceeding 2m and the associated frequency of occurrence (arbitrary
storm indicator chosen in Subsection 4.1). This term appears in Modes 3 and 4 for a maximum total influence
of 0.3%. Higher-order interactions and less frequent events are therefore represented by modes of higher rank,
associated with smaller variance percentages.

Step 4 - Robustness of the physical interpretation with respect to the learning-set members
As a last proof of the robustness of the proposed learning algorithm, specifically concerning physical interpretation,
a sensitivity analysis with respect to the training set members was performed. The robustness of the calculated
Garson Weights (GW) with respect to the choice the training members was studied. This is equivalent to studying
the robustness of the polynomial basis term selection as produced by LARS, and their associated multiplicative
coefficients.

For this, a Bootstrap analysis was again used to construct different learning sets of size 50, instead of choosing
the first 50 measurements. This produces a distribution of the GWs rather than a single value, for each polynomial
term. The result is shown in Figure 23 for the weights of the ak(tj−1) and WvH monomials.

(a) Polynomial term ak(tj−1) (b) Polynomial term WvH

Figure 23: Probability density functions of the GWs associated with the degree 1 monomials of variables ak(tj−1)
and WvH. The training size is 50 using 20 different random picks for each size.

For modes 1 to 4, the median weights P50 (Percentile 50) of the ak(tj−1) monomials, represented in Figure
23-a, were always over 0.6, but the variation range was strictly less than 1, with density functions centered around
the median and a small standard deviation for modes 1, 2 and 4. This means that whatever the training set, the
previous state ak(tj−1) value was always predominant but never enough to estimate the evolution of the first four
modes. A tendency (in particular linear) using the last state was not sufficient, and additional information was
always needed (forcing). In parallel, Figure 23-b shows that this information is certainly the waves, as the median
values of the GW for the first four modes were between 10 and 25%, corresponding to the information gap left by
the previous value variable ak(tj−1) in the fitted PCE model. Starting from mode 5, the median values of ak(tj−1)’s
GW had greater chance of falling around 1, which means that the associated polynomial models only rely on the
last recorded value of the mode for the future guess. In other terms, the constructed model consists of a linearization
around the previous value (tendency capturing) and does not incorporate the correlations between the future-state
and the forcing variables (causality model). This can be explained by the small variances of the higher-rank modes
and the difficulty of learning the PCE models from statistics averaged over the sedimentation periods. Additionally,
the P25-P75 confidence interval moved to the upper bound of the density functions.

4.2.3 Summary of the physical insights from the learning

The spatial patterns as deduced by POD express the spatial correlation in the sediment deposition from the
upstream to the downstream part of the channel. The EVR reached 99% with d = 20 modes only, where the mean
relative RMSE between the approximation and reality was slightly over 10%. This is a statistical proof that the
spatial correlations expressed in the POD patterns are explanatory of the physical dynamics over their whole range
of variation (at least that observed from 2010 to 2018), with a low approximation rank. In conclusion, the dynamic
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problem exhibits fairly strong spatial correlations, and the solution to the problem can be expressed on a finite
orthonormal basis.

The temporal patterns express the evolution of the sedimentation, as they multiply the spatial patterns. They
were learned using PCE as a function of the previously cited inputs (previous states and forcings). The statistical
model configuration (dimension and marginals) was chosen after an investigation of different options. The associated
training and prediction error converged for the first three modes, and are characterized by tight confidence intervals.
The residuals of the selected model were either negligible or centered around zero, demonstrating the unbiased
character of the learning and prediction. The fitted models are of lower degree for the low-rank modes 1 and 2
and of higher degrees for modes 3 and 4, which are higher-rank, due to the emergence of interactions between the
forcings, namely variables related to extreme behavior (storm events). The model mainly relies on the last state
information, showing a strong correlation/continuity in time of the studied physics. Using GW, which measures the
forcing influence for the first five modes, the action of waves was highlighted by the PCE model as a determining
phenomenon. The first mode influenced the dynamic with a rate of 64.9%, the previous value of the second mode with
a rate of 10.2% and, in third position, the mean wave height with a rate of 9.6%. The remaining 15.3% is essentially
associated with previous values of higher order modes (10.3%), interactions with tides and contributions of other
wave indicators. The GWs show robustness with respect to the choice of the training set members, which makes
them trustworthy, at least for temporal correlation and analysis of wave influence. The main physical conclusions
are that the dynamic problem is characterized by strong temporal correlations, representing more than 85% of the
evolution, with an external sediment source, mainly represented by the waves, representing not more than 15%.

4.3 Prediction of a physical field using POD-PCE coupling

After performing both POD and PCE independently, the accuracy of a Machine Learning process using a POD-
PCE coupling was assessed as in Section 2.3. In the continuity with Section 4.2, the first 50 historical bathymetries
were used for training and the other 14 for forecasting. First, the impact of the size of the POD basis on the
prediction process is assessed in Subsection 4.3.1. Then, the best size was determined and the average prediction
behavior is analyzed in Subsection 4.3.2. The accuracy of the POD-PCE ML in predicting spatial details is assessed
on cross-section examples in Subsection 4.3.3 and a summary is given in Subsection 4.3.4.

4.3.1 Influence of POD basis size

In order to track the errors generated by the various steps of the algorithm (POD, PCE and coupling), the
mean relative RMSE (averaged over the prediction set, as in Equation 18 ) was calculated for each step (reduction,
learning and prediction) and for each approximation rank d, as described in Section 3.2. The results are shown in
Figure 24 .

Figure 24: Mean relative RMSE generated by the reduction and the learning, and the resulting prediction errors
for different approximation ranks.

Reduction error decreased from 16% to 3%, with increasing approximation rank. The error followed a logarithmic
trend, with a significant slowdown from rank 9. These errors are coherent with the errors averaged over the full set
(rather than the prediction set only) in the POD results Section 4.2.1 (around 8%). The learning error increased
from 1% to 5% with increasing approximation rank, which is natural because the complexity of the model is
increased. The learning error order of magnitude was consistent with the empirical prediction error of 4% for mode
1 (as calculated in Section 4.2.2), associated with an EVR of over 94%. Lastly, the prediction error decrease is the
balance of, on the one hand, the increase in accuracy by adding POD modes and, on the other hand, the increase
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in forecasting error with increasing number of temporal coefficients to be predicted. Consequently, the prediction
error decreased from 16 to 6.9% up to rank 11, following almost the same decreasing trend as the reduction error.
However, the decrease rate became slower and increasingly subdued, being overtaken by the learning errors, which
dramatically increased starting from mode 12, as seen in Figure 21. Hence, a POD-PCE model of size 11 was
selected for prediction.

4.3.2 Average performance of the chosen model

Average sediment deposition was predicted using the POD-PCE model of rank 11, for each of the 14 prediction
dates. The average sedimentation rate, denoted Sr, was calculated for time tj representing the sedimentation over
[tj−1, tj ], as in Equation 23. For operational estimation of sediment deposition, only the positive evolutions are of
interest ; therefore, the erosion points were discarded in calculating rate Sr by cancelling negative evolutions. Indeed,
z(xi, tj) < z(xi, tj−1) implies (z(xi, tj)− z(xi, tj−1)) = −|z(xi, tj)− z(xi, tj−1)|, and therefore a null contribution
to the sedimentation rate Sr. Furthermore, only regions of considerable depth are of interest. Therefore only np
bathymetry points under −1 m (xi, i ∈ Np) were taken into account. The results are shown in Figure 25

Sr =
1

2nP

∑

i∈Np

(z(xi, tj)− z(xi, tj−1)) + |z(xi, tj)− z(xi, tj−1)|
|z(xi, tj)|

. (23)

Figure 25: A comparison between the real sedimentation rates and the POD-PCE prediction of the sedimentation.

The POD-PCE prediction globally followed the real sedimentation trend, for example from Dates 1 to 8. When
it was not equal to the real sedimentation rate, it was generally an overestimation, which is coherent with the
asymmetry observed in the distribution of Mode 1 training and prediction residuals (Figure 19 in Subsection 4.2.2).

For the particular Date 11 however, half of the sedimentation was missing. Investigation of the data for this
particular measurement showed that the previous record, taken as input, had been made 29 days previously, which
is far from the average ∆t ≈ 15 days ; it is twice the mean interval, thus underestimating sedimentation by half.
As measurement intervals were in general around the average, sedimentation time interval ∆t was not selected as a
key parameter by LARS for the dynamic model, although it was given as an input and is physically significant. For
the particular case of the time variable, multiplicative enhancement can be intended as a correction. However, this
shows one of the limitations of statistical modeling: statistical significance can be confused with physical importance.
Indeed, for the statistical conclusions to be physically significant, the measurements should be diverse enough to
account for the variations in the inputs and the impact of these variations on the output. This was unfortunately not
guaranteed for sedimentation measurement intervals, as they were often equal to 2 weeks. Additionally, for Dates
12 and 13, a large part of the wave measurements were missing in the sedimentation time interval. Consequently,
mean wave height WvH was estimated over only a small portion of the time interval. This may lead to a good
prediction (Date 13) if the interval used is representative enough of the full interval, and to bad prediction (Date
12) when not, and highlights the limitations of statistical averaging.

4.3.3 Spatial details of prediction by the chosen model

The spatial details of the prediction were analyzed on cross-sections for specific prediction dates. First, sediment
deposition was observed on a cross-section at the entrance of the intake (Figures 26-a, b and c).
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(a) Entrance - Date 1 (b) Entrance - Date 3 (c) Entrance - Date 7

(d) Middle - Date 5 (e) Middle - Date 6 (f) Middle - Date 7

Figure 26: POD-PCE prediction vs. reality on cross-sections at the entrance (a, b and c) and middle of the first
portion (d, e and f) of the intake.

In accordance with the previous conclusions from Figure 25, the POD-PCE prediction captured various sedi-
mentation ranges, as shown with Dates 2 and 7. However, a slight artificial sedimentation was predicted whereas
there was no dynamics in reality, for example for Date 1 (Figure 26-a), due to the fact that the model is continuous,
whereas threshold phenomena can occur in reality. Next, sediment deposition was observed on a cross-section at
the middle of the first portion of the intake (Figures 26-d, e and f). Mean sedimentation was well captured, but
some details of the bathymetry were missing, such as formation of a new feature for Date 5 (distance 20 to 25
m) and Date 7 (distance 30 to 35 m). For Date 6, sediment deposition was slightly underestimated in the right
bank and overestimated in the left bank. However, although the details of sediment deposition were not perfectly
captured, the value of the sedimentation area corresponds well enough to reality. It can also be concluded that
the way the RMSE and relative errors are averaged in space, for example in Figure 24, actually penalizes the ac-
curacy of the algorithm because it does not take account of the oscillation of the prediction around an accurate mean.

Then sediment deposition was observed on a cross-section at the bending part of the intake (Figures 27-a, b
and c). It shows that the prediction algorithm understood that the sediment deposition mainly occured in the right
bank of the channel, for example for Date 7, even though it was overestimated. Furthermore, considering modes of
higher rank from the previous measurement as an input, the algorithm captured the swing in the profile throughout
its history, which is here observed from Date 4 to 14. Lastly, a cross-section of the last portion of the channel, in
front of the downstream pumping station, is analyzed (Figures 27-d, e and f). Once again, the prediction algorithm
understood where the sediment deposition occurs, this time in the left bank of the channel, coherent with the
pattern represented by Mode 2 (Figure 13-b). However, it can be seen that unusual sediment deposition occurred
for Date 11, which was not captured by the model, and may correspond to the arrival of less frequent fine sediment
that appears in Mode 4 (Figure 13-d). This also explains the sediment deposition error observed for Date 11 in
Figure 25.
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(a) Bending - Date 4 (b) Bending - Date 7 (c) Bending - Date 14

(d) Last - Date 4 (e) Last - Date 5 (f) Last - Date 11

Figure 27: POD-PCE prediction vs. reality on cross-sections at the bending (a, b and c) and last portion (d, e
and f) of the intake.

4.3.4 Summary of POD-PCE algorithm performance

Overall, the proposed learning algorithm showed interesting prediction characteristics. The model complexity
can be increased gradually, by increasing the number of POD modes when accurate. Plotting error against the
number of modes shows a convergence that helps in selecting the optimal number of modes. The average RMSE of
the predicted field remains reasonably low. It was around 6.9% with the 11 modes selected in the present case.

As a comparison, additional learnings were performed using different NN set-ups in Appendix B. It is shown
that POD-PCE gives the best equilibrium between accuracy and fit-time. Among the tested algorithms, only one
allowed a RMSE reduction of 0.2%. However, this is of little importance in view of the very large increase in fit-
time. Indeed, the latter nearly equals two-hours whereas POD-PCE is fitted in seconds (Table 3 in Appendix B). In
addition to fit-time, choosing an algorithmic set-up for NN may be time consuming, as many network architectures
are possible, not to mention the numerous choices for the involved hyper-parameters (e.g. Activation Functions).

With the proposed POD-PCE algorithm, the trends are well captured for spatially averaged quantities (here
sedimentation rate) and for detailed spatial representations of the field. Good spatial distribution of evolution is
guaranteed by the POD modes, even when evolution amplitude is over- or under-estimated.

Nevertheless, some disadvantages should be noted. For example, less frequent events that are represented by
modes of higher ranks can be overlooked. Furthermore, sudden changes in features were not sufficiently captured,
due to the high temporal correlation between last state and future state that was incorporated in the learning.

5 Summary and discussion

In this study, POD-PCE coupling for field-measurement based Machine Learning was proposed and assessed
on a toy problem and a real case. The first one concerns the learning of an analytical solution to groundwater
perturbations in an aquifer subject to tidal solicitations, and the second, in an industrial context in the field of
geosciences, concerns bathymetry prediction. Both are complex physical phenomena involving non-linear dynamics
and various forcings.
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POD showed excellent performance on both applications, for dimensionality reduction and physical analysis.
This is an important property of POD [28], where the mathematical basis ends up to be physically interpretable,
because it efficiently expresses the dynamics. However, adding random perturbations to the toy problem data sho-
wed that noise may contaminate the POD patterns (temporal and/or spatial), although modes of high variance
are robust. If the noise is significant enough, it may also take more important positions in the decomposition than
physical patterns of smaller statistical occurrence. It can then be interesting, for real data, to eliminate modes
showing completely stochastic behavior in favor of explainable modes of lower variances. Next, the investigation
of POD coefficients is also physically informative: dependency to inputs can sometimes be directly noticed with
appropriate plots, and the regularity of the modes can be related either to the representation of different space and
time scale physics, or to less frequent events. The potential of POD for detecting biased and missing data was also
assessed in the real case. POD was first applied to the whole set of measurements, but discontinuities emerged in
the temporal signals of the decomposition. Such a procedure is important because, in most of cases, the data need
to be filtered, which is a time-consuming task. The POD enabled fast recognition of elements that react differently
from the average. However, many points of improvement are worth mentioning. Firstly, the choice of POD as a
decomposition technique was here motivated by its simplicity and the possibility of interpretation when coupled
to a linear learning formulation such as PCE. Other decomposition techniques exist, and many authors attempted
comparisons, for example with Fourier [50], extensions of POD [20] or other classes of decomposition [54]. For the
real case application, other decomposition techniques such as Kernel Principal Component Analysis (KPCA) [41]
and Sparse PCA [24] were analyzed, without significant improvements. Secondly, data filtering using POD consisted
only in deleting the poor-quality measurements and extracting the spatial zones where data were always measured.
POD can however be used to reconstruct missing data, by inverse projection on POD basis elements deduced from
qualitative data [53]. This could help to extend the statistical set for the learning. Lastly, a linear interpolation of
the bathymetry was used to project all the measurements onto the same grid for POD application. The uncertainty
that emerged from this interpolation process was not treated. This, added to the measurement errors, can shed
light on model behavior. For example, comparison of mono-beam cross-sections with multi-beam measurements
and uncertainty propagation of bathymetry errors through the learning could be attempted, especially because
uncertainties in the bathymetric information may impact the flow field computation [37].

PCE was used to learn the POD modes coefficients as 1D data. We showed the importance of the polynomial ba-
sis, and therefore of marginals choice, for the learning phase of the real case problem. Indeed, choosing for example
uniform distributions, associated with Legendre family, might not be appropriate even though it is widely used
when no input information is available [67]. Moreover, the number of inputs can alter the learning. When using
LARS, the presence of numerous variables can mislead the algorithm to overfitting. Hence, a good combination
between polynomial basis and dimension choice could significantly improve convergence speed, centering of resi-
duals and mean training and prediction errors. The proposed contribution analysis using the PCE coefficients has
been successfully tested on the toy problem, resulting with physically coherent conclusions. On the measurements
set, it showed that the last-state information is often the most influential input. A robustness test was conducted
on the latter by varying the training set, and the observation was stable. Additionally, the noise tests performed on
the toy problem showed that LARS selects physically significant polynomial patterns even when the noise conta-
minates the POD coefficients. PCE and in particular LARS are therefore robust to noise, that propagates from a
two-dimensional field to its POD coefficients. This is coherent with the conclusions in [67] about PCE robustness to
noise in 1D data. In the bathymetry case, for the modes of small ranks associated with the largest variances, wave
height was the most influential forcing, whatever the chosen learning set. This is consistent with physical knowledge
of sediment mobilization in coastal configurations, where waves are known to be determining through the influence
they have on bed shear stress [69]. For modes of higher rank, however, the only selected variable by LARS is
the last-state information. Firstly, the forcings that were used as PCE inputs were simple statistical estimators
deduced from the data (means, percentiles, etc.). This reduction was used instead of giving all the time series as
an input, because the problem would become ultrahigh-dimensional. This unfortunately wastes the richness of the
available data as tidal information that are measured on an hourly basis. A more accurate statistical reduction of
the inputs could be used. For example, Lataniotis et al. [31] used PCA and KPCA for surrogate modeling with PCE
and Gaussian Processes on ultrahigh-dimensional problems. Secondly, dependencies were not specifically modeled.
These can be incorporated using the mathematical setting for the construction of the polynomial basis established
by Soize and Ghanem [60] . The dependencies, however, indirectly influenced the construction of the model via
selection of basis elements by LARS, which avoids redundancy. Thirdly, the choice of tested input configurations for
PCE was arbitrary. A more objective variable selection technique is necessary [48]. For example, the information
from previous times could also be used as inputs for temporal evolution problems. This may raise other technical
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questions, such as the number of previous times that should be accounted for (time lag estimation) [10]. Lastly,
PCE was chosen for the interpretation possibilities that it allows when combined to POD, thanks to the direct
computation of importance measures from the expansion coefficients. Other interesting properties can encourage
the use of PCE, for example the developed theoretical frameworks for the treatment of discontinuity [71]. However,
some limitations are noted. For example, PCE worked better for modes associated with high than low variances.
Although it may be tempting to conclude that modeling of high rank modes is not necessary, it should be noted
that their accurate prediction can make the difference between average forecasting and capturing of less frequent
events and/or smaller scale features. Therefore, the present ML could be enhanced by improving the learning of
high-rank modes. For example, the construction of marginals and the use of random draw with confidence intervals,
or extreme statistics models [15], instead of causal models like PCE, could be attempted.

Finally, the robustness and convergence properties added to the physical interpretability supported the choice
of POD-PCE coupling as a ML prediction algorithm. It respects the PDR (Predictive, Descriptive, Relevant) fra-
mework defined in [45]. It is characterized by both predictive and descriptive accuracy (simplicity) and is stable
with respect to data disturbance. It offers the best equilibrium between accuracy and fit-time, compared to other
NN configurations tested on the real-case problem. This is consistent with the conclusions by Torre et al. [67],
where PCE errors are comparable to the best NN from literature, on classical ML cases, while being much faster.
Additionally, POD-PCE is interpretable, as the sparsity, simulatability and modularity defined in [45] are respec-
ted by construction. Finally, it is both interpretable at features level (POD components and their PCE) and at
multidimensional output level (GW compared to the proposed GGW indicators). The POD-PCE ML was therefore
implemented using maximum the first 4 modes for the toy problem, and using the first 11 modes for the real case
problem, after sensitivity test to number of modes. Mean information (e.g. sediment deposition rate) was in general
well reproduced. Profile-by-profile investigation and 2D maps comparisons also showed that POD-PCE coupling
was promising, as the spatial distribution of the groundwater perturbation on one hand, and the sediment deposi-
tion patch locations and amplitudes on the other hand, were well represented. Some general limitations should be
highlighted and could be good perspectives for improving the process. The small data-set was a clear handicap in
the measurement based problem. Some events, such as sediment downstream the intake or variation in measurement
intervals, were poorly represented. It would be interesting to test the methodology on an enriched data set in order
to assess the real potential of POD-PCE Machine Learning. Due to the lack of such data, input distributions were
certainly not well approximated. One way of improving POD-PCE coupling would be the development of hybrid
measurement-based/process-based data learning [43, 56]. This could be used to enrich the data set, not only by
increasing its size (emulated realistic scenarios) but also by adding new input parameters that are not measured
but obtained from process-based modeling. Last, the used POD and PCE basis may not always be sufficient for
fields whose dependence to conditioning parameters considerably varies over time. Namely, the PDFs of the inputs
may evolve, and the number of the basis elements needed for a good representation of the output may increase in
time (stochastic drift [13]). Solutions as the Time-Dependent generalized Polynomial Chaos (TD-gPC) [13] could
be interesting to explore for long-time learning problems. In particular, an adaptive strategy is used to update the
basis elements when needed. Alternatively, the Dynamically Orthogonal (DO) decomposition [46], where both the
basis elements and expansion coefficients vary over time in a Karhunen-Loève form, offers a good perspective.
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Appendix A. Complementary results on the parametric toy problem

In addition to the content of Section 3, supplementary materials are herein given for the parametric toy problem.
Firstly, Garson Weights (GW) and Generalized Garson Weights (GGW), respectively presented in Sections 2.2 and
2.3, were calculated for fitted PCE models of the first four POD modes, in the amplitude learning case, as in Table 1.

Secondly, the POD-PCE strategy has also been deployed to learn the time lag between f(x, y, t) and f(0, 0, t)
relative to the period T , at each location (x, y). POD was applied to the corresponding snapshot matrix. While
98% of the variance is already represented by Mode 1, a total of 5 modes is needed to approach the 100%. This
increase is slow compared to the EVR of the amplitude. As a result, the POD-PCE performances, evaluated at
each step of the algorithm, are different, as can be seen in Figure 28.

Polynomial term GGW Total Mode GW
ζα=(1)(A) 0.8016 0.80 1 0.84675
ζα=(1)(D) 0.10138 0.90 1 0.10709
ζα=(1)(D) 0.03199 0.93 2 0.71521

ζα=(1,1)(A,D) 0.02115 0.96 1 0.02234
ζα=(2)(D) 0.0145 0.97 1 0.01532

ζα=(1,1)(A,D) 0.00667 0.98 2 0.14921
ζα=(2)(D) 0.00375 0.98 2 0.08373

ζα=(1,2)(A,D) 0.00316 0.98 1 0.00334
ζα=(2)(D) 0.00238 0.99 3 0.47515
ζα=(1)(κer) 0.002 0.99 1 0.00211
ζα=(1)(κer) 0.00165 0.99 4 0.46206
ζα=(3)(D) 0.00118 0.99 1 0.00125
ζα=(1)(κer) 0.00094 0.99 3 0.18655

Table 1: Polynomial terms of PCE models calibrated on the aquifer case, for the 4 first modes ordered by their
influence, using the GGWs in Equation 20. Also shown are the GWs calculated as in Equation 7. The contributions
are shown up to a total of 99%.

Figure 28: Mean relative RMSE generated at different steps of the POD-PCE ML applied to the time-lag case,
with different approximation ranks.

The reduction error equals 10% at rank 1 (compared to 3.8% for the amplitude). It decreases following three
slopes, the first one being from 10% at rank 1 to 5% at rank 3. The learning error is here much higher, almost equal
to 1% for a 1-Mode approximation, and goes up to 4% for 3-Mode approximation, where it keeps on increasing. The
modes coefficients seem more difficult to learn for the phase. Consequently, the prediction error decreases from 10%
at rank 1 to 6% rank 3, where it stabilizes. Indeed, even though adding more POD patterns is interesting, learning
them with PCE becomes more and more difficult as the represented variance decreases. The gain in accuracy with
POD modes is therefore compensated with the loss of precision in PCE learning. Hence, a 3-Modes POD-PCE
model was selected for prediction.Examples of phase prediction are shown in Figure 29. The model gives a good
mapping of the two-dimensional time lag distribution along the estuary and through the aquifer. However, the
residuals are more important compared to the amplitude prediction. For example, an absolute residual of 0.1 T
time-lag is noticed in the middle of the aquifer in Figure 29-c, where the analytical time lag (Figure 29-a) is around
0.4 T , representing a local error of 25%. The global performance of the model remains however satisfying.
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(a) Analytical (b) POD-PCE (c) Absolute residual

Figure 29: Analytical solution vs. POD-PCE prediction of the time-lag, relative to the tidal period T in the
aquifer, and resulting absolute residual.

The physical analysis of the latter are therefore performed using the GW and GGW indicators, reported in
Table 2. First, the most important polynomial pattern for the coupled POD-PCE model is the diffusivity D at
degree 1 (GGW 47%), whereas it was the tidal amplitude A at degree 1 for the amplitude distribtion (GGW
80%). In particular, it barely represents half of the dynamics. It is completed by higher degree monomials of the
same parameter D up to 79%. The phase representation exhibits more non-linearities than the amplitude. The
contribution of D is followed by an interaction between A, D and the wave number in the estuary κei. As a
reminder, the latter did not appear as an influencing parameter for the amplitude distribution. Globally, the phase
problem involves higher polynomial degrees, and higher orders of interaction.

Polynomial term GGW Total Mode GW
ζα=(1)(D) 0.4684 0.47 1 0.54334
ζα=(3)(D) 0.14637 0.61 1 0.16979
ζα=(4)(D) 0.0912 0.71 1 0.10579
ζα=(2)(D) 0.08382 0.79 1 0.09723

ζα=(2,1,1)(A, κei, D) 0.03942 0.83 1 0.04572
ζα=(1)(D) 0.02889 0.86 2 0.35127
ζα=(2)(D) 0.02066 0.88 3 0.37113
ζα=(1)(D) 0.01986 0.90 3 0.35668

ζα=(1,1)(κer, D) 0.01594 0.91 1 0.01849
ζα=(3)(D) 0.01515 0.93 3 0.27218
ζα=(2)(D) 0.01389 0.94 2 0.16892

ζα=(1,3)(κer, D) 0.01288 0.96 1 0.01494
ζα=(5)(D) 0.00907 0.97 2 0.11024

ζα=(2,2)(A,D) 0.00658 0.97 2 0.07994
ζα=(1,4)(κei, D) 0.0059 0.98 2 0.07178

ζα=(2,1,1)(A, κei, D) 0.00531 0.98 2 0.06453
ζα=(1,2)(κer, D) 0.00405 0.99 1 0.0047

Table 2: Polynomial terms of PCE models calibrated on the aquifer case, for the 3 first modes ordered by their
influence, using the GGWs in Equation 20. Also shown are the GWs calculated as in Equation 7

Appendix B. Confronting POD-PCE to NN

As an additional proof for the POD-PCE Machine Learning capacity, multiple NN configurations are tested
on the measurement-based problem for confrontation. The latter is a small-data problem, considered as the most
challenging case in the presented work. The python library Scikit-learn [51] (https://scikit-learn.org) was
used for fitting.

A first NN set-up, aiming at learning the bathymetry fields [z(xi, tj)]i,j ∈ Rm×n directly from their previous
values [z(xi, tj−1)]i,j ∈ Rm×n and a set of parameters Θ, was attempted. A simple configuration was tested,
where z(xi, tj) is learned for each xi independently, from its own previous value z(xi, tj−1) and the seven physical
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parameters ∆t, TLmean, WvH, Wvper, Wvdir, Wv2m and Wv2m%, as done in the most optimal POD-PCE
configuration (HPi described in Subsection 4.2.2). Therefore, m independent learnings are performed (points num-
ber), each characterized with an input dimension of V = 8, and an output dimension of o = 1.

Two learning strategies are adopted. The first one consists in a single-layer NN, where only the Activation
Function (AF) and the number of neurons, denoted l, are varied. The considered AFs are the ones available in
Scikit-learn (identity, tanh, logistic and ReLu) [51], and allow to be in the theoretical conditions for the ”shallow
and wide” Universal Approximation Theorem [21]. The second alternative consists in a multi-layer NN using the
ReLu AF, where the number of neurons l is fix, and the number of layers, denoted L varies. This allows to be in
the framework of the ”deep and narrow” version of the theorem [18].

For the single-layer NN, the maximal number of neurons is constrained to l = 5. Indeed, the input-to-hidden
connection matrix is of size V × l, and the hidden-to-output matrix is of size l × o. In this case, with l = 5, a
maximum number of 45 matrix coefficients should be estimated from the training sample of size 50. An additional
neuron would result with an ill-posed problem. For the multi-layer ReLu NN, the number of neurons is set to l = 2
and the maximum number of layers to L = 9 (number of coefficients to estimate is V × l+ (L−1)× l2 + l×o = 50).
Using both configurations, the optimal choices (AF, neurons, layers) are selected for each coordinate xi, based on
the relative empirical error calculated on the test set, as in Equation 16 . The RMSE for each prediction date are
then calculated with the whole field z(., tj) (NN prediction vs. reality), and confronted to POD-PCE in Figure
30-a. The single-layer NN is denoted s-NN and the multi-layer ReLu NN is denoted m-NN.

To account for spatial correlations, a supplementary set-up was tested, where POD is performed before NN.
Similarly to the POD-PCE learning set-up, NN is used to learn the first 11 POD coefficients, corresponding to the
optimal POD-PCE learning in Section 4.2.2, and a POD-NN coupling is performed. The learning configurations
mentioned above (single-layer, and multi-layer ReLu) are tested, and the algorithmic choices corresponding to the
minimal relative empirical error are selected for each POD mode independently. The RMSE results are shown in
Figure 30-b, where POD-s-NN and POD-m-NN denote the coupling of POD with s-NN and m-NN respectively.

(a) Comparison to NN (b) Comparison to POD-NN

Figure 30: Comparison of relative prediction RMSE between the POD-PCE algorithm and different NN set-ups.

A last test is conducted, where an L2-penalty is used to fit sparse POD-NN. This is performed in scikit-learn
[51] by adding a constraint to the learning minimization problem, consisting in a regularization term, controlled
with an additional hyper-parameter. The values of hyper-parameters that were previously constrained can here be
increased: the maximal number of neurons is set to l = 50 for POD-s-NN, while the maximal number of layers is
set to L = 10 for POD-m-NN with a number of neurons fixed to l = 5. The L2-penalty coefficient is varied from
10−4 (low sparsity) to 104 (high sparsity). A comparison of all algorithms in terms of average RMSE and fit-time
can be found in Table 3.

Firstly, it can be noticed in Figure 3 that the worst learning is performed with m-NN (average RMSE of 10.8% in
Table 3). It might be due to the fact that available data are not sufficient for a deep network fitting. This is followed
in terms of worst performance by POD-m-NN (average RMSE of 8.1%), with the same interpretation. The other
learning choices (POD-PCE, s-NN and POD-s-NN) have global similar behaviors. Among the last three, it is noted
that s-NN performs the best for the three first dates, while it performs the worst for dates 5, 10, and 11 (Figure
3). It scores the lowest average RMSE of 6.7%, but also by far the worst fit-time (Table 3). The performances of
POD-PCE and POD-s-NN are very close, their average RMSE are 6.9% and 7%, but POD-PCE is twice faster.
Sparsity added to POD-s-NN and POD-m-NN helps reducing the errors by 0.1 and 1.2% respectively. The resulting
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RMSE are equivalent to POD-PCE using LARS, which takes much less fit-time.

Algorithm Sparsity Average RMSE Fit-time
POD-PCE LARS [3] 6.9% 11s

s-NN None 6.7% 1h47m14s
m-NN None 10.8% 20m16s

POD-s-NN None 7% 25s
POD-m-NN None 8.1% 10s
POD-s-NN L2 penalty [51] 6.9% 11m16s
POD-m-NN L2 penalty [51] 6.9% 2m48s

Table 3: Summary the performances for all tested learning algorithms.

The POD-PCE coupling methodology offers an interesting alternative to NN in terms of accuracy and fit-time
balance. It competes with POD-s-NN which is slightly less accurate, but POD-PCE is here twice-faster. Additionally,
the most optimal POD-s-NN is composed of different AFs for the different modes (combinations of logistic and
ReLu), which makes the interpretation difficult compared to polynomial patterns, and results with a superiority of
POD-PCE for physical analysis. However, these conclusions should be interpreted in light of the learning choices,
which can be improved. For example, a combination of the best single-layer networks and best multi-layer ReLu
networks can be attempted to optimize the previous set-ups. This can even be further improved by choosing PCE
or NN when appropriate. Lastly, as was the case with PCE, limitations to the previous learnings can be noted,
among which the physical parameters selection and time-lag choice for the previous field value.
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[53] P. Saini, C. M. Arndt, and A. M. Steinberg. Development and evaluation of gappy-pod as a data reconstruction
technique for noisy piv measurements in gas turbine combustors. Experiments in Fluids, 57(7) :122, 2016.

[54] P. J. Schmid. Dynamic mode decomposition of numerical and experimental data. Journal of Fluid Mechanics,
656 :5–28, 2010. doi : 10.1017/S0022112010001217.

[55] J. Schmidhuber. Deep learning in neural networks : An overview. Neural Networks, 61 :85 – 117, 2015.
ISSN 0893-6080. doi : https://doi.org/10.1016/j.neunet.2014.09.003. URL http://www.sciencedirect.com/

science/article/pii/S0893608014002135.
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3.3 Complementary data investigations using POD and vari-

ants

As mentioned in the ”Summary and discussion” part of the paper, presented in previous
Section 3.2, additional bathymetry data investigations were performed using POD, and
attempts with other decompositions for comparison, namely Kernel PCA (KPCA) and
Sparse PCA (SPCA), were given. This is therefore detailed in the following, as a com-
plement to previously presented results. Besides, a preliminary study, as perspective for
detecting optimal measurement locations using POD, is also given below.

Firstly, POD can serve as a data filtering technique. Indeed, applying it to the full
bathymetry data-set, without prior cleaning, allowed noticing outliers. Additionally, ana-
lysis of the patterns and associated coefficients has shed light on bad quality and erroneous
records. The latter mainly consisted in incomplete profiles inside the intake, which was
particularly observed for less recent measurements, previous to 2016. Relying on such
records was not an option, as resulting POD patterns were used as a dynamic basis
for the data-based model. Hence, to overcome this limitation, a Time-Restrained (T-R)
set over 2016-2018 was considered, and resulted with more physically coherent modes.
However, by proceeding in such way, too many measurements (2007-2015) had to be put
aside, which was limiting for the learning. Another option was therefore considered, called
Space-Restrained (S-R) POD, where only the high depths zone of the intake is considered,
corresponding to an area where bathymetry was always measured. The three investigation
steps, i.e. (i) outliers detection, (iv) T-R POD and (iv) S-R POD are therefore detailed
in Section 3.3.1 below.

Secondly, a brief comparison between results provided by POD (or, equivalently Prin-
cipal Component Analysis (PCA)), KPCA [161] and SPCA [106] is also presented in
Section 3.3.2. In particular, the potential of KPCA to provide more efficient decom-
positions (in terms of reduction), and the possibility of finding more physically coherent
patterns with SPCA, are of interest.

Lastly, a comparative study between POD applied to the whole bathymetry of the in-
take, and POD applied to each single-beam intake profile independently, was undertaken,
as presented in Section 3.3.3. This allows determining the most optimal measurement
locations in the intake.

3.3.1 POD for data filtering

Besides allowing Dimensionality Reduction (DR), POD can also help detecting noise in
the data by smoothing the measurements. Noise can consist in measurement inaccuracies,
or processes occurring at smaller scales, which sometimes are not of interest [119] or can
make interpretation difficult. Below is an example of noise detection in bathymetry meas-
urements using POD, with an attempt to produce the most meaningful and representative
basis of the dynamics.

Outliers detection using POD

At first, all mono-beam bathymetry measurements (a total of 163 measurements) were
considered as valuable information. They were POD processed without any filtering or
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cleaning. The first four temporal coefficients and associated spatial patterns are shown
in Figures 3.1 and 3.2 respectively. The first two temporal signals show regularity, except
for some extreme points, as circled in red in Figure 3.1-a. Specific dates investigation
showed that the latter correspond to incomplete measurements. For example, during
significant storm events, sea swell prevents the measuring boat from staying still, making
the bathymetry at intake’s entrance difficult to measure. Therefore, for these particular
dates, bathymetry profiles at the entrance were missing from the data. Due to linear
interpolation that precedes POD, performed on <8 = 100 fixed points for each profile in
order to express all measurements on the same grid and constitute a snapshot matrix
(Section 3.2), a bias consisting in artificial dynamics (e.g. extrapolation of bathymetry
from downstream to intake’s entrance) is therefore created.

(a) Coefficients 1 and 2 (b) Coefficients 3 and 4

Figure 3.1 – First four temporal coefficients of POD applied to the complete data set. Example
of an outlier date circled in red in Figure (a).

(a) Φ1 (G) (b) Φ2 (G) (c) Φ3 (G) (d) Φ4 (G)

Figure 3.2 – First four spatial patterns of POD applied to the complete data set. Values are
positive when red, negative when blue and near-zero when white.

Additionally, it can be noticed that the third and fourth temporal coefficients are
irregular. The spatial patterns in Figure 3.2 seem coherent, namely with the upstream
silting as can be seen in Figure 3.2-d.

A second POD was therefore performed on a filtered data set, composed of 156 ba-
thymetries, where the incomplete data were deleted from the snapshot matrix. The first
four temporal coefficients and associated spatial patterns are shown in Figures 3.3 and
3.4 respectively. The first two show regularity, unlike the third and fourth ones. While
the increase and decrease of the former are directly related to sedimentation/dredging,
the behavior of the latter is difficult to interpret in terms of physics. Additionally, they
easily change by data-set modification, as can be concluded by comparing Figures 3.1 and
3.3. The associated basis components, shown in Figure 3.4, also dramatically changed in
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comparison with Figure 3.2, while the first two patterns remained almost identical.

After data investigation, this behavior also showed to be generated by missing data.
In fact, measured bathymetry profiles before 2016 were not always complete. Starting
from 2016, the quality of bathymetric measurements has increased (see Figure 3.5). As a
result, bathymetry variance over the 2007-2015 period in Figure 3.5-a shows completely
different behavior from variance over 2016-2018 in Figure 3.5-b, which is once again caused
by interpolation bias. In fact, the interpolation process fills the gap by extrapolating
the values from the middle of the profile to the banks, ending with too low elevations
at the latter. The alternating complete and incomplete profile measurements, coupled to
interpolation, create artificial dynamics at the banks and therefore result with considerable
variances, as shown in Figure 3.5-a. These artificial dynamics end up in the third and
fourth POD modes as can be seen in Figure 3.2-c and Figure 3.2-d. The latter are the
statistical representation of the occurrence of incomplete measurements.

(a) Coefficients 1 and 2 (b) Coefficients 3 and 4

Figure 3.3 – The first four temporal coefficients of the POD applied to the filtered data set.

(a) Φ1 (G) (b) Φ2 (G) (c) Φ3 (G) (d) Φ4 (G)

Figure 3.4 – First four spatial patterns before and after filtering. Values are positive when red,
negative when blue and near-zero when white.

(a) 2007-2015 (b) 2016-2018

Figure 3.5 – Bathymetry variance maps over defined periods.
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To limit this bias, two alternatives are considered: (i) using quality data only by
considering a Time-Restrained data-set (T-R) on the 2016 − 2018 period; (ii) using the
complete 2007− 2018 set but Space-Restrained (S-R) to a limited area where bathymetry
is always measured. This area corresponds to the high-depths zone where sediments are
most likely to settle (lower velocities). It also corresponds to the zone of considerable
siltings where the operational dredgings are usually undertaken.

Time-Restrained POD to maximize data quality

POD is applied to a Time-Restrained (T-R) set, corresponding to good quality 2016−2018
measurements. The resulting temporal coefficients and spatial basis elements are shown
in Figures 3.6 and 3.7 respectively.

(a) T-R set Φ1 (G) (b) T-R set Φ2 (G) (c) T-R set Φ3 (G) (d) T-R set Φ4 (G)

Figure 3.6 – First four spatial patterns of the POD applied to the Time-Restrained 2016 − 2018
set (T-R). Values are positive when red, negative when blue and near-zero when white.

(a) Coefficients 1 and 2 (b) Coefficients 3 and 4

Figure 3.7 – The first four temporal coefficients of POD applied to the Time-Restrained
2016 − 2018 set (T-R). Lines correspond to the 2016-2018 POD, while dashed lines represent
the temporal coefficients obtained by projecting the 2007-2015 measurements on the 2016-2018
basis.

Firstly, while the first pattern remained almost identical to the 2007-2018 POD results
(Figure 3.4), the second pattern is impacted upstream and the third and fourth dramat-
ically changed. In particular for Mode 3, previously observed high values at the banks
in Figure 3.4-c are no longer present in Figure 3.6-c. Secondly, concerning the temporal
coefficients, no considerable change is noticed for the first two modes in Figure 3.7-a.
Conversely, the third and fourth coefficients in Figure 3.7-b are less chaotic than previous
results of Figure 3.3-b, although some peaks are still observed, probably linked to less
frequent events. Lastly, as observed in dashed lines with the projection of Figure 3.7, the
T-R POD can allow to reconstruct missing data in older bathymetry, by projecting the
latter on the construct basis.
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Space-Restrained POD to conserve the learning set size

Next, POD is applied to the Space-Restrained (S-R) bathymetry data-set. The resulting
POD basis elements are shown in Figure 3.8. Once again, the first two spatial patterns
are almost identical to previous decompositions, while the third and fourth elements dra-
matically change (although being almost identical for the S-R and the T-R POD).

(a) S-R set Φ1 (G) (b) S-R set Φ2 (G) (c) S-R set Φ3 (G) (d) S-R set Φ4 (G)

Figure 3.8 – First four spatial patterns of the POD applied to the Space-Restrained set (S-R).
Values are positive when red, negative when blue and near-zero when white.

In order to quantify the loss of information resulting from data-sets restriction (S-R
and T-R), the mean relative RMSE between measurements and POD approximations is
calculated in the common spatial area (high-depths zone), as shown in Figure 3.9.

Figure 3.9 – Comparison of the 2007 − 2018 time averaged RMSE using the full, S-R and T-R
sets for POD. Approximation rank corresponds to the used POD modes number.

Using three modes only, the RMSE is about 17 to 19 % for the three methods. Per-
formance of the S-R POD is identical to the full set POD for the first two modes. Starting
from the third mode, a difference of 1 % arises. Using 20 modes, the RMSE decreases
to about 8 % for the S-R POD, 9 % for the full POD and 15 % for the T-R POD. Use
of T-R set POD probably alters the adequacy of extracted basis to represent the whole
range of bathymetry variations. In fact, ignoring past events puts aside dynamics that did
not occur between 2016 and 2018, in particular extreme states that have greater chances
being observed over larger time windows.

A comparison between the EVR is also shown in Figure 3.10. About 99 % of EVR is
captured with 12 modes only using the S-R set, whereas the same rate requires 20 modes
for with the full set.
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Figure 3.10 – Comparison of EVR resulting from POD on the full, S-R and T-R sets. Approx-
imation rank corresponds to the used POD modes number.

S-R POD was therefore selected for the contribution of Section 3.2, as it is the most
accurate (lowest RMSE) in the interest high-depths zone. Additionally, spatial patterns
were physically interpreted. Further more, over a decade of evolution has been used
to extract the S-R POD basis under variable operational, sea and weather conditions,
conversely to the T-R set. The S-R option was therefore the most interesting in terms of
data-based learning.

3.3.2 Comparison with other decompositions

Brief comparison between POD, Kernel PCA (KPCA) [161] and Sparse PCA (SPCA)
[106] performances was attempted. More precisely, better DR and the possibility of find-
ing more physically coherent patterns were targeted.

Indeed, POD, although efficient as linear decomposition, may present two issues: (i)
for some data-sets, Dimensionality Reduction (DR) using linear techniques can be unsat-
isfactory, in the sense that the number of needed components to reach sufficient repres-
entation may be important. Consequently, reduction of the dimensionality, which is the
actual objective of such methods, is not achieved. To overcome this, KPCA applies a
non-linear transformation (e.g. polynomial, sinusoidal, etc.) to the original data-set be-
fore applying POD (or PCA). This sometimes helps spanning the non-reducible subspace
(in linear terms, which means that non-linearities are significant), to a linearly reducible
space; (ii) POD components are mathematically optimal in terms of data compression.
Their interpretation is however not always possible in terms of physics. It may sometimes
be interesting to sacrifice Dimensionality Reduction (DR) for physical significance of the
patterns. In SPCA, an !2 penalty is added to the optimization, which reduces the amp-
litude of non-significant modes. This helps maximizing the chances of obtaining physically
interpretable patterns. Hence, comparison between POD, KPCA [161] and SPCA [106]
was attempted. The python library Scikit-learn [190] (https://scikit-learn.org) was
used for this purpose. It should be noted that while data were not centered before apply-
ing POD in previous investigations, the mean was here automatically deduced from the
snapshot matrix using Scikit-learn PCA subroutines.

Firstly, relative RMSE between measurements and their transformed versions using
Scikit-learn’s PCA and KPCA, were compared in Figure 3.11. This allows to evaluate the
performance of each decomposition in terms of data compression. In particular, polyno-
mial and cosine kernels where attempted. It can be noticed that KPCA using polynomial
kernel, can be more interesting in terms of DR for low rank approximations (up to 6

https://scikit-learn.org
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modes). However, it is later outperformed by PCA, for example for 11-Mode approxima-
tions, used in the ML proposed in Section 3.2.

Figure 3.11 – Comparison of time averaged relative RMSE between full field and field reconstruc-
tion from reduced vectors, provided by PCA, and KPCA with cosine and polynomial kernels,
using Scikit-learn [190].

Secondly, spatial patterns are compared between PCA and SPCA in Figure 3.12.

(a) PCA - Φ1 (G) (b) PCA - Φ2 (G) (c) PCA - Φ3 (G) (d) PCA - Φ4 (G)

(e) SPCA - Φ1 (G) (f) SPCA - Φ2 (G) (g) SPCA - Φ3 (G) (h) SPCA - Φ4 (G)

Figure 3.12 – Spatial patterns comparison between PCA and SPCA applied to the intake bathy-
metry, using Scikit-learn [190]. Values are positive when red, negative when blue and near-zero
when white.

Slight changes can be noticed, namely emphasis on the sedimentation in front of the
pumps in Mode 2, and a less noisy pattern for Mode 4. However, no drastic change or
supplement of interpretation could here be made. Therefore, classical POD was selected
for the data-based model. Most importantly, it is purely linear and its patterns are
orthogonal, which allowed efficient coupling and interpretation with PCE.

3.3.3 Detection of optimal measurement locations using POD

A comparison between POD reduction applied to the whole intake bathymetry on the one
hand, and applied to each single-beam intake profile independently on the other hand,
was undertaken. The main difference consists in the used snapshot matrix. Columns of
the latter are realizations of the whole field for the POD used in the previously presen-
ted data-based learning, in Section 3.2. For the independent profile POD, 39 snapshot
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matrices are set, each of them corresponding to a given profile, and containing realizations
of the latter. These snapshot matrices are then POD reduced independently.

The undertaken spatial localisation is not interesting in terms of learning as it dra-
matically increases the number of POD expansion components. However, it was used as
a first attempt to detect optimal measurement locations in the intake. More precisely,
correlations between the dynamics of the whole field and the dynamics of single profiles
were sought, through comparison of POD patterns.

Hence, Pearson correlations, defined in Equation 2.8, were calculated between the
whole bathymetry POD coefficients, and the profiles POD coefficients, using extracted
values over the 2007-2018 set. A plot is shown in Figure 3.13 for the first four modes. For
example, Profile 18, located in the middle of the intake approximately, maximizes the first
and second modes correlations with the whole bathymetry, while the upstream Profile 3
is more interesting to capture Mode 4 variations. However, it should be kept in mid that
this is only a basic investigation as Pearson coefficients only detect linear relationships.

(a) Coefficient 1 (b) Coefficient 2

(c) Coefficient 3 (d) Coefficient 4

Figure 3.13 – Pearson correlations between temporal coefficients of the whole intake bathymetry
POD, and POD applied to each single-beam profile independently.

This investigation allows to deduce correlations between the dynamics of the whole field
and the dynamics of single profiles. By maximizing the correlations, the most informative
profiles can be targeted for measurements. As an example, the possibility of installing a
permanent device in the intake, in order to track a given profile evolution, was considered
by the plant stakeholders. If the spatial location related to maximal correlations, shown
in Figure 3.13, can be targeted, then the whole bathymetry field can be reconstituted.
This can be performed by providing a first guess of the whole bathymetry POD expansion
coefficients, based on previously established correlations (e.g. linear model with disper-
sion). This first guess would of course be uncertain. However, it can for example be used
as a prior for DA with the POD-PCE data-based model, in order to obtain a posterior
estimate with reduced uncertainties.
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3.4 Summary

Throughout this chapter, it was shown that coupling between POD and PCE techniques
is not only valuable as ML, but can also help interpreting the dynamics. Spatial distribu-
tion of the sedimentation in the intake was deduced, as well as corresponding EVR that
quantify the importance of each sedimentation pattern. Additionally, dependency of the
sedimentation to hydrodynamic and meteorological conditions was also quantified using
ranking indices.

While POD-PCE helped understanding the dynamics of sedimentation at measure-
ments spatio-temporal scales, other physical questions remain unanswered. For example
(i) determining the predominant sediment transport processes (bed-load vs. suspension)
can be of importance to design new measurement campaigns and (ii) understanding the
dynamics at smaller scales, for example through a given storm event (hours) can be use-
ful to propose a complete predictive tool. For these reasons, a process-based model can
complete the data-based exploration.

However, the process-based model at hand (Chapter 1) uses approximations and un-
known parameters. In particular, uncertain modelling choices should be made. Hence,
Uncertainty Quantificiation (UQ) studies should be undertaken. Hence, the uncertainties
of tidal modelling, related to common modelling choices (friction closures, domain exten-
sion), were investigated in Chapter 4. POD was used for comparison between numerical
and measurement data patterns, and jointly employed with PCE for sensitivity analysis.



Chapter 4

Sensitivity of tidal modelling in coastal
configurations

La modélisation numérique de la marée repose sur des équations à base de processus phy-
siques, qui sont sujettes aux incertitudes causées par les choix de modélisations et les lois
de fermetures utilisés. Dans ce chapitre, les incertitudes liées au modèle de frottement et
au choix de la taille du domaine de calcul sont investiguées. La Réduction de Dimension
(DR) et la métamodélisation spectrale stochastique, en particulier la Décomposition Or-
thogonale en modes Propres (POD) et l’Expansion par Polynômes du Chaos (PCE), sont
utilisées pour comparer de manière efficace les résultats numériques aux données de cam-
pagne de mesures. Une étude de Quantification d’Incertitudes (UQ) est ainsi proposée.

Numerical modelling of tides relies on physical process-based equations, that are sub-
ject to uncertainties caused by modelling choices and used closure relationships. In this
chapter, the uncertainties related to the choice of friction closure relationship and compu-
tational domain extension are investigated. Dimensionality Reduction (DR) and spectral
stochastic metamodelling, and in particular Proper Orthogonal Decomposition (POD)
and Polynomial Chaos Expansion (PCE), are used to efficiently compare numerical res-
ults to field survey data. An Uncertainty Quantification (UQ) study is hence proposed.
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4.1 Motivations

The process-based model described in Chapter 1 can be of great value for physical invest-
igations concerning the intake’s sedimentation. As an example, an objective would be to
produce a trustworthy hydro-morphodynamic numerical configuration, where an intake
calculation domain, as represented in Figure 4.1, can be used for operational prediction
and analysis.

(a) Channel model

Figure 4.1 – Example of meshed calculation domain for the intake with adequate Boundary
Conditions (BC).

However, many parameters for such a numerical model are unknown/uncertain (e.g.
sediment diameter, Initial Conditions (IC), etc.). For example, the cross-sectional ve-
locity profile at the entrance, corresponding to sea hydrodynamic forcing BC in Figure
4.1, must be determined. To this end, a common practice consists in determining the
flow field from large scale models, in order to provide a suitable velocity distribution
and water depth at intake’s inflow. However, the choice of modelling domain extension
is uncertain, and therefore produces uncertain BC at intake’s entrance. The objective is
therefore to quantify such an uncertainty, that originates from common modelling choices.

In the following, deterministic investigations are first shown in Section 4.2. Sensitivity
of the tidal modelling to mesh refinement and domain size extension are discussed. These
results allow to design UQ study experiments, conducted in Section 4.3 and presented
in the form of a conference article [171] for the Telemac User Conference (TUC) 2020.
Lastly, complementary results concerning the uncertainty of intake’s sea BC (Figure 4.1)
are presented in Section 4.4.

4.2 Deterministic investigations

As a first attempt to numerical modelling of tidal currents at intake’s vicinity, determin-
istic comparisons with different set-ups were undertaken. Mesh convergence study, which
is important for the trustworthiness of conclusions, is presented in Section 4.2.1. Sens-
itivity of the model to computational domain extension is described in Section 4.2.2. A
converged mesh and four domain extensions are then selected for UQ study in Section
3.2.



153
CHAPTER 4. SENSITIVITY OF TIDAL MODELLING IN COASTAL

CONFIGURATIONS

4.2.1 Mesh convergence study

A mesh convergence study is performed on a computational domain, with 2 km offshore
distance from the intake, and 2 km longshore distances west and east of the intake. The
coarsest mesh configuration is as follows: a mean edge size of 200 m is set at the sea
BC, 10 m at the intake’s lateral boundaries, and 2 m at the pumps BC. Finer mesh con-
figurations consist in successive divisions of elements sizes by 2 (e.g. 100 m at sea , 5
m at intake’s walls and 1 m at pumps). Five mesh configurations are tested, designated
according to edge size at sea BC (200, 100, 50, 25 and 12.5 m). To assure smoothness
of the spatial discretization, a gradation coefficient is used to provide continuous element
size distribution from the pumps to the sea. This coefficient varies from 1.08 to 1.05
and is chosen to guarantee a good quality of the mesh (e.g. avoid degenerate, highly
skewed elements). Time step of 0.4 B is selected for the 200 m mesh, in order to keep the
Courant–Friedrichs–Lewy (CFL) number below 1. When dividing mesh size by two, the
time step is divided by two as well, to guarantee constant CFL for mesh convergence study.

A coarser mesh of size 400 m is used to interpolate raw bathymetry data. This provides
a bathymetry map that can be used with either of the above meshes, ensuring that trans-
ition from coarser to finer meshes does not imply additional bathymetry details. Indeed,
any changes would influence the Shallow Water Equations (SWE) source term as formu-
lated in Equation 1.6, and therefore the modelled physics. For this first investigation,
bed shear stress is modelled using the Strickler formulation as shown in Equation 1.9,
where a value of  = 65 m1/3/s is expertly set, based on previous calibrations. Two-days
simulations (48 hours) using these configurations are launched. To guarantee the flow
initialization, only the last tidal period is analyzed, at key times: High Tide (HT), Half
Falling Tide (HFT, or ebb), Low Tide (LT) and Half Rising Tide (HRT, or flood).

Simulated results show no differences on free-surface values. Hence, only velocity
values are compared hereafter. Velocity magnitude is extracted at cross-sectional profile
located at intake’s entrance. Results are shown in Figures 4.2 and 4.3 at HT and LT
respectively, where D denotes the average magnitude of depth-averaged velocity. The color
scale indicates velocity magnitude values, while profile deviation from average illustrates
the spatial distribution of velocity. Mesh sizes are ordered along the x-axis.
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Figure 4.2 – Velocity magnitude at intake’s entrance cross-shore profile with different meshes,
at HT.
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Figure 4.3 – Velocity magnitude at intake’s entrance cross-shore profile using different meshes,
at Low Tide (LT).
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Figure 4.4 – Velocity magnitude at intake’s entrance cross-shore profile using different meshes,
at Half Falling Tide (HFT).
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Figure 4.5 – Velocity magnitude at intake’s entrance cross-shore profile using different meshes,
at Half Rising Tide (HRT).

The velocity profile shape changes from coarser meshes (left hand side of Figures 4.3
and 4.2) to finer meshes. Numerical results obtained with the last three mesh discretiz-
ations show similarities, indicating convergence. Average velocity difference between the
50 m mesh and the 12.5 m mesh (considered as a reference) amounts to −18, 75% at HT
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(lower velocities) and −10.42% at LT (higher velocities). The coarser mesh underestim-
ates, in average, the computed velocities at both characteristic times. Velocity extrema
are moving transversely refining the mesh. This is more visible at HT (Figure 4.2), where
the average velocity magnitude is lower. Meshes of sizes 50, 25 and 12.5 m give compar-
able results, namely at LT (Figure 4.3), where velocity distribution differs with meshes of
sizes 200 and 100 m at left bank. A similar plot is shown for interest times HFT and HRT,
in Figures 4.4 and 4.5 respectively. Same conclusions hold: more similarity is observed
for the last three meshes, with a gradual shift in the profiles shape.

This analysis showed that convergence with spatial discretization is observed, for
meshes with typical element size of approx. 50 m at sea, 2.5 m at intake’s walls and
0.5 m at pumps. This configuration is therefore selected for the remaining investigations
below. Nevertheless, slight differences may still be noted with finer mesh discretizations,
and should be kept in mind.

4.2.2 Domain size influence study

The domain extension influence is assessed on deterministic simulations, using the 50 m
mesh (50 m at sea BC, 2.5 m at intake’s walls, and 0.5 m at pumps BC). Domains are
denoted by the offshore distance from intake’s entrance. For example, domain of size 2 km
designates the previously described 2 :< × 2 km domain (offshore × longshore distance
to east/west). Size 10 km designates a domain of size 10 :< × 10 km, constructed in the
same manner. It should be highlighted that widening the domain inevitably introduces
additional physics, such as the development of bigger flow structures, in addition to mod-
elling larger scale bathymetry patterns. In order to assess the influence of domain size
on simulated currents, calculations are first conducted without friction, in order to avoid
additional dissipation of energy induced by friction. Simulations without friction are then
compared to simulations with a Strickler closure using a coefficient  = 65 m1/3/s, as
previously explained.

Firstly, velocity profiles from simulations without friction effect are shown at HT and
LT in Figures 4.6 and 4.7 respectively. At HT, a classification of behaviors with domain
size ranges is visible. For example, medium scale sizes 2, 3 and 4 km follow an increasing
velocity trend in the middle of the profile.
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Figure 4.6 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations without Friction, at High Tide (HT).
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Figure 4.7 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations without Friction, at Low Tide (LT).
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Figure 4.8 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations without Friction, at Half Falling Tide (HFT).
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Figure 4.9 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations without Friction, at Half Rising Tide (HRT).

At LT, where velocities are higher, there seems to be a domain size convergence. In-
deed, only the first three small smallest (0.05, 0.25 and 0.5 km) differ from the others
in terms of average and spatial distribution. Domains of larger extension have the same
behavior except for the 2 km one that stands out. Results at HFT and HRT are also
shown in Figures 4.8 and 4.9 respectively. Once again, the domains of sizes 2, 3 and 4 km
behave the same at HFT, and constitute a transition zone to a convergence at HRT.
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Results of simulations using Strickler’s formula are for example shown at HT and LT
in Figures 4.10 and 4.11 respectively. Friction effect is noticeable on the 2 km domain.
Not only it completely changes the shape of the profile, but it also impacts the average
velocity, making it nearly identical to the 1 km domain. Friction moderates the velocities
from sea BC to intake’s entrance. The higher the velocity values, the bigger the influence
of friction. Indeed, bed shear stress is a quadratic function of velocity (Equation 1.7).
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Figure 4.10 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations with Friction, at High Tide (HT).

0.05 0.25 0.5 0.8 1 2 3 4 5 6 7 8 9 10
Domain extent [km]

0

20

40

60

80

100

Ri
gh

t t
o 

le
ft 

ba
nk

 d
ist

an
ce

 [m
] 

u
=

0.
42

 m
/s

u
=

0.
40

 m
/s

u
=

0.
41

 m
/s

u
=

0.
42

 m
/s

u
=

0.
42

 m
/s

u
=

0.
41

 m
/s

u
=

0.
43

 m
/s

u
=

0.
43

 m
/s

u
=

0.
43

 m
/s

u
=

0.
43

 m
/s

u
=

0.
42

 m
/s

u
=

0.
43

 m
/s

u
=

0.
42

 m
/s

u
=

0.
42

 m
/s

0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
> 1

Ve
lo

cit
y 

m
ag

ni
tu

de
 [m

/s
]

Figure 4.11 – Velocity magnitude at intake’s entrance cross-shore profile using different domain
extensions, for simulations with Friction, at Low Tide (LT).

As a conclusion, the choice of domain extension might have considerable influence on
the velocity magnitude and shape at intake’s entrance. Velocities can be controlled using
friction. This implies that friction should be calibrated whatever the domain extension.
However, same friction value does not imply same result with different domain sizes. This
raises questions about the uncertainty implied by domain extension and friction formula
choice and calibration. Hence, a UQ study is undertaken in the following, using four
representative domains of different extensions: (i) the 800 m domain, considered as small
scale; (ii) the 2 km, called medium scale, selected to investigate its particular behavior;
(iii) two large scale domains of sizes 7 and 8 km selected for comparison.
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Abstract—Hydrodynamic models are increasingly used in 

operational industrial contexts for prediction and analysis 

purposes, including risk assessment and design optimization. In 

the modelling phase, expertly made choices can have 

consequences on either computational cost (i.e. mesh resolution, 

domain size, etc.), or closures to unknowns and their parameters 

(friction, turbulence, etc.). These choices are examples of 

epistemic uncertainty in hydrodynamic applications. 

Simultaneously, in the last few years, field measurements have 

become more accessible, giving the opportunity to deepen 

validation processes, and to challenge standard modelling 

practices based on expert judgement. 

In this study, a sensitivity analysis to modelling choices such as 

domain extent and friction closure formulas is assessed in the 

context of tidal forcing in a coastal area. Comparison to field 

measurements of free surface and velocity components is 

performed using Dimensionality Reduction (DR), by means of 

Proper Orthogonal Decomposition (POD).  

Firstly, numerical simulations with small, medium and large 

scale computational domains and two different friction 

parameterizations (i.e. Strickler and Colebrook-White), are 

performed and statistically compared. For this purpose, Monte 

Carlo (MC) simulations are launched for each modelling 

configuration, using samples of uncertain friction parameters 

and tidal boundary conditions. The different behaviors are 

therefore analyzed using comparative statistics on the available 

measurement points (average, confidence intervals, etc.). 

Secondly, using POD, the behavior of each configuration, over 

the space of all possible events, is reduced to few representative 

components, commonly called modes or patterns. These modes 

are mutually compared for the different configurations, as well 

as to POD modes deduced from a distinct analysis on field 

measurements. A sensitivity analysis on POD modes using Sobol’ 

indices shows that the chosen configurations can have different 

sensitivities to the same uncertain input parameters. This 

suggests that a calibration procedure might respond to different 

control parameters depending on the modelling choices. 

Consequently, the optimal estimates found from one 

configuration to the other, may differ.  

 

I. INTRODUCTION 

Shallow Water Equations (SWE) are commonly used in 
coastal applications as good compromise between precision 
and computational cost. However, modelling a real case 
application is not always trivial. For example, the influence of 
the computation domain extension on the results is in general 
poorly evaluated, and the uncertainty implied by source terms 
closures, for example friction, is often overlooked. In the 
absence of alternatives, these choices are determined by expert 
opinion. In particular, calibration of the model on 
measurements is used to justify the model’s capacity to 
provide physically coherent information, and therefore its 
predictive capability. The fitted model is then used to analyze 
the flow between calibration points. However, the equivalence 
between good-fit and accuracy can be questioned. For 
example, friction is often calibrated to fit measurements at 
different stream points, spatially or temporally distributed, as 
in [4, 10]. It is then assumed that the bed and the flow 
characteristics are uniformly distributed between the 
calibration points, and that the model is trusted for the other 
choices, namely domain size. This of course is a strong 
assumption. 

The goal of the present study is to analyze the uncertainty 
resulting from common modeling choices: domain size and 
friction closure. For this purpose, four domain extents are 
compared, and two friction formulas are confronted. Different 
challenges are however encountered. Firstly, realistic 
hydrodynamic cases are high dimensional, i.e. they involve 
numerous parameters, and the response is spatio-temporal, 
which makes pointwise analysis difficult. Secondly, 
measurements are also spatio-temporal fields and are 
sometimes noisy. Proper Orthogonal Decomposition (POD) 
is therefore used to reduce the dimensionality of the 
numerical output on one hand, and to reduce and smoothen 
the observation on the other hand. This makes the comparison 
of uncertainties resulting from different model choices easier. 
Indeed, POD is respectively applied on the numerical model 
results and on observations. The resulting patterns are 
confronted. Then, the coefficients associated to the numerical 
POD patterns are learned using PCE (Polynomial Chaos 

CHAPTER 4. SENSITIVITY OF TIDAL MODELLING IN COASTAL
CONFIGURATIONS 158



2020 TELEMAC User Conference Antwerp, BE, 15-16 October, 2020 

 

 

Expansion), to provide a meta-model that helps perform low 
cost Sensitivity Analysis (SA) [13, 14], and can be used to 
replace the model for fast calibration.  

Last, besides patterns comparison, the most influencing 
parameters for each modeling configuration are optimally 
calibrated and compared. A 3DVAR algorithm is used [15], 
even though measurements are distributed in time. This is 
made possible thanks to POD that reduces the temporal 
behavior over the simulation window to few scalars instead 
of a high dimensional time series. 

 An example of a power plant’s cooling intake, located in 
a coastal area is studied as an application case. The intake 
provides the plant with water via a pumping system. The 
study of the intakes hydrodynamics is of industrial interest, 
but the external currents should be trustworthy. 
Hydrodynamic uncertainty should therefore be quantified. 
Five measurement points are available off the coast, and 48 
hours simulations are launched for the uncertainties 
investigation.   

This paper is organized as follows. Firstly, theoretical 
background on hydrodynamic modeling, Uncertainty 
Quantification (UQ), using PCE, POD, SA and 3DVAR are 
shortly described in Section II. Secondly, modeling 
uncertainties are investigated in Section III, using four 
domain extents and two friction closures. Thirdly, optimal 
calibration results are compared for the modeling settings in 
Section IV. Lastly, a conclusion is given in Section IV. 

II. MATERIALS 

A. Shallow Water Equations 

Shallow Water Equations (SWE) are obtained by depth-
averaging the three-dimensional Reynolds-averaged free-
surface Navier-Stokes equations, allowing the representation 
of almost-horizontal, two-dimensional (2D), shallow flows 
[1]. The mass and momentum conservation equations are 
defined in (1), where the system unknowns are the velocity 
components 𝒖 = (𝑢, 𝑣)𝑇  along the Cartesian 
coordinates (𝑥,𝑦) and the free surface elevation 𝜂 ≔ ℎ + 𝑏, 
with ℎ the water depth and 𝑏 the bottom elevation. The 
gravitational acceleration 𝑔 and the water density 𝜌 are 
considered constant. Vector 𝝉𝒃 denotes the bottom shear 
stress, vector 𝑭 represents external forces (Coriolis, surface 
tension, wave radiation, etc.), and  𝜈𝑒 is the effective viscosity 
accounting for kinematic, eddy and “dispersion” viscosity, the 
latter resulting from the vertical integration.  

{

𝜕ℎ

𝜕𝑡
+ ∇. (ℎ𝒖) = 0

𝜕(ℎ𝒖)

𝜕𝑡
+ ∇. (ℎ𝒖 ⊗ 𝒖) = −𝑔∇𝜂 −

𝝉𝒃

𝜌
 +

ℎ𝑭

𝜌
 +  ∇. (ℎ𝜈𝑒∇𝒖)



In this work, the external forces are omitted and the 
effective viscosity is set to water’s kinematic viscosity for 
simplicity. While this is practical for a first investigation of the 
model’s behaviour in a UQ framework, it is worth mentioning 
that the omitted terms are physically important and must, in 
principle, be considered. The bottom shear stress and the 
hydrodynamic Boundary Conditions (BC) need closure. 

Physical parameterizations are generally used, here considered 
uncertain, and discussed in the following in Subsection B. 

B. Uncertain friction and boundary conditions 

1) Friction: Bed shear stress is unknown and needs 

closure. It is capital for environmental applications, as it has 

considerable influence on the flow because of the energy 

dissipation it induces [2]. Its exact formulation remains 

unknown, but many formulas can be found in literature, with 

specific calibration parameters. It is generally expressed as in 

(2), where 𝐶𝑓 is a dimensionless friction coefficient. 

 𝝉𝒃 =
1

2
𝜌𝐶𝑓|𝒖|𝒖 

Literature formulas for 𝐶𝑓 are either empirical or semi-

empirical [2]. One of the most widely used empirical formulas 
is Strickler’s model (3) (or Manning-Strickler in the Anglo-
Saxon terminology, as explained in [3]). Coefficient B takes 

values in the range [21.1, 26.613] 𝑚1/2𝑠−1 and 𝑘𝑠 is the bed 
roughness height, often set to the median bed grain size [3]. 
The formula is usually written as a function of the so-called 

Strickler coefficient 𝐾 ≔ 𝐵/𝑘𝑠
1/6

. It can be noted that 
equivalence with Nikuradse is assured for the particular 

value 
𝑘𝑠

ℎ
= 0.037, if and only if B=26.613 (developments in 

[19]). 

 𝐶𝑓 =  
2𝑔

𝐵²
(

𝑘𝑠

ℎ
)1/3 

Semi-empirical formulas express the impact of near-bed 
turbulence on bed resistance to the flow. Indeed, not only 
turbulence modifies the currents in the water column, but the 
turbulence regime also changes the bed resistance [3]. For 
example, Colebrook-White’s implicit formula (4) can be used, 
where 𝐵1, 𝐵2 and 𝐵3 are dimensionless, with values 
respectively in the ranges [2, 2.14], [0, 7.17] and                
[8.888, 14.83], as reported by Yen [5].  

 𝐶𝑓 =  
𝜆

4
=

1

4  (−𝐵1log (
1

𝐵2

𝑘𝑠
ℎ

+
𝐵3

𝑅𝑒√𝜆
))²

 

For both formulas, 𝑘𝑠 must be defined. This variable is 
often adopted as a calibration parameter, although being 
physically complex to describe, as it results from different 
contributions (e.g. skin friction, bed forms dissipation, etc.) 
[6]. For coastal applications, van Rijn [6] proposes the 

formula 𝑘𝑠 = √(𝑘𝑠
𝑐)² + (𝑘𝑠

𝑚𝑟)² + (𝑘𝑠
𝑑)², where the total 

roughness 𝑘𝑠 is induced by ripples 𝑘𝑠
𝑐 , mega-ripples 𝑘𝑠

𝑚𝑟
and 

dunes 𝑘𝑠
𝑑

. Using the bounds reported in [6] for each 
component, the variation interval 𝑘𝑠 ∈ [0.00064, 1.023] 𝑚 is 
obtained. 

2) Tidal Boundary Conditions: Tidal forcing are usually 

imposed as BC in coastal applications. In this study, the 

TPXO data-base is used [7], particularly the European Shelf 

(ES) local model within TELEMAC-2D [8]. The 

hydrodynamic unknowns at the boundary are modelled as a 

superposition of harmonic components, as in (5) and (6),  

 𝐹(𝒑, 𝑡) =  ∑ 𝐹𝑖(𝒑, 𝑡) 

𝐹𝑖(𝒑, 𝑡) =  𝑓𝑖(𝑡) 𝐴𝐹𝑖
(𝒑)𝑐𝑜𝑠(

2𝜋𝑡

𝑇𝑖
− 𝜙𝐹𝑖

(𝒑)  + 𝑢𝑖
0 + 𝑣𝑖(𝑡)) 
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where the term F at point p and time t represents the unknown 
(velocity component and/or water depth), 𝐹𝑖 a harmonic  
component with constant period 𝑇𝑖 , amplitude 𝐴𝐹𝑖

, phase 𝜙𝐹𝑖
, 

phase at origin of times 𝑢𝑖
0, and temporal nodal factors 𝑓𝑖(𝑡) 

and 𝑣𝑖(t). Thompson’s method is then used to prescribe BC 
[9], and three parameters, denoted CTL (Coefficient of Tidal 
Level), MTL (Mean Tidal Level) and CTV (Coefficient of 
Tidal Velocity), can be used to calibrate the BC on 
measurements, as in (7) and (8). For example, MTL allows to 
account for seasonal variability (effect of thermal expansion, 
salinity variations, air pressure, etc.) in addition to long-term 
sea level rise resulting from climate change [17]. 

 ℎ(𝒑, 𝑡) =  𝐶𝑇𝐿 × ∑ ℎ𝑖(𝒑, 𝑡) − 𝑧𝑓 + 𝑀𝑇𝐿 

 𝒖(𝒑, 𝑡) =  𝐶𝑇𝑉 × ∑ 𝒖𝑖(𝒑, 𝑡) 

In this study, MTL variation interval is deduced from 
measurements (Section III.A) as [4.0 m CM, 6.0 m CM], 
whereas the non-dimensional parameters CTL and CTV are 
expertly determined and respectively set to [0.8, 1.2] and [0.8, 
3.0]. Using these bounds, the measurements fall within the 
simulated min-max interval (see Fig. 3).  Coefficients MTL, 
CTL and CTV can be used to compensate the effects of storm 
and surge (atmospheric and wave setup), as the latter are not 
modelled and not taken into consideration in the TPXO data-
base.  

C. Uncertainty Quantification 

The objective of UQ studies is to determine the impact of 
uncertain inputs or model on the uncertainty of simulated 
output. Firstly, an identification and quantification of 
uncertainty sources should be performed, as done in 
Subsection B. Here, in the absence of other information, 
Uniform densities are deduced from literature value ranges for 
each variable (Subsection B). Secondly, Monte Carlo (MC) 
simulations are realized. A random sample of the uncertain 
inputs of size 1000 is generated with the Uniform laws, and 
corresponding calculations are launched. Thirdly, MC outputs 
are analysed. Statistics such as mean and standard deviation 
can be calculated, and the overall behaviour can be analysed, 
for example by reducing the output’s space to representative 
components using Proper Orthogonal Decomposition (POD), 
described in Subsection D.1. Additionally, Sensitivity 
Analysis (SA) is performed to rank the uncertain inputs by 
their influence on the output. For this purpose, Polynomial 
Chaos Expansion (PCE) can be used to calculate Sobol’ 
indices, as explained in Subsections D.2 and D.3.  

Lastly, once the most influencing parameters are 
identified, they can be used to fit the model on measurements. 
For example, optimal methods like 3DVAR, shortly described 
in Subsection D.4, can be used. This gives a best estimation 
for parameters as well as associated confidence intervals. The 
latter are generally much narrower than the initial UQ 
intervals, which reduces uncertainty.  

1) Proper Orthogonal Decomposition: The goal of POD 

is to extract patterns of a continuous bi-variate function. 

These patterns, when added and multiplied by adequate 

coefficients, explain the main dynamics. Let 𝒖: Ω × 𝕋 →
 𝔻 = 𝐼𝑚(𝑢)  be a continuous function of two 

variables 𝜖 , 𝛿 𝜖  Ω × 𝕋. The following relationships and 

properties hold for any Ω × 𝕋 and Hilbert space 𝔻 

characterized by its scalar product (. , . )𝔻 and induced 

norm ‖ . ‖𝔻. For example, this could concern the reduction of 

a temporal series, controlled by stochastic parameters (𝜖 =
{𝑡1, … , 𝑡𝑛} and 𝛿 = {𝜃1, … , 𝜃𝑉}), where 𝔻 is a set of scalar 

real values or vector real values (e.g. ℝ or ℝ2).  POD consists 

then in an approximation of 𝒖(𝜖, 𝛿) at a given order  𝑑 ∈ ℕ∗ 

[11] as in (9), 

          𝒖(𝜖, 𝛿) ≈  ∑ 𝑣𝑘(𝛿)𝜎𝑘𝝋𝒌(𝜖)𝑑
𝑘=1 ,        (9) 

where {𝒗𝑘(𝛿)}𝑘=1
𝑑 ⊆ 𝒞(𝕋, ℝ) and {𝝋𝒌(𝜖)}𝑘=1

𝑑 𝒞(Ω, 𝔻), with 
𝒞(𝔸, 𝔹) denoting the space of continuous functions defined 

over 𝔸 and arriving at 𝔹, and {𝜎𝑘}𝑘=1
𝑑 ⊆ ℝ. The objective is 

to identify {𝝋𝒌(. )}𝑘=1
𝑑  that minimizes the distance of the 

approximation to the true value 𝒖(. , . ), over the whole Ω × 𝕋 

domain, with an orthonormality constraint for {𝝋𝒌(. )}𝑘=1
𝑑  

using the scalar product (. , . )𝔻. This can be defined, in the 
least-squares sense, as a minimization problem. 

The minimization problem is defined for all orders 𝑑 ∈
ℕ∗, so that the members 𝝋𝑘 are ordered according to their 

importance. The family {𝝋𝑘(𝜖)}𝑘=1
𝑑  is called the POD basis. 

The solution to this problem is well established [11, 12]: the 
POD basis of 𝔻 of order 𝑑 is the set of orthonormal 
eigenvectors of an operator ℜ: 𝔻 →  𝔻 defined as ℜ(𝝋) =
〈(𝒖, 𝝋)𝔻 × 𝒖〉𝕋, if the eigenvectors are taken in decreasing 

order of corresponding eigenvalues, which are {𝜆𝑘 = 𝜎𝑘²}𝑘=1
𝑑 .  

An accuracy rate, also called Explained Variance Rate (EVR), 
can be calculated as ∑ 𝝀𝒌𝒌≤𝒅 / ∑ 𝝀𝒌

+∞
𝒌=𝟏 , which tends to 1 

(perfect approximation) when d tends to +∞. Each 𝝀𝒌 
represents the variance proportion carried by mode k. When a 
given 𝑑 ≪ min (dim (𝔻), dim (𝕋)) corresponds to a high 
accuracy rate, we speak of dimensionality reduction.  

2) Polynomial Chaos Expansion: The idea behind 

Polynomial Chaos Expansion (PCE) is to formulate an 

explicit model that links a variable (output) to conditioning 

parameters (inputs), both living in a probability space. The 

interest variable denoted 𝒀 and the input parameters denoted 

𝛉 =  (θ1, θ2, … , θ𝑉) are characterized by a given density. The 

models response can be approximated as in (10),      

    𝒚 =  ℳ(𝛉) = ℳ0 + ∑ ℳ𝑖(θ𝑖)
𝑉
𝑖=1 +

 ∑ ℳ𝑖,𝑗(θ𝑖 , θ𝑗)1≤𝑖<𝑗≤𝑉 + ⋯ +  ℳ1,…,𝑉(θ1, θ2, … , θ𝑉) , (10) 

where ℳ0 is the mean of  𝒚 and ℳ𝐼⊆{1,…,𝑉} is the common 

contribution of variables 𝐼 ⊆ {1, … , 𝑉} to 𝒚. For PCE, these 
contributions have a polynomial form, as in (11), 

  𝒚 =  ℳ(𝛉) =  ∑ 𝑐𝛼𝜁𝛼(θ1, θ2, … , θ𝑉)|𝛼|≤𝑃  ,       (11) 

with 𝛼 =  {𝛼1, … , 𝛼𝑉} and |𝛼| = ∑ 𝛼𝑖
𝑉
𝑖=1 , defining a 

multivariate polynomial basis {𝜁𝛼 , 𝛼  ∈ ℕ𝑉 𝑎𝑛𝑑 |𝛼| ∈

{0, … , 𝑃}} as 𝜁𝛼(θ1, θ2, … , θ𝑉) =  ∏ 𝜉𝛼𝑖

(𝑖)
(θ𝑖)

𝑉
𝑖=1 . For each 

parameter θ𝑖, {𝜉𝛼𝑖

(𝑖)
, 𝛼𝑖 ∈ {0, … , 𝑃}} is an orthonormal 

polynomial basis, and 𝑃 ∈ ℕ is a chosen polynomial degree.  

𝑐𝛼 are deterministic coefficients that can be estimated using 

different methods. In this work, the Least Angle Regression 
Stagewise method (LARS) is used to construct an adaptive 
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sparse PCE. Further details on PCE in general and LARS in 
particular can be found in [20].  

3) Sensitivity Analysis: PCE can be used with variance 

decomposition [13, 14] to analyse the influence of the inputs 

variances on the output’s variance [14]. For the general case 

of a multivariate model written as in (10), the contribution of 

the polynomial indexed by 𝛼 , to the output y can be 

computed in terms of variance, as in (12), 

𝑆𝛼 =
𝑉𝑎𝑟[𝑐𝛼𝜁𝛼]

𝑉𝑎𝑟[𝒚]
=  

𝑐𝛼²

∑ 𝑐𝛽²
|𝛽|≤𝑃

 ,       (12) 

where 𝑆𝛼 are the well-known Sobol’ indices [14]. Adding 

them for all the polynomials that contribute to y equals 1. They 
allow to rank all terms by their relative contribution to y. The 
contributions can either be: (i) analysed for each polynomial; 
(ii) used to compute the 1st order contribution of a variable θ 𝑖 
alone (1st Sobol’ index denoted 𝑆𝑖) by adding the monomial 
contributions only; (iii) or used to compute the total 

contribution of θ 𝑖  (total Sobol’ index denoted 𝑆𝑖
𝑇)  by adding 

the contributions of all polynomials involving θ 𝑖. 

4) Optimal Calibration using 3DVAR: An automatic 

algorithm is here used for inverse parameters estimation from 

observations and a numerical model. On the first hand, 

observations are not perfect. On the other hand, one may have 

a first guess for the parameters (physical knowledge, previous 

simulations, etc.), but the latter is uncertain. In order to find 

the best compromise between measurements errors and 

parameters first guess errors, the optimization takes the form 

of a minimization problem, for the function defined in (13), 

𝐽(𝜽) =
1

2
(𝜽 − 𝜽𝒃)𝑇𝑩−1(𝜽 − 𝜽𝒃) + 

           
1

2
(𝒚 − ℋ(ℳ(𝜽)))𝑇𝑹−1(𝒚 − ℋ(ℳ(𝜽))) ,    (13) 

where y is the observation, ℳ the numerical model, ℋ an 
operator from the simulation to the observation space, 𝜽 the 
set of unknown parameters and 𝜽𝒃 a background knowledge 
(or first guess) of the parameters. The background and 
observation errors are represented by error covariance 
matrices, respectively denoted 𝑩 and 𝑹. This is commonly 
known as a data assimilation variational problem, where 𝐽 is 
called cost function, and minimizing it is referred to as 
3DVAR [15, 16].  

Here, the observation and simulation are the same 
variables expressed on the same locations and times, i.e. ℋ is 
identity. The observation can be POD reduced and 
approximated as a matrix product 𝒚 ≈ 𝚽𝒀𝚺𝒀�̃�, where a finite 
number of POD modes is stored in 𝚽𝒀, the corresponding 
square roots of eigenvalues are stored in 𝚺𝒀 and �̃� contains the 
multiplicative coefficients, which are a reduced form of 𝒚. 
Next, the simulation result ℳ(𝜽) can be POD reduced and the 
coefficients learned using PCE as a function of 𝜽, which is 

written as ℳ(𝜽) ≈ 𝚽𝑿𝚺𝑿ℳ̃(𝜽), where ℳ̃(𝜽) is a vector 
storing PCE models for the reduced version of simulation 
result. The cost function can then be approximated as in (14). 

 

𝐽(𝜽) ≈
1

2
(𝜽 − 𝜽𝒃)𝑇𝑩−1(𝜽 − 𝜽𝒃) + 

                          
1

2
(�̃� − �̃�ℳ̃(𝜽))

𝑇
�̃�−1(�̃� − �̃�ℳ̃(𝜽)) ,    (14) 

where �̃� = (𝚽𝒀𝚺𝒀)−𝟏𝚽𝑿𝚺𝑿 is a new linear operator (matrix) 
that links the reduced observation to the PCE model of reduced 

simulation ℳ̃(𝜽), and �̃�−1 = (𝚽𝒀𝚺𝒀)𝑻𝑹−1(𝚽𝒀𝚺𝒀). The new 
minimization problem is an approximation of the original, but 
is less costly. Indeed, reduction implies that the dimension of  

�̃� is much lower than the full observation′𝑠, and that of ℳ̃(𝜽) 

is much lower than the numerical model′𝑠. Additionally, PCE 
performs in seconds while the numerical model needs hours, 
making the model evaluation time negligible.   

In the following, the uncertainties resulting from modelling 
choices (domain extension, friction closure) are investigated 
using the previously described theoretical elements. 

III. UNCERTAINTIES RELATED TO MODELING 

CHOICES 

Firstly, a description of the study case and available data is 
given in Subsection A. The case is used to investigate the 
differences that come from domain extent choice in 
Subsection B, and friction formula choice in Subsection C.  

A. Case study 

The study site is located on the eastern English Channel 
coast in northern France. The study zone is mega-tidal and 
dominated by a semi-diurnal circulation, with moderate wave 
activity. In particular, a power plant’s cooling intake is of 
interest. Its upstream boundary is connected to the sea, and a 
pumping system ensures the plant’s cooling. Hydrodynamic 
models of different extents, as shown in Fig. 1-a, can be used 
to represent the flow in the intake. The choice of domain extent 
and other simulation parameters (Section II) is considered 
uncertain. Consequently, four domain extensions are 
compared in Subsection B and two friction formulas 
confronted in Subsection C. For validation, five measurement 
points (indicated in Fig. 1-a) of (𝑢, 𝑣)𝑇 and 𝜂 over a two-
month period are available. In addition to tidal effects, possible 
occurrence of storms, surges and resulting non-linear 
interactions with the tides influence these measurements. 
However, it is difficult to isolate their effect in the measured 
quantities as highlighted in [17]. The tidal BC coefficients 
introduced in Subsection B.2 will therefore be used to calibrate 
the total signal. 

Firstly, domains of different sizes, centred on the cooling 
intake, are created. Four domains in particular, of sizes 800 m, 
2 km, 7 km and 8 km, are compared in Section B. These 
denominations correspond to the distance from the intake 
entrance to the offshore, and equal distance on either side of 
the intake, to the east and to the west alongshore. Secondly, 
mesh convergence is assessed on the 2 km domain, and results 
in elements of size 50 m at the sea, 2.5 m at the intake walls 
and 0.5 m at the intake pumps. This configuration is kept for 
all domain sizes, and the resulting geometries share the same 
mesh in the common zones. The mesh is shown in Fig. 1-b, 
where the intake is coloured in red, and the growth of elements 
size from the intake to the sea is visible. The corresponding 
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meshes contain 28 188, 31 814, 74 079 and 87 617 nodes for 
the four domain extensions respectively. Thirdly, bathymetries 
are retrieved from different sources: a Digital Elevation Model 
(DEM) composed of global and local bathymetries [18], an 
interpolation of topographic beach profiles and a nearshore 
multi-beam bathymetry inside the intake and at its vicinity. 
The same bathymetries are applied for all domain sizes, and 
the resulting geometries share the same bathymetry in the 
common zones. It should be mentioned that the used data are 
not necessarily available at measurement date, and are 
spatially interpolated. This results in an epistemic uncertainty. 
Additional sources of uncertainty, namely measurement errors 
should be noted. However, this is not explicitly dealt with. For 
the sake of simplicity, calibrating friction is considered to 
compensate, in average, for the uncertainty in the right hand 
side terms of SWE.  

Lastly, for all domain extensions, the BC are directly 
interpolated from the TPXO data-based. As all domain sizes 
keep smaller than a TPXO element size, the differences in the 
BC only result from linear interpolation due to the distance of 
boundary elements from the TPXO nodes. The idea is to 
evaluate the sensitivity of the simulations to pure extension of 
the calculation domains and not to changes in the BC nature. 
For the same reasons, BC of the smaller domains are not 
interpolated from larger domains because this would 
compensate for the difference of extension, which is exactly 
what we want to analyse. 

                    

                          (a) Domain extents                        (b) Mesh view 

Figure 1- Examples of domain extents with representation of measurement 

points outside the intake and view of the mesh. 

Measurements of tidal periods are extracted and 
superposed as in Fig. 2.  

                      
      (a) Free surface                  (b) X-velocity u 

Figure 2- Superposition of field measurements in front of the intake on point 

1, for two hydrodynamic variables. 

The different periods are considered as realizations of a 
temporal series, and POD is performed. The behaviour over 
two months is therefore reduced to a few components. The 
associated EVR are shown in Fig. 3. Velocity components u 
and v show the same behaviour. The two-months 
measurements, from which 38 periods were extracted for each 

variable, can therefore be reduced to 2 components, giving 
99% of captured variance for free surface, and over 96% for 
the velocity components. 

 

                             (a) Free surface                        (b) X-velocity u 

Figure 3- EVR for the free surface and X-velocity u after measurement 

based POD reduction on Point 1. 

B. Domain size implications 

As introduced in Section I and represented in Fig. 1, the 
comparison of hydrodynamic computations with domains of 
different sizes, centred on the cooling intake, is attempted. The 
four domains of sizes respectively denoted 800 m, 2 km, 7 km 
and 8 km, presented in Subsection A, are compared.  

In this section the Strickler formula is used for all domain 
extensions. The following uncertain parameters are considered 
for UQ: three for BC calibration (MTL, CLT, CTV) and two 
Strickler coefficients at the intake (𝐾1, red zone in Fig. 1-b) 
and at sea (𝐾2). The inputs bounds are described in Section 
II.B. In particular, the exact calculation for 𝐾1 and 𝐾2 using 

the formula 𝐾 = 𝐵/𝑘𝑠
1/6

 and the bounds from Section II.B 

for 𝐵 and 𝑘𝑠 gives the interval [21.02 , 90.66 ] 𝑚1/3𝑠−1.  

A number of 1000 MC simulations is launched on each 
domain. The min-max values of velocity u and examples of 
MC realizations are shown in Fig. 4 for two domains. The 2 
km domain reaches higher velocities than the 7 km domain, 
with the same uncertain parameters and bounds. Simulation 
examples (plots in colours in Fig. 4) show abrupt variations at 
low tides with the 2 km domain. Conversely, the 7 km one 
shows a smoother behaviour. For both domains, 
measurements fall within the modelled interval. Last, 
whatever the modelling domain, a slight time-lag between 
measurements and numerical simulations is observed. 

 
 

 

                       (a) 2 km domain                             (b) 7 km domain 

Figure 4- MC min-max envelope of x-velocity u extracted at Point 5, for 

domains of size 2 km and 7 km, and examples of MC realizations in colours.  

Investigation of the 2 km domain shows the presence of 
tidal flats at BC, which might be the cause of velocity 
oscillations. Indeed, an extraction of the hydrodynamic 
variables on the 2 km contour at low tide is performed in Fig. 
5. It shows that the velocity extremums are much higher for 
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the 2 km domain (Fig. 5-b) than for bigger extents. These 
higher velocities are due to the negligible water depths on the 
same locations (Fig. 5-a). Indeed, the velocity BC provided by 
the TPXO data base are not directly (𝑢, 𝑣)𝑇, but transport 
fluxes (𝑢ℎ, 𝑣ℎ)𝑇. Division by water depth ℎ causes the 
velocity BC to be infinite when ℎ is negligible. An often used 
practical engineering solution is to deepen the bathymetry at 
BC. Nevertheless, this solution is not used to avoid additional 
uncertainties and the impact of- propagation of this error at BC 
is studied and compared to other domains. 

 

   
(a) Water depth                  (b) X-velocity u 

Figure 5- Hydrodynamic variables extracted on the 2 km sea BC at low tide 

for three different domain extents.  

POD is used in order to analyse the full time series 
variations at a given point. The EVR is shown for example on 
Point 1 in Fig. 6. The problem is highly reducible. Free surface 
elevation reaches 99% variance with two modes, for all 
domain sizes. The relative RMSE (Root Mean Squared Error) 
between the simulation results and a 2-Mode POD reduction, 
averaged over the MC sample, is around 0.3%. Velocity 
components show different behaviours for different domains. 
For example, the y-velocity v is much less reducible for the 2 
km domain, probably linked to the numerical error at the BC. 
The average relative RMSE, between the simulations and a 2-
Mode POD, is around 5.8% with the 8 km domain, while it 
reaches 8.4% with the 800 m domain. It can also be noticed 
that the 800 m, 7 km and 8 km domains EVRs are ordered by 
domain size and 99% of the variance is captured with 2 modes, 
except for 2 km. 

 

                       
(a) Free surface                  (b) Y-velocity v 

Figure 6- EVR for two hydrodynamic variables after MC simulations POD 

reduction on Point 1. 

Next, free surface modes are shown in Fig. 7 for Point 1, 
where numerical and measurements modes are compared. 
Both modes are identical for all domains, and their shapes are 
comparable to measurement modes. However, the amplitudes 
of numerical Mode 1 are smaller than measurements. This 
difference can be explained by the represented information. 
Measurements Mode 1 is characterized by larger amplitudes, 
because measurements tidal coefficient varies, whereas the 
numerical Mode 1 only represents MC stochastic variation 
around the same tide. Furthermore, Mode 1 is always strictly 

positive, be it for the numerical or real mode. When multiplied 
by a positive coefficient (corresponding to a given MC 
realization or a given measurement period), it stays positive 
and translates vertically, i.e. the mean tidal level changes. 
Mode 2 oscillates from negative to positive, but not 
symmetrically. Adding it to Mode 1 corrects both tidal range 
and mean. It can be noticed that the periods of Mode 1 and 2 
are approximately semi-diurnal, which can for example be 
compared to the principal lunar and solar semidiurnal tidal 
components (M2 and S2). It should be noted however that 
POD modes have no theoretical reason to recover the tidal 
harmonics, as would be the case with a Fourier decomposition. 
This is rather related to the statistical importance of such 
harmonics in the global variance of the system. Lastly, a phase 
shift is observed between simulations and reality, for both 
modes. This phase is more important at ebb than at flood. It 
may correspond to the un-modelled effect of tide-surge 
interactions. Indeed, as explained in [17], the latter can lead to 
more surge at low than at high tide, resulting in a phase lag 
where the surge precedes the high water by few hours. 

 

                        
                            (a) Mode 1                                       (b) Mode 2 

Figure 7- Comparison of the first two modes of free surface to reality, after 

reduction on point 1, for all tested domain sizes.  

Comparison of X-velocity modes is shown in Fig. 8. First, 
differences between domains can be observed, and are bigger 
in Mode 2 than in Mode 1. Once again, the domain of size 2 
km behaves differently even for Mode 1 (oscillations). This is 
a numerical artefact, as no oscillations are noticed in the 
measurements.  

 

                  
                            (a) Mode 1                                        (b) Mode 2 

Figure 8- Comparison of the first two modes of x-velocity u to reality, after 

reduction on point 1, for all tested domain sizes.  

Secondly, no model succeeds in reproducing the 
asymmetry observed at the extremums of measurements for 
Mode 1. Something is missing in the modelling that cannot be 
corrected by domain extent (Coriolis force, turbulence, waves, 
storm and atmospheric surges, non-linear interactions of tides 
with the latter, more precise bathymetry, etc.). For Mode 2, the 
overall numerical behaviour is comparable to the real one. It 
seems however that the domain of size 2 km fails at 
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reproducing the sharp minimal peaks (for example at Hour 40 
in Fig. 8-b) that the other models capture better. The same 
conclusions hold for Y-velocity v, with oscillations at the 
minimum noticed with the numerical simulations, and not 
present in the real mode. For modes of higher rank, no 
similarity between the numerical results and the measurements 
is observed.  

Next, Sobol’ indices of the inputs are compared for all 
domain sizes. They are calculated using degree 3 PCE models 
of the POD temporal coefficients, as explained in Section 
II.C.3. The MC sample is separated to a training set (80%) and 
a test set (20%) and PCE models are learned on the training 
set.  For example, with the 8 km model, it can be noted that 
the 90th percentile of the relative RMSE, between the 
simulations and a 2-Mode POD-PCE meta-model, calculated 
on the test set, remains below 0.3% for the free surface, and 
below 6.1% for the velocities. Sobol’ indices results for free 
surface and X-velocity u are shown in Fig. 9. For free surface, 
the only influencing variable for Mode 1 is MTL (Mean Tidal 
Level). For Mode 2, the influence of coefficient CTL is 
dominant, and MTL is in second position. This is coherent with 
previous interpretation of free surface modes. No differences 
between domain sizes are noticed. For the velocity 
components, influences change with domain sizes. For Mode 
1, the most influencing variable is CTV for all domain extents, 
followed by the Strickler coefficient 𝐾2. This tendency is 
inversed for Mode 2. However, CTV is more important for the 
smallest domain of 800 m, whereas 𝐾2 is less important, 
probably due to the spatial proximity of the BC to the analysed 
Point 1. For the 2 km domain, 𝐾2 is much more important than 
for the other extents for both modes. This can be explained by 
the higher velocity values, as 𝐾2 interacts with velocity in the 
shear stress formula (2). An interaction between 𝐾2 and CTV 
is noticed (undashed portion), also explained by the shear 
stress formula. 

 

 
     (a) Free-surface - Mode 1               (b) Free-surface - Mode 2 

 
    (c) X-velocity u - Mode 1             (d) X-velocity u - Mode 2 

Figure 9- Sobol’ indices for the two first modes of free surface and x-

velocity u on Point 1, with the different domain sizes. Full bar plot 

represents total Sobol’ indices. The dashed portion corresponds to the 1st 
order Sobol’ index, and the remaining to the interaction with other 

variables. 

Slight differences are observed between the 7 km and 8 km 
domains, namely more importance in Mode 1 for 𝐾2 and CTV 
with 7 km, which could be explained by higher proximity of 
the BC. The differences are larger for Mode 2, but the latter is 
associated to less variance percentage. Moreover, the Strickler 
coefficient dominance for Mode 2 means that the observed 
velocity peaks in Fig. 8 can be moderated by friction, except 
for the smallest domain, where BC is dominant. The smallest 
the domain, the more controllable it is with BC only. Last, 
intake’s friction 𝐾1 has no influence outside. Calibration 
outside can hence be performed without controlling 𝐾1.  

C. Friction closure influence 

The same analysis strategy is adopted to study the Strickler 
and Colebrook friction formulas, introduced in Section II.B. 
The same domain of size 8 km with the bathymetry and mesh 
described in Subsection III.A are used. Eight uncertain 
parameters are used for Colebrook’s UQ: three for BC (MTL, 

CLT, CTV), roughness heights at the intake (𝑘𝑠
1
) and at sea 

(𝑘𝑠
2
) and three structural uncertainty parameters (𝐵1 , 𝐵2 and 

𝐵3). With the Strickler formula, six uncertain parameters are 
used: three for BC, two roughness heights, and one structural 
parameter 𝐵. All inputs and corresponding bounds are 
described in Section II.B. Temporal responses at the five 
measurement points are reduced using POD. No differences 
can be observed in terms of EVR, all variables can be reduced 
to 2 modes for over 99% of variance. The modes shapes are 
compared, and no differences are observed in the free surface 
first two modes. Slight differences can be seen in the velocity 
modes, as shown in Fig. 10, particularly for Mode 2 for which 
small oscillations appear with Strickler’s model and not with 
Colebrook’s. No formula succeeds however in reproducing 
the observed asymmetry of measurements Mode 1, and a 
phase can be noticed for both modes. Apparently, this lack of 
asymmetry representation cannot be corrected with friction 
closure modification either.  

 

 
             (a) Mode 1                                      (b) Mode 2 

Figure 10- Comparison of the first two modes of x-velocity u to reality, after 

reduction on point 1, for two friction formulas. 

SA is performed and no differences are observed for the 
free surface modes. Sobol’ indices of the X-velocity u modes 
are shown in Fig. 11. Naturally, Sobol’ indices of 𝐵 are plotted 
only for Strickler’s model, and those of 𝐵1, 𝐵2 and 𝐵3 are 
plotted only for Colebrook’s. Slight differences are observed 
in Fig. 11.  
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                                 (c) Mode 1                                       (d) Mode 2  

Figure 11- Sobol’ indices for the two first modes of free surface and x-

velocity u on Point 1, with different friction formulas. Full bar plot 

represents total Sobol’ indices. The dashed portion corresponds to the 1st 
order Sobol’ index, and the remaining to the interaction with other 

variables. 

 

For Mode 1 there is a slight influence of the structural 
parameter B for the Strickler model, whereas the parameters 
of Colebrook’s model show no influence. Additionally, the 
velocity BC correction denoted CTV gains influence with 

Colebrook, whereas the sea rugosity 𝑘𝑠
2
 loses impact. The 

increase of influence for CTV with Colebrook’s model is more 
important for Mode 2. The ranking of variables is however the 
same, even though the proportion of influence changed. 

IV. IMPLICATIONS OF EXPERTLY MADE CHOICES 

ON OPTIMAL CALIBRATION 

An example of the uncertainty of optimal calibration is 
shown on the domain extents variation. A 3DVAR algorithm 
is used, with the same configurations, parameters and bounds, 
for all domains. The measurement is reduced to 2 modes, and 
the calibration is performed on the learned 2-modes POD-PCE 
meta-models for each numerical simulation, by minimizing 
the cost function in (14). This allows the observation to be 
simpler (smoothing) and the problem dimension to be lower 
(2 coefficients per each variable, instead of 48 hours temporal 
series). The observation’s error covariance matrix 𝑹 is 
considered diagonal (no error correlations) and calculated 
from measurement errors (5 cm for free surface and 1 cm/s for 
velocity). The background of each input parameter is set to the 
average of its variation interval, and the background’s error 
covariance matrix 𝑩, also considered diagonal, is estimated 
from the interval’s variance (squared maximum distance from 
mean).  Calibration results are shown in Fig. 12.  

 
Firstly, it can be noticed that while oscillations are slight 

with the domain of size 2 km at point 4, they become more and 
more important when approaching the intake, at Point 3 where 
they gain amplitude and at Point 1 when the response becomes 
completely uncontrolled. Without specific correction, this 
domain is therefore of no interest in operational conditions. 
Secondly, the velocities represented with size 800 m are of 
lower amplitudes than with the largest domains of sizes 7 and 
8 km.  For Point 3 for example in Fig. 12-b, the 800 m domain 
fits better the minimum velocities than the biggest domains, 
and vice-versa at the maximum velocities. However, it can be 
seen in Fig. 12-c that the velocity shapes and amplitudes 
modelled by the biggest domains are more realistic than with 
the smallest ones. Lastly, even though domains of sizes 7 and 
8 km show similar behaviour, slight differences can be 
observed. For Point 3 for example in Fig. 12-b, the extrema 

reached by domain of size 8 km are higher than with the 7 km 
domain. Hence, even with similar choices for domain extent 
(7 and 8 km), the best fit could be uncertain. Physical analysis 
and prediction are therefore also uncertain.   

 

 
         (a) Point 1 

 
         (b) Point 3 

 
        (c) Point 4 

Figure 12- Example of optimal calibration with the tested domain extents, 

for x-velocity u at points 1, 3 and 4. 

In particular, a comparison of X-velocity u profile at the 
intake’s entrance for domains of sizes 7 and 8 km, at half ebb 
tide, is given in Fig. 13, after 3DVAR calibration. As a 
reminder, no calibration point is available on this profile. It can 
be noticed that differences are bigger and analysis is even 
more uncertain in locations where no measurement is 
available, even though both domains were calibrated.  

 

(c) Point 4 

Figure 13- Intake’s entrance cross-sectional profile of x-velocity at half ebb 

tide after 3DVAR calibration. 

Last, the optimal parameterizations are different with the 
four domain sizes. For example, the Strickler coefficient at the 

sea equals 33.9 𝑚1/3𝑠−1 for the domain of size 8 km whereas 

it is equal to 55.85 𝑚1/3𝑠−1 for the domain of size 800 m, 
when CTV equals 4.16 for the 8 km domain and 4.38 for the 
800 m domain. This shows that, in a coastal configuration, the 
generalization of such parameters, friction coefficient for 
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example, is hardly possible, without further investigations 
about their meaning, as optimal values are strongly related to 
the numerical choices that precede calibration. Additionally, 
the optimal values for such parameters (e.g. friction 
coefficient) can be time-varying. Therefore, a dynamic 
optimal-fitting procedure may be necessary. 
 

V. CONCLUSION 

In this study, uncertainties resulting from standard 
modelling choices in hydrodynamics, i.e. domain size and 
closure choice for friction were studied.   

Firstly, measurements were POD reduced, and their 
patterns compared to numerical POD patterns resulting from 
different modelling configurations in a UQ framework. While 
similarities between observations and simulations are 
identified, some particularities present in the measurements, 
such as tidal velocity asymmetry, could not be modelled with 
the chosen configurations. This emphasizes the need of 
additional physics to be incorporated into the model, for 
example the Coriolis force, turbulence, waves, storm and 
atmospheric surges, non-linear interactions of tides with surge, 
or more precise bathymetric information. Noticing the lack of 
accord between the numerical and measurement-based 
patterns might help saving High Performance Computing 
resources: it is vain to try calibrating these configurations to 
capture particularities of the measurements when their modes 
behave differently, i.e. when the corresponding physical 
process in missing in the model.  

Secondly, SA was performed on each modelling 
configuration. Differences were noticed, in terms of 
importance ordering and influence magnitude. It also indicates 
that the smaller the domain, the more important BC are, which 
is a coherent conclusion. This could have consequences on 
calibration processes. Indeed, as a last investigation, a 3DVAR 
algorithm was tested, using the same parameters, on all 
modelling configurations. In this context, POD reduction on 
both measurements and simulations along with PCE meta-
models were used to dramatically reduce the computational 
time required by the 3DVAR algorithm. The results show that 
the obtained optimal states and associated optimal parameters 
may differ, even with close modelling choices (e.g close 
domain extents), which highlights on uncertainties inherent to 
common modelling choices.  
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4.4 Intake’s Boundary Condition and related uncertainties

The UQ investigations presented in Section 4.3 resulted with interesting conclusions about
the tidal currents modelling at intake’s vicinity. POD patterns deduced from the numerical
model’s outcome, were compared to those deduced from the 2010 field measurements.
Unfortunately, the used survey did not cover all interest points, and in particular, the
cross-sectional velocity profile at intake’s entrance, corresponding to sea hydrodynamic
forcing BC in Figure 4.1, was not available from measurements. The latter is however a
capital information for the targeted hydro-morphodynamic simulations of the intake. It
should therefore be determined. The idea here is to extract such an information from
the tested modelling configurations. Hence, POD patterns of the interest velocity profile
are analyzed in the following, and their sensitivity to the studied uncertain parameters is
described. As proposed in the contribution of Section 4.3, the impact of domain extension
and friction closure relationship choice are detailed in Section 4.4.1 and 4.4.2 respectively.

4.4.1 Domain size influence

Velocity profiles at intake’s entrance are extracted from the tested model configurations
at key simulation times. For example, Figure 4.12 shows the profile at HRT with the 8
km domain. With the colored UQ simulation examples, a shift, depending on parameter
values, is noticed for the maximum velocity location on the interest profile.

Figure 4.12 – Examples of UQ realizations (in colors) for the X-velocity D profile at intake’s
entrance, at Half Rising Tide (HRT), for the 8 km domain.

In order to capture this variance, the simulated profiles can be stored in a snapshot
matrix as different realizations, and POD reduced accordingly. POD results show that
more than 98 % and over 96 % of EVR for the velocity components D and E respectively,
can be represented using 2 modes. The first two spatial patterns of the velocity com-
ponents are compared in Figure 4.13. The first mode of x-velocity D (Figure 4.13-a) is
similar for all domains, with slight differences for the smallest 800 m domain. The second
mode of x-velocity D (Figure 4.13-b) is identical for the two biggest domains, and differs
for domains of sizes 800 m and 2 km. Comparison of the y-velocity components E results
with similar conclusions: the first mode is quasi-identical from one domain to the other,
and the second mode shows different behaviors from the biggest domains to the smallest
ones.
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(a) X-velocity D - Mode 1 (b) X-velocity D - Mode 2

(c) Y-velocity E - Mode 1 (d) Y-velocity E - Mode 2

Figure 4.13 – Comparison of POD patterns of intake’s entrance velocity profiles, with the dif-
ferent domain sizes at Half Rising Tide (HRT).

To assess the impact of the interest uncertain parameters on the velocity profile vari-
ance, sensitivity analysis is performed. An example with the first mode for velocity
components is shown in Figure 4.14.

(b) X-velocity D - Mode 1 (c) Y-velocity E - Mode 1

Figure 4.14 – Comparison of Sobol’ indices for the two first modes of velocity components, with
the different domain sizes at Half Rising Tide (HRT). The full bar plot represents the total
Sobol’ indices. The dashed portion corresponds to the first Sobol’ index, and the remaining to
the interaction with other variables.

Sensitivities change with the modelling domain size, meaning that the velocity profile
at intake’s entrance is controlled by different parameters, depending on the configura-
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tion. Results interpretation is identical to the discussions presented in Section 4.3 with
temporal signals POD reduction. An additional slight influence of the intake’s strickler
coefficient, denoted  1, is here noticed compared to the signals extracted at sea points
outside the intake.

As a main conclusion, the velocity profile at intake’s entrance can be reduced to 2
patterns per velocity component, at each characteristic time. The latter represent most of
the variability, and can be used to reconstitute adequate BC for numerical investigations
of the intake dynamics. The related POD expansion coefficients can be controlled to
represent the variances of simulations with larger domain extensions, in particular related
to sea Strickler coefficient  2 and BC parameters MTL, CTL and CTV. Differences in
the patterns, depending on the chosen domain extension, can be noticed. This means
that the spatial POD components are also uncertain. Their uncertainty can for example
be quantified and simulated with adequate stochastic modelling, in order to represent the
randomness related to domain extension choice.

4.4.2 Influence of the friction closure relationship

Simulation outcomes using Strickler and Colebrook friction formulas are also POD pro-
cessed and compared. Results at HRT are for example shown in Figures 4.15 and 4.16,
for velocity components D and E respectively.

(a) X-velocity D - Mode 1 (b) X-velocity D - Mode 2

Figure 4.15 – Comparison of POD patterns of intake’s entrance x-velocity profiles, with two
friction formulas, at Half Rising Tide (HRT).

Results with the two formulas have comparable mode shapes, but a shift of the profiles
extrema can be noticed. For example, for the first pattern of x-velocity D (Figure 4.15-a),
the maximum is located at 70 m with Colebrook, whereas it is located at 60 m with Strick-
ler. The same is observed for Mode 2. For y-velocity E, Mode 1 and 2 (Figures 4.16-a and
4.16-b respectively) show a flattening of the profile at the banks with Colebrook, whereas
it shows oscillation with Strickler. The maximum is shifted here as well for Mode 2.
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(a) Y-velocity E - Mode 1 (b) Y-velocity E - Mode 2

Figure 4.16 – Comparison of POD patterns of intake’s entrance y-velocity profiles, with two
friction formulas, at Half Rising Tide (HRT).

(b) X-velocity D - Mode 1 (c) Y-velocity E - Mode 1

(d) X-velocity D - Mode 2 (e) Y-velocity E - Mode 2

Figure 4.17 – Comparison of Sobol’ indices for the two first modes of the velocity components,
with different friction formulas at characteristic time HRT. The full bar plot represents the total
Sobol’ indices. The dashed portion corresponds to the first Sobol’ indice, and the remaining to
the interaction with other variables.

Corresponding sensitivity analysis is shown in Figure 4.17. For the x-velocity com-
ponent D, only slight differences are observed, in particular an influence increase for sea
rugosity :B2 with Colebrook, and decrease for CTV, replaced by an interaction between
CTV and :B2. However, if the influence of structural coefficient � for Strickler is added to
:B2, the influence of friction is almost equal to Colebrook’s. For the y-velocity component
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D, differences are more significant. Considerable interaction is added with Colebrook for
:B2, ")! and �)+ . This can be explained by the presence of the Reynolds number,
and therefore of both velocity and water depth, in Colebrook’s friction (Equation 1.10).
Consequently, correction coefficient of tidal level �)! gains influence as well. Even if
y-velocity’s Mode 1 (Figure 4.17-c) is almost identical with both formulas, it is controlled
differently by the input parameters.

As previously concluded with the domain extension choice experiment, the velocity
profile at intake’s entrance can be reduced with both friction formulas. The patterns
can be used to conduct investigations of the intake dynamics, with slight differences
depending on the chosen friction formula. These difference can be accounted for, as an
example though a UQ study.

4.5 Summary

In this chapter, tidal modelling uncertainty, related to common modelling choices was in-
vestigated. POD patterns resulting from the UQ experiments were compared to patterns
extracted from the 2010 field survey. Similarities were observed, as well as particularities
in the measurements that were not captured with the selected model. All parameters
have shown to be influencing for the currents outside the intake, except the intake’s
rugosity. However, different rankings for the influence of uncertain parameters on the
extracted POD modes were observed, depending on the domain extension and friction
closure relationship choice. The outcome of parametric calibration with different model-
ling configurations was therefore also impacted.

It was shown that this uncertainty can impact the velocities at the intake’s entrance.
In particular, their POD patterns slightly varied with respect to domain extension and
friction closure relationship choice. However, even if uncertain, they still represent valu-
able information to undertake additional investigations of the intake dynamics. In this
case, optimal calibration of the patterns should be set, using adequate observations.

In addition to model uncertainties, observations are also characterized with measure-
ment errors, as described in Chapter 1. Hence, Data Assimilation (DA) can be used to
optimally combine the numerical model and observations, and hence reduce the uncer-
tainties. Classical DA can however be costly, and strategies for their reduction through
metamodelling are therefore confronted in the following Chapter 5. In particular, a com-
bined input-output DR On the one hand, and previously proposed POD-PCE learning on
the other hand, were attempted. This contributes to select the most optimal approach
for drastic decrease of computation time, that can be used in operational conditions.





Chapter 5

Model reduction for fast and accurate
Data Assimilation

Ce chapitre se concentre sur l’utilisation de techniques de Réduction de Dimension (DR)
pour l’accélération d’Assimilation de Données (DA) variationnelle. En particulier, deux
méthodes sont confrontées: la décomposition conjointe de l’espace des paramètres et d’état
d’une part, et l’apprentissage d’un métamodèle basé sur le couplage POD-PCE précédem-
ment introduit d’autre part. Pour ce dernier, une estimation appropriée de la matrice de
covariance d’erreur du méta-modèle est proposée.

This chapter focuses on the use of Dimensionality Reduction (DR) techniques for
the acceleration of variational Data Assimilation (DA). In particular, two methods are
confronted: joint decomposition of parameters and state spaces on the one hand, and
learning of a metamodel based on the previously introduced POD-PCE coupling on the
other hand. For the latter, an appropriate estimate of the metamodel error covariance
matrix is proposed.
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5.1 Motivations

In order to reduce the uncertainty of hydrodynamic simulations, Data Assimilation (DA)
can be attempted for parametric calibration. However, the cost of classical algorithms
can be discouraging for use in operational conditions. For example, the cost reduction
question arises when the same model should be calibrated for different scenarios, using
different measurement campaigns.

In this application, a two-months hydrodynamic field campaign on five measurement
points, first presented in Chapter 1, was used in a UQ framework in Chapter 4. It was in
particular shown that measurements are POD reducible, if the tidal periods (approx. 12 h
25 mn) are considered as different realizations, and consequently stored in the columns of
a snapshot matrix. Using 38 tidal periods realizations, the 2010 campaign measurements
could be POD reduced to 2 patterns for over 99 % of EVR for free surface, and over 96 %
of EVR for velocity components. The tidal currents at intake’s vicinity over a given tidal
period can therefore be summarized to few POD components. Hence, if appropriate calib-
ration can be achieved for each tidal period from the 2010 campaign independently, then
a dependency structure can be constructed, between the optimally calibrated parameter
values on the one hand, and the POD patterns representing each measurement over a
tidal period on the other hand. Hence, this would allow calibrating future scenarios more
efficiently.

An example of measurements reconstruction using the first two POD modes for each
hydrodynamic variable is shown in Figure 5.1. In this example, the free surface is captured
almost perfectly, whereas the velocity components can be locally over or under-estimated,
which corresponds to the remaining 4 % of EVR. A smoothing of the measurements using
POD is also noticed.

(a) Tidal period 1 - IB (b) Tidal period 1 - D (c) Tidal period 1 - E

(d) Tidal period 22 - IB (e) Tidal period 22 - D (f) Tidal period 22 - E

Figure 5.1 – Example of measurement reconstruction on a given tidal period (approx. 12 h 25
mn) for point 1 using 2 POD modes extracted from 38 occurrences.

Efficient reduction also means that the measured free-surface and velocity components
show great similarities from one tidal period to another, as they can be projected over
the same basis, using few components. It is therefore hypothesised that past/future
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unmeasured tidal variables, can also be expressed in the constructed POD basis. In
particular, measurements at intake’s vicinity are in general not available, and the extracted
POD components can be used to construct prior hydrodynamic fields for DA calibration
of other scenarios. Most importantly, by applying POD to tidal free surface elevations
from the nearest harbor (hourly SHOM open source data described in Chapter 1), it can
be shown that POD components of the latter are correlated to those of measured points
in front of the intake. A scatter plot example of POD expansion coefficients can be seen
in Figure 5.2.

Figure 5.2 – Scatter plot of POD coefficients for Mode 1 of free surface, at points 1, 2 and 3
from the 2010 measurement campaign in front of the intake, and at nearest harbor (SHOM)

This means that tidal information in front of the intake can be reconstructed using
the observed tendencies, with a quantifiable degree of uncertainty (dispersions around
tendencies from Figures 5.2). It is also shown in Figure 5.3 that POD components of the
three hydrodynamic variables are mutually dependent. This implies that reconstructing
tidal elevations would allow to reconstruct velocity components as well. Consequently,
DA can be attempted for scenarios for which measurements are not specifically available,
by coupled correlation analysis and POD projection with SHOM data.

Given this perspective, a metamodel learning, based on numerical simulation results,
can be attempted to provide a fast model for DA, in order to allow multiple tidal scen-
arios calibration. Two approaches are confronted in Section 5.2, presented as preprint for
submission: (i) a joint parameter-state POD, which provides a linear model, and (ii) the
POD-PCE coupling presented in Chapter 3. For the latter, adapted calculation of model
error covariance matrix is proposed.
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Figure 5.3 – EVR for the three hydrodynamic variables after measurement reduction on point
1.

5.2 Preprint for submission
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3Institut de Mécanique des Fluides de Toulouse (IMFT), Université de Toulouse, CNRS,
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Résumé

Data assimilation (DA) methods are widely used to provide trustworthy simulations, by combining physical
knowledge and field observations. They are for example employed in geosciences applications to perform para-
metric calibration. In a context of climate change, old calibrations can not necessarily be used for new scenarios.
This raises the question of DA computational cost, as the physical models, which sometimes can be complex
and costly, need to be reanalyzed. Reduction and metamodelling represent therefore interesting perspectives. In
particular, recent literature contributions focus on hybridization between ensemble and variational methods, in
an attempt to benefit from their advantages, in particular efficiency and general non-linear framework. However,
Monte Carlo (MC) type sampling can also result in a loss of accuracy, which forces to increase the ensemble size
and therefore results in a computational burden for ensemble-based methods as well. To address these issues,
two methods are proposed and confronted. The first method, called PODEn3DVAR and directly inspired from
PODEn4DVAR, relies on an ensemble-based joint parameter-state Proper Orthogonal Decomposition (POD),
injected in the 3DVAR (three-Dimensional VARiational) cost function. This results with a simple cost function
whose minimum can be analytically computed. In the second method, called ensemble-POD-PCE-3DVAR, the
model states are POD reduced first, and the resulting low dimensional vector is learned using Polynomial Chaos
Expansion (PCE). The POD-PCE metamodel replaces the full model in the 3DVAR cost function, making the
iterative minimization process much faster. In particular, PCE, widely used in the Uncertainty Quantification
(UQ) community, has proven efficiency and fast convergence of statistical moments estimations, compared to MC
type methods. For the ensemble-POD-PCE-3DVAR, an updated calculation of the observation error covariance
matrix is given, which takes into consideration the metamodelling error. Proposed methods are confronted on a
twin experiment, and compared to classical 3DVAR on a measurement-based problem. The results are promising,
in particular superior with POD-PCE showing good convergence and trustworthy physical estimations.

1 Introduction

Data assimilation (DA) [3] is a powerful mathematical approach to produce trustworthy simulations, accounting
for both measurements and results of physics-based models, while taking into consideration their respective uncer-
tainties. It is applied in geosciences [11], from atmospheric and oceanographic forecasting models (e.g. [29, 41]), to
forest fire front tracking [46], hydrodynamics [2, 5, 23], morphodynamics [16, 48, 52], etc. Interest in such methods
is enhanced in a context of climate change, where new data constantly need to be accounted for [47], and standard
calibrations, specifically optimal values obtained from fitting on old measurements, are not necessarily suitable to
be applied for new scenarios [46]. Thus, the same model, which is often complex and computationally costly, has
to be reanalyzed for different scenarios. Additionally, a constant increase in data sources is registered [22], as the
new SWOT satellite mission [33, 39].

1
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In particular, DA can for example be employed to fit modelling parameters as new data arrive, which is called
parametric calibration and is the focus of the proposed study. In particular in this context, two DA techniques are
commonly used: (i) ensemble methods [17] where a set of parameterizations is studied according to their proba-
bilities, and (ii) variational methods [3], where a mismatch between different data sources, formalized by a cost
function, is minimized. Each technique has advantages and drawbacks. On the one hand, ensemble-based methods
are known to be computationally efficient for moderate control/state dimensions, as they allow faster exploration
of the inputs and outputs spaces. They are able to account for non-Gaussian information through sampling, al-
though relying on a Gaussian framework [11]. However, sampling errors accumulate through assimilation cycles
and increase with large assimilation windows, which impacts the accuracy of ensemble methods. Small ensembles
can overestimate the inter-ensemble correlations, resulting in a single trajectory through assimilation cycles for all
members, which is the so-called filter divergence [4]. Furthermore, small ensembles are known to systematically
underestimate the variances, resulting in underestimated calibration errors [4]. Solutions as localization (modera-
tion of covariances) or inflation (forced increase of variances) are classically used, but are generally case specific
and therefore said unsatisfactory [4]. This problem can only be resolved by increasing the ensemble size [26] which
in turn increases the computational cost, and spoils the efficiency advantage. Additionally, ensemble methods rely
most of the time on a linearity assumption, or alternatively linearization of the operators, which can result in a
loss of accuracy for highly non-linear cases. Conversely, variational methods provide a general non-linear framework
which is convenient for complex physical models, and do not rely on sampling. However, they are known to be time
consuming for moderate control/state dimensions, oppositely to ensemble methods. This is caused by the classical
use of iterative descent for minimization [3]. As a result, both ensemble-based and variational techniques can suffer
from computational burden, either caused by sampling size and inefficiency of Monte Carlo (MC) type estimation,
or due to iterative descent which only gradually explores the parameters space. Consequently, methods to decrease
the cost of DA are desired.

To overcome these limitations, use of Dimensionality Reduction (DR) and input-to-output probabilistic mo-
delling is investigated. Two approaches are proposed and compared: (i) an ensemble of parameters realizations
and associated states are jointly reduced using Proper Orthogonal Decomposition (POD). Their covariances are
represented through a common orthogonal basis. They are both replaced by their POD projections in a variational
cost function. This is referred to as PODEn3DVAR (POD Ensemble-based three-Dimensional VARiational), which
is a direct adaptation of PODEn4DVAR originally introduced by Tian et al. [57], to parametric cases ; (ii) model
states are first independently reduced using POD. Their variations are therefore represented by a low dimensio-
nal vector, whose components are learned as a function of control parameters using Polynomial Chaos Expansion
(PCE) [24, 25]. This provides a coupled POD-PCE metamodel, replacing the original model in the 3DVAR cost
function, and hence called ensemble-POD-PCE-3DVAR.

POD application to increase efficiency of variational DA was given particular attention in recent literature
contributions. For example in [42], intrusive Galerkin scheme is used to derive a reduced model and corresponding
adjoint, based on orthogonal basis of model states. This was originally proposed for Boussinesq equations in [42],
and later applied to ocean modelling in [10] and tidal equations in [44]. Previous contributions are however case
dependent due to the use of intrusive approaches and adjoint calculation. Conversely, Vermeulen and Heemink [60]
proposed an alternative based on linearization of model responses around a prior, combined to POD reduction and
finite differences estimations of partial derivatives. This results with an approximate adjoint derivation, applicable
to arbitrary models [60]. Their method was applied to Shallow Water Equations (SWE) for example in [2], and
coastal hydro-morphodynamics in [18]. To completely avoid adjoint calculation, Tian et al. [57] propose the so-called
PODEn4DVAR, to assimilate temporal states by calibrating a dynamic model’s initial condition. POD is used to
jointly reduce all spatio-temporal states including initial condition, which produces a common orthogonal basis to
generate both the control and state spaces [57]. Using twin experiments, authors show that PODEn4DVAR solution
is better than both iterative 4DVAR and Ensemble-based Kalman Filter (EnKF) [17]). Mons et al. [32] adapted
PODEn4DVAR for parametric calibration by linearly spanning the parameters space using the model states POD
basis. However, by doing so, the relationship between parameters and states is not explicitly modelled.

Use of PCE as metamodel in DA is not novel. It is for example employed by Marzouk et al. [31], within a
Bayesian DA framework, also using a Galerkin scheme, to replace the model. This allows efficient approximation
of posterior distribution compared to MC sampling. Their method is generalized for functional outputs (e.g. spa-
tiotemporal fields) in [30] using DR prior to PCE learning, in order to reduce computational cost of Markov Chain
Monte Carlo (MCMC). In other examples, PCE, known to converge significantly faster than MC sampling, is used
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to improve accuracy of ensemble methods by generating larger ensembles, as in [27]. It is also used in the latter
to obtain error covariance matrices involved in the filter, instead of calculating ensemble-anomaly matrices, by
straightforward estimation of statistical moments due to the orthonormality of the basis [27]. Same strategy is
adopted in [46] for forest fire front tracking application, and in [15] on 1D SWE for river flows. However, none of
the previous ones used PCE in a purely variational framework for functional outputs.

We therefore attempt hereby to: (i) adapt PODEn4DVAR to a purely parametric framework, in such way to
capture parameter-state covariances ; (ii) apply PCE as metamodel in a variational framework, and particularly for
functional outputs by coupling to POD. In particular in the proposed study, calculation of a new error covariance
matrix resulting from model replacement by a POD-PCE surrogate is detailed and allows improving variational
estimates. The proposed methods present interesting characteristics for efficient DA. Firstly, joint parameter-state
reduction in PODEn3DVAR enforces the model dynamics in the cost function, and avoids learning the non-linear
relationships [57]. The resulting cost function linearly depends on a unique reduced vector that represents para-
meters and states. Its minimum can be analytically calculated, without iterative descent. In particular, POD has
shown to be accurate for non-linear problems [56], although being a linear decomposition. Its use in DA shows
”superiority [...] with regard to the other families of vectors” [45], not only in terms of representation efficiency,
but also due to straightforward calculation of error covariance matrices for the reduced vector [13]. Indeed, POD
results with an eigenvalue matrix, that is a reduced size estimate of covariances, diagonal even for highly correlated
vectors. Robert et al. [45] for example uses the eigenvalues as a background error covariance matrix, making the
variational problem four to five times faster, and the error of DA solution smaller [45]. In addition, Vermeulen and
Heemink [60] emphasis the interest of POD to avoid local minima in variational frameworks, with the smoothing
inherent to the methods. Secondly, coupled use of POD and PCE benefits from the previously cited advantages of
POD, in addition to the spectral decay assured by PCE [54]. Indeed, the latter is based on orthogonal polynomials,
implying learning efficiency and fast convergence of statistical moments, compared to MC type methods based
on sampling. Furthermore, in a previous contribution [37], POD-PCE efficiency to learn complex and non-linear
phenomena was demonstrated, in particular for point-wise prediction of multi-dimensional fields.

Both approaches are based on hybridization between ensemble and variational methods. In particular, the
variational cost function formulation is used, but the model is replaced with an ensemble-based surrogate. This
is performed by generating an ensemble of parameters and related model states that allow to build appropriate
emulators. Hybridization is used in an attempt to benefit from the advantages of both variational and ensemble ap-
proaches. In particular, while still relying on a cost function with a general non-linear framework, the computational
burden of the descent is greatly reduced by the use of a surrogate instead of the full model. Additionally, while still
using an ensemble of states, the sample size for convergence is reduced by means of POD that accurately summa-
rizes the variances, and in particular using ensemble-POD-PCE-3DVAR with PCE that is much more efficient than
MC sampling. In the presented study, performances of both approaches are investigated on a twin experiment as
well as on measurements, applied to tidal modelling in a coastal configuration, using the SWE. Assessment of the
robustness to different levels of noise is proposed on the twin experiment. In addition, sensitivity to the considered
number of POD basis components is investigated. Hybrid ensemble-POD-PCE-3DVAR and PODEn3DVAR are
confronted, and compared to classical 3DVAR on measurements.

The paper is outlined as follows: theoretical elements are introduced in Section 2. In particular, parametric
3DVAR framework is briefly presented in Subsection 2.1, while proposed PODEn3DVar and ensemble-POD-PCE-
3DVAR are detailed in Subsections 2.2 and 2.3 respectively, with a focus on metamodel error covariance calculation
in the latter. An application case and benchmarks are presented in Section 3, and a summary is proposed in Section
4.

2 Materials

In this Section, two reduction approaches, based on an ensemble generation, are proposed to accelerate pa-
rametric calibration using 3DVAR. Firstly, classical 3DVAR framework is briefly reminded in Section 2.1. Then,
PODEn3DVAR, which consists in joint parameter-state reduction, is presented in Subsection 2.2 based on Proper
Orthogonal Decomposition (POD). Lastly, ensemble-POD-PCE-3DVAR is proposed in Subsection 2.3, based on
a coupling between POD and Polynomial Chaos Expansion (PCE). In particular, an appropriate calculation of
POD-PCE metamodelling error in order to update the model error covariance matrix is proposed.

3

179
CHAPTER 5. MODEL REDUCTION FOR FAST AND ACCURATE DATA

ASSIMILATION



2.1 Data Assimilation: parametetric calibration using 3DVAR

Data Assimilation (DA) is a sub-class of inverse problems, where the objective is to estimate an unknown
(state, parameters, etc.) using a compromise between observations and a model outputs, with a background idea
(or prior knowledge) about the unknown [3, 9]. The most widely used methods are ensemble methods [17] and 3D-
or 4DVAR (three- or four-Dimensional VARiational) [3]. Particular attention is here given to hybrid approaches,
where variational formulation is used, but the model is replaced with a ensemble-based surrogate. Brief explanation
of the framework is given below, and reader interested in details can refer to [3, 17].

This study focuses on parametric estimation problems, where the objective is to inversely deduce a set of pa-
rameters denoted θ from optimal calibration of a state denoted x := M(θ), where M designates the model [11].
Observed state is denoted y := H(x), where H denotes a projection, interpolation, selection, transformation, etc.

Attributes are given to variables as superscripts: true state x(t) and associated true parameters θ(t) designate a
perfect model calibration. It is in general unknown, and the modeller, in principle, has an uncertain idea about its
value, denoted θ(b). The objective is to find the best estimate called analysis and denoted θ(a), that provides an
equilibrium between observed values denoted y(o) and the background x(b) =M(Θ(b)), taking into consideration
their respective uncertainties. In variational formulation, finding the analysis consists in minimizing a cost function
denoted J(θ).

In a discrete (finite) multidimensional setting, where the parameters, state, and observations are arranged in

vectors θ = [θ1, . . . , θv] ∈ Rv, x = [x1, . . . , xmx
]T ∈ Rmx and y(o) = [y

(o)
1 , . . . , y

(o)
my ]T ∈ Rmy respectively (typically,

uncertain parameters, multivariate response of a numerical model and spatio-temporal measures), cost function to
minimize [3] can be written as in Equation 1,

J(θ) =
1

2

∥∥∥θ − θ(b)
∥∥∥

2

B−1
+

1

2

∥∥∥H(x)− y(o)
∥∥∥

2

R−1
, (1)

where ||v − w||A := (v − w)TA(v − w) is the weighted Mahalanobis distance, and matrices B ∈ Rmx×mx and
R ∈ Rmy×my are the symmetrical covariance matrices of the background and state/observation error respectively.
Indeed, the background on the one hand, and the model, observation and its operator on the other hand, are both
characterized with errors, denoted ε(b) and ε(m,o) respectively, as expressed in Equation 2.





θ(t) = θ(b) + ε(b)

y(o) = H(x(t)) + ε(o) = H
(
M
(
θ(t)
))

+ ε(m,o)

. (2)

In a variational DA framework, errors are considered Gaussian and unbiased (zero expectations), strictly defined by

their covariance matrices B := [cov(ε
(b)
i , ε

(b)
j )]i,j∈{1,...,V } and R := [cov(ε

(m,o)
i , ε

(m,o)
j )]i,j∈{1,...,my}. All these errors

should be minimized, which sometimes results in a high dimensional problem, principally due to the dimension of
model response x. Additionally, model errors ε(m) are in general difficult to define. A perfect model hypothesis is
therefore added, and resulting problem is said strong-constraint.

A minimum corresponds to a null gradient of J . In the general case of non-linear models, classical approach
consists in identifying an adjoint model [3], whose solution is equivalent to cancelling the gradient [3]. This method
is however intrusive and presents drawbacks: it is conditioned by analytical derivation of the adjoint model, not
possible for all systems of equations, and any update of the direct model and its discretization comes with the
supplementary cost of updating the adjoint, which is not always trivial and requires resources. Non-intrusive
solutions are therefore often preferred. For example, iterative descent methods, where the gradient is approximated
using finite-differences, can be used [3]. Lastly, due to the numerous approximations (cost function definition,
error covariance matrices approximation, descent algorithms), optimal solution is only an approximation (analysis)
of the true state (perfect knowledge). It is therefore also characterized with errors, which can be expressed as

θ(a) = θ(t) + ε(a). An associated error covariance matrix is denoted P(a) := [cov(ε
(a)
i , ε

(a)
j )]i,j∈{1,...,V }.

2.2 Linear Surrogate: PODEn3DVAR

This section is dedicated to the use of Proper Orthogonal Decomposition (POD) as an ensemble based linear sur-
rogate within 3DVAR parametric calibration. POD is briefly presented below. Readers interested in supplementary
theoretical details and demonstrations can refer to [38, 51].
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2.2.1 Proper Orthogonal Decomposition

POD is a Dimensionality Reduction (DR) technique [28], consisting in a linear variable separation for continuous
bi-variate functions denoted u(ψ, ω) : Ψ × Ω → D, where D is a Hilbert space characterized by its scalar product
(. , .)D and induced norm ||.||D. This is written as in Equation 3,

u(ψ, ω) =

∞∑

k=1

νk(ω)
√
λkφk(ψ) , (3)

where {λk}∞k=1 ⊂ R, {νk(.)}∞k=1 ⊂ C(Ω,R) and {φk(.)}∞k=1 ⊂ C(Ψ,D), with C(A,B) denoting the space of continuous
functions defined over A and arriving at B. In particular, {φk(.)}∞k=1 is called POD basis and is orthonormal with
respect to (. , .)D. Its members are ordered according to their importance in the interest field representation in terms
of variance, which can be calculated as in Equation 4, where ed is called Explained Variance Rate (EVR). It quantifies

the proportion of variance captured by POD at a given rank d ∈ N, with an approximation
∑d
k=1 νk(ω)σkφk(ψ).

When an order d << min(dim(Ψ), dim(Ω)) corresponds to a high EVR, we speak of DR, because u is spanned to
a sub-space of much smaller dimension than Ψ× Ω.

ed =

∑
k≤d λk∑+∞
k=1 λk

. (4)

At given rank d, POD approximation has the lowest error compared to any other linear expansion [28].

In discrete form, POD is usually written as in Equation 5, for a real valued physical variable measured at
different coordinates {ψ1, . . . , ψm} (e.g. spatio-temporal locations) and for an ensemble of events {ω1, . . . , ωm} (e.g.
realizations in different configurations), and stored in matrix U := [u(ψi, ωj)]i,j ∈ Rm×n,

U = U + ΦΛ1/2NT = U + ΦΣNT , (5)

where Φ := [φk(ψi)]i,k ∈ Rm×e, N := [νk(ωj)]j,k ∈ Rn×e, and Λ := [λk]k,k ∈ Re×e, with e = min(m,n), and U the

ensemble mean. In particular, matrices Φ and N are orthonormal, so that ΦΦT = Im and NNT = In, where Im is
the m×m identity matrix. The POD basis Φ corresponds to the eigenvectors of matrix Bc := (U−U)(U−U)T

decomposed as Bc = ΦΛΦT , with Λ the eigenvalues arranged in decreasing order, or using the equivalent Singular
Value Decomposition (SVD) as (U −U) = ΦΣNT , where Σ = Λ1/2 is the singular values matrix. Matrix NT is
deduced using a projection NT = Σ−1ΦT

(
U−U

)
. Each column j of NT is a vector of expansion coefficients that

represent a realization ωj of the decomposed field. When POD approximation is truncated at rank d, it is written

as U ≈ U+Φ(d)Σ(d)N(d), where column j of N(d) contains reduced vector variable ν = [ν1(ωj), . . . , νd(ωj)]
T ∈ Rd.

2.2.2 PODEn4DVAR adapted to parametric 3DVAR

When diverse enough records {ω1, . . . , ωm} are available, resulting POD basis can be considered as a gene-

rator of all possible states. Then, any state u(ψ, ωj) can be approximated on the same basis Φ(d) by fitting
ν = [ν1(ωj), . . . νd(ωj)]

T . Hence, Tian et al. [57] proposes to replace the model response at any time in a 4DVAR
cost function by its POD approximation, which they call PODEn4DVAR. Consideration of the model dynamics is
then enforced using POD rather than an adjoint.

We propose the same procedure using a joint parameter-state POD using cost function in Equation 1, where
the observation operator H is considered linear as H for the sake of simplicity. In particular, n paired realizations
of parameters [θ1, . . . , θv] and model response [x1, . . . , xmx

] are arranged in a single vector [θ1, . . . , θv, x1, . . . , xmx
]

of size mx + k and stored in an ensemble matrix of size (mx + k) × n. The latter is POD reduced which gives an
approximation in the form of Equation 6 for each realization. The POD basis matrix can therefore be written as a

block vector in the form Φ(d) = [Φ
(d)
θ ,Φ(d)

x ]T , where parameter block denoted Φ
(d)
θ is of size v× d, and state block

denoted Φ(d)
x is of size mx × d, formed simply by selecting adequate lines of the full matrix Φ(d).

[θ1, . . . , θv, x1, . . . , xmx
]
T ≈

[
θ1, . . . , θv, x1, . . . , xmx

]T
+ Φ(d)Σ(d)ν . (6)

This provides a common linear generator for parameters and state. Hence, they both can be replaced in the
parametric 3DVAR cost function in Equation 1. A new approximate cost function is written as in Equation 7.

J(θ) ≈ J̃(ν) :=
1

2

∥∥∥Φ(d)
θ Σ(d)

(
ν − ν(b)

)∥∥∥
2

B−1
+

1

2

∥∥∥H
[
x + Φ(d)

x Σ(d)ν
]
− y(o)

∥∥∥
2

R−1
, (7)
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The problem becomes linear and explicit, and the gradient can be analytically calculated as in Equation 8.

∇ν J̃ =
(
Φ

(d)
θ Σ(d)

)T
B−1

(
Φ

(d)
θ Σ(d)

) (
ν − ν(b)

)

+
(
HΦ(d)

x Σ(d)
)T

R−1
(
H
[
x + Φ(d)

x Σ(d)ν
]
− y(o)

) . (8)

The analysis is obtained by cancelling the gradient, as in Equation 9.

ν(a) =

[(
Φ

(d)
θ Σ(d)

)T
B−1

(
Φ

(d)
θ Σ(d)

)
+
(
HΦ(d)

x Σ(d)
)T

R−1
(
HΦ(d)

x Σ(d)
)]−1

×
[(

Φ
(d)
θ Σ(d)

)T
B−1

(
Φ

(d)
θ Σ(d)

)
ν(b) −

(
HΦ(d)

x Σ(d)
)T

R−1
(
Hx− y(o)

)]
. (9)

If POD is based on an ensemble generated from a perturbation around the background θ(b) with covariance B,
then the cost function can be simply written as in Equation 10, and corresponding analysis formula 12 is simpler.

J(θ) ≈ J̃(ν) :=
1

2

∥∥∥Σ(d)
(
ν − ν(b)

)∥∥∥
2

(Λ(d))
−1

+
1

2

∥∥∥H
[
x + Φ(d)

x Σ(d)ν
]
− y(o)

∥∥∥
2

R−1
, (10)

∇ν J̃ =
(
ν − ν(b)

)
+
(
HΦ(d)

x Σ(d)
)T

R−1
(
H
[
x + Φ(d)

x Σ(d)ν
]
− y(o)

)
. (11)

ν(a) =

[
Id +

(
HΦ(d)

x Σ(d)
)T

R−1
(
HΦ(d)

x Σ(d)
)]−1

×
[
ν(b) −

(
HΦ(d)

x Σ(d)
)T

R−1
(
Hx− y(o)

)] . (12)

Solution to the minimization is hence straightforward and does not require an iterative algorithm.

2.3 Hybrid ensemble-POD-PCE-3DVAR

As expected, the proposed ensemble-POD-PCE-3DVAR methodology also relies on POD for building a surro-
gate. However, instead of relating the parameters and model response by a joint POD, their dependency is modelled
using a probabilistic non linear mapping called Polynomial Chaos Expansion (PCE). The latter is briefly presented
below, and readers interested in theoretical details can refer for instance to [54, 63].

For the following calculations, we define by (Ω, F,P) a probability space, where Ω is the event space (space of all
the possible events ω) equipped with σ-algebra F (some events of Ω) and its probability measure P (likelihood of a
given event occurrence). A random variable defines an application Y (ω) : Ω→ DY ⊆ R, with realizations denoted
by y ∈ DY . The PDF of Y is a function fY : DY → R that verifies P(Y ∈ E ⊆ DY ) =

∫
E
fY (y)dy.

The kth moments of Y are defined as E[Y k] :=
∫
DY

ykfY (y)dy, the first being the expectation denoted E[Y ].

In the same manner, we define the kth central moments of Y as E[(Y − E[Y ])k], the first being 0 and the se-
cond the variance of Y denoted by V[Y ]. The covariance of two random variables is defined as cov(X,Y ) =
E[(X − E[X])(Y − E[Y ])] and a resulting property is V[Y ] = cov(Y, Y ). For a multi-dimensional random denoted
Y = [Y1, . . . , Ym]T , the expectation is defined component-wise as E[Y] = [E[Y1], . . . ,E[Ym]]T , and the variance is
defined as V[Y] = E[(Y − E[Y])(Y − E[Y])T ]. It is a matrix of size m×m called the covariance matrix, and can
also be developed as V[Y] = E[YYT ]− E[Y]E[Y]T . Component of line i1 and column i2 is exactly the covariance
term cov(Yi1 , Yi2) and hence, diagonal terms i correspond to V[Yi] and the matrix is diagonal.

In this probabilistic framework, parameters and model response are considered to belong to the space of ran-
dom variables with finite variances, denoted L2

R. They are referred to using capital letters Θ and X respectively.
A realization of these randoms for an event ω ∈ Ω, is denoted using lower case letters as Θ(ω) := θ = [θ1, . . . , θv]

T

and X(ω) =M(Θ(ω)) := x = [x1, . . . , xmx
]T .

6

CHAPTER 5. MODEL REDUCTION FOR FAST AND ACCURATE DATA
ASSIMILATION 182



The space of real random variables with finite variances L2
R is a Hilbert equipped with an inner product

(Y, Z)L2
R

:= E[Y Z] =
∫

Ω
Y (ω)Z(ω)dP(ω) =

∫
Ω
yzfY,Z(y, z)dω and its induced norm ||Y ||L2

R
:=
√
E[Y 2]. In particu-

lar, fY,Z defines the joint PDF of randoms Y and Z, defined as P(Y, Z ∈ E ⊆ DY ×DZ) =
∫
E
fY,Z(y, z)dydz.

A number n of parameters realizations are used to produce n realizations of the model response. Model responses
are then stored in an ensemble matrix of size mx × n, and POD reduced as in Equation 13.

X(ω) ≈ X + Φ(d)Σ(d)Υ(d)(ω) . (13)

where Υ(d)(ω) := ν is a realization of reduced variable associated to a realization of state X(ω). PCE is

then used to formulate a non-linear model that links random reduced variable Υ(d) = [Υ1, . . . ,Υd]
T to random

parameters Θ.

2.3.1 Polynomial Chaos Expansion

For a component Υk or random variable Υ(d), PCE approximation Υ̃k(Θ) is written in Equation 14,

Υk ≈ Υ̃k(Θ) :=
∑

|α|≤p
ckαζΘ,α(Θ1,Θ2, ...,ΘV ) , (14)

where ckα ∈ R are deterministic coefficients, and {ζΘ,α,α := (α1, . . . , αv) ∈ Nv, |α| := ∑v
i=1 αi ∈ [|0, p|]} is an or-

thormal multivariate polynomial basis of maximum degree p ∈ N. In particular, the orthonormality is defined with
respect to the inner product (., .)L2

R
. The multivariate basis is constructed for mutually independent parameters

as ζΘ,α(Θ) :=
∏V
i=1 ξΘi,αi

(Θi), where {ξΘi,β , β ∈ [|0, p|]} is an orthonormal univariate polynomial basis for each
input variable Θi. This is written as (ξΘi,βj

, ξΘi,βk
)L2

R
=
∫

Ω
ξΘi,βj

(θi)ξΘi,βk
(θi)fΘi

(θi)dω = δβjβk
, where δβjβk

is
the Kronecker symbol. The constructed multivariate basis is also orthonormal with respect to joint probability
distribution of parameters denoted fΘ1,...,Θv .

The choice of the basis is therefore directly related to the choice of input variable marginals. It has been for
example shown that Hermite polynomials are orthonormal with respect to Gaussian distributions, whereas Le-
gendre polynomials are orthonormal with respect to Uniform densities [62].

Coefficients ckα can be estimated thanks to different methods, and is here performed using the Least Angle
Regression Stagewise method (LARS) in order to construct an adaptive sparse PCE. This is an iterative procedure,
where the algorithm begins by finding the polynomial pattern, denoted ζi for simplicity, that is the most correlated
to the output. The latter is linearly approximated by εiζi, where εi ∈ R. Coefficient εi is not set to its maximal
value, but increased starting from 0, until another pattern ζj is found to be as correlated to Y − εiζi, and so
on. In this approach, a collection of possible PCE, ordered by sparsity, is provided and an optimum can be cho-
sen with an accuracy estimate. It was performed in this study using corrected leave-one-out error. The reader can
refer to the work of Blatman and Sudret [8] for further details on LARS and more generally on sparse constructions.

For multi-dimensional variables Υ(d) = [Υ1, . . . ,Υd], PCE constructed component wise with the same inputs
Θ can be written as in Equation 15, where ζΘ is a vector containing the basis elements, and each line of matrix C
contains expansion coefficients ckα of component Υk.

Υ(d) ≈ Υ̃
(d)

(Θ) = CζΘ (15)

The orthonormality is a particularly convenient property for an efficient representation. In particular, it gua-
rantees spectral decay and therefore fast convergence of the approximation, as well as direct estimation of statistical
moments [54].

2.3.2 New cost function with updated model error

The model in the parametric 3DVAR cost function 1 is now replaced by an approximate probabilistic POD-PCE

metamodel denoted X̃ for random variable X, written as in Equation 16

X ≈ X̃(Θ) := X + Φ(d)Σ(d)Υ̃
(d)

(Θ) . (16)
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where Υ̃
(d)

is defined in Equation 15 and Σ := Λ1/2. A new cost function is then written (for a given realization)
as in Equation 17,

J(θ) ≈ J̃(θ) =
1

2

∥∥∥θ − θ(b)
∥∥∥

2

B−1
+

1

2

∥∥∥Hx̃− y(o)
∥∥∥

2

R̃−1
, (17)

where R̃ is a new error covariance matrix. Indeed, with this surrogate, the model can no longer be considered
perfect, even for an originally strong constraint 3DVAR problem. A new error denoted ε(meta,o), resulting from
combined POD reduction error εPOD, PCE approximation error εPCE and observation error ε(o), should be consi-
dered. The latter then gives a new error covariance matrix written as R̃ = V

(
ε(meta,o), ε(meta,o)

)
.

Firstly, POD basis truncation results in an approximation written in Equation 18, where εPOD is calculated as
in Equation 19, and Υ(d) designates the POD coefficients not considered in the approximate.

X = X + Φ(d)Σ(d)Υ(d) + εPOD , (18)

εPOD := Φ(d) Σ(d) Υ(d) . (19)

Secondly, PCE approximation error, resulting from coefficients fitting and polynomial basis truncation to a
given polynomial degree, is defined as in Equation 20.

εPCE := Υ(d) − Υ̃
(d)

(Θ) . (20)

Consequently, exact formulation of the metamodel in Equation 16 with error characterization is written in
Equation 21, where error ε(meta) is defined in Equation 22.

X = X̃(Θ) + ε(meta) . (21)

ε(meta) = Φ(d)Σ(d)εPCE + εPOD . (22)

Lastly, combined metamodel and observation error can be calculated as in Equation 23, where Y denotes the
observation random variable with realizations y(o).

ε(meta,o) = Y −Hx̃(θ(t))

= Y −H
(
x(t) −Φ(d)Σ(d)εPCE − εPOD

)

= ε(o) + HΦ(d)Σ(d)εPCE + HεPOD

(23)

2.3.3 POD-PCE metamodel error covariance matrix

In this Subsection, observation errors, POD error and PCE errors for modes 1 to d, are considered mutually
independent and unbiased (E[ε] = 0). Independence is assumed in the sense that both methods (patterns extraction
and learning) are performed independently. Besides, H is assumed to be identity for the sake of simplicity. Results
below can be easily extended to cases with linear operator H by simple matrix product, and used for arbitrary
non-linear operator H if replaced with its Tangent Linear Model (TLM). Alternatively, metamodel learning can
be directly performed in the observation space by transforming the modelling result using H, as suggested in [58],
which helps both gaining in analysis accuracy and saving computational time, as the observation space is generally
of lower dimension.

Independence and bilinearity allow to develop the error covariance matrix as in Equation 24.

R̃ = V
(
ε(meta,o), ε(meta,o)

)

= V
(
ε(o) + Φ(d)Σ(d)εPCE + εPOD, ε(o) + Φ(d)Σ(d)εPCE + εPOD

)

= R + V
(
εPOD, εPOD

)
+ Φ(d)Σ(d)V

(
εPCE , εPCE

)
Σ(d)

(
Φ(d)

)T
(24)

Firstly, POD error covariance matrix is developed in Equation 25.

V
(
εPOD, εPOD

)
= V

(
Φ(d) Σ(d) Υ(d),Φ(d) Σ(d) Υ(d)

)

= Φ(d) Σ(d) V
(
Υ(d),Υ(d)

)
Σ(d)

(
Φ(d)

)T . (25)

8

CHAPTER 5. MODEL REDUCTION FOR FAST AND ACCURATE DATA
ASSIMILATION 184



The covariance matrix V
(
Υ(d),Υ(d)

)
can be estimated as the ensemble-anomaly covariance matrix [11], written

in Equation 26. Indeed, POD was deduced from an ensemble of realizations of X, which provides n realizations for
vector Υ(d) stored in the columns of matrix (N(d))T ∈ R(e−d)×n, with e = min(n,m) (details in Section 2.2.1). Cova-

riance is then developped in Equation 26 with unbiased error that cancels E
[
N(d)

]
=
(
Σ(d)

)−1 (
Φ(d)

)T
E
[
εPOD

]

and orthonormality of POD coefficients that gives
(
N(d)

)T (
N(d)

)
= Ie−d.

V
(
Υ(d),Υ(d)

)
≈ 1

n− 1

(
N(d) − E

[
N(d)

])T (
N(d) − E

[
N(d)

])

=
1

n− 1

(
N(d)

)T (
N(d)

)

=
1

n− 1
Ie−d

. (26)

Secondly, PCE error covariance matrix, considering modes fitting errors are independent, can be estimated as:

V
(
εPCE , εPCE

)
= V

(
Υ(d) − Υ̃

(d)
,Υ(d) − Υ̃

(d)
)

=




V
[
Υ1 − Υ̃1

]
0 . . . 0

0 V
[
Υ2 − Υ̃2

]
. . . 0

...
...

. . .
...

0 0 . . . V
[
Υd − Υ̃d

]




(27)

This independence assumption, that allows to write a diagonal matrix, is possible since each POD mode is learned
independently by corresponding PCE model. Then, each variance term can be written in terms of expectation with
the Koening-Huygens development. As PCE errors are supposed unbiased (no average over or under estimation),
this gives:

V
[
Υk − Υ̃k

]
= E

[
(Υk − Υ̃k)2

]
− E

[
(Υk − Υ̃k)

]2

= E
[
(Υk − Υ̃k)2

] (28)

Quantity E
[
(Υk − Υ̃k)2

]
is called generalization error [7]. It can be approximated at PCE learning stage with

the empirical error denoted δemp defined in Equation 29. This is performed by splitting the ensemble of realizations
(N(d))T to a training set of size nt and a validation/prediction set of size np = n−nt. The training ensemble is then
used to fit the PCE models, and the validation ensemble, with reduced state realizations

[
Υk(θ1), . . . ,Υk(θnp)

]

associated to parameters realizations
[
θ1, . . . ,θnp

]
, is used to estimate the learned model bias in Equation 29.

E
[
(Υk − Υ̃k)2

]
≈ δemp(Υk, Υ̃k) :=

1

np

n∑

j=1

(
Υk(θj)− Υ̃k(θj)

)2

. (29)

As explained above, generalization error is used in this study to fit an optimal PCE model for each component
Υk independently (choice of polynomial degree), by minimization on the prediction set. Consequently, the resulting
covariance estimation comes with no additional cost than fitting.

As a result, error R̃ can be estimated as in Equation 30.

R̃ ≈ R+
1

n− 1
Φ(d) Λ(d)

(
Φ(d)

)T
+Φ(d)




λ1δemp(Υ1 − Υ̃1) 0 . . . 0

0 λ2δemp(Υ2 − Υ̃2) . . . 0
...

...
. . .

...

0 0 . . . λdδemp(Υd − Υ̃d)




(
Φ(d)

)T
.

(30)
It is directly calculated from:
• the eigenvalue matrix associated to unused modes Λ(d) representing an Unexplained Variance Rate (UVR,

oppositely to EVR) due to POD truncation ;
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• the approximation error due to PCE learning of each mode Υk, enhanced by the importance of the latter,
represented by its eigenvalue λk.

For its estimation, no additional computation is necessary, besides POD calculation and PCE fitting by genera-
lization error minimization. New error covariance is therefore directly estimated by transforming reduction and

learning errors to the output’s space through adequate matrix product using the full POD basis Φ =
[
Φ(d),Φ(d)

]
.

3 Numerical experiments with the Shallow Water Equations

The accuracy of the proposed hybrid DA approaches, presented in Section 2, is now assessed on practical
examples. In particular, a model M, with uncertain random parameters Θ and output x, and observations y(o),
should be specified for cost function defined in Equation 1. The latter are presented in Section 3.1. Then, a twin
DA experiment, and a measurement-based DA experiment are presented in Sections 3.2 and 3.3 respectively. In
particular in Section 3.3, results with the proposed algorithms are compared to classical 3DVAR.

3.1 Problem setup

The modelling of tidal flow at the vicinity of a power plant’s cooling intake is here targeted. The studied intake is
located on the eastern English Channel coast in northern France, which is a macro/mega-tidal zone dominated by a
semi-diurnal circulation. Few field information about the currents are available, namely a survey of depth-averaged
velocity components denoted (u, v)T and free-surface elevation denoted η at five measurement points, indicated
with a schematic drawing of the intake in Figure 1-a.

(a) Intake scheme and observation
points

(b) Computation domain and bathymetry

Figure 1: Locations of measurement points for the two-months survey at intake’s vicinity.

A superposition of the measured hydrodynamic variables on tidal periods is shown in Figure 2. The field
campaign period is characterized with possible storms and surges.
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(a) Free surface (b) X-velocity u (c) Y-velocity v

Figure 2: Superposition of measurements for the hydrodynamic variables on Point 1.

These data are subject to measurement errors. In particular, Acoustic Wave And Current (AWAC) meters (1
MHz Nortek, Doppler technology) were used for offshore tidal velocities and water depths (through pressure re-
cords). Measurements are characterized with absolute errors 1 cm/s for and 5 cm for tidal velocities and free-surface
elevations respectively.

In order to numerically reproduce such flow, in particular to obtain a detailed spatio-temporal current distribu-
tions for complementary analysis, the Shallow Water Equations (SWE) are used as model. The SWE are a set of
non-linear hyperbolic Partial Differential Equations (PDE), obtained by depth-averaging the three-dimensional
Reynolds-averaged free-surface Navier-Stokes equations, allowing the representation of almost-horizontal, two-
dimensional (2D), shallow flows [19]. The resulting mass and momentum conservation equations are defined in
31. 




∂h

∂t
+
∂(hu)

∂x
+
∂(hv)

∂y
= 0

∂(hu)

∂t
+
∂(hu2)

∂x
+
∂(huv)

∂y
= −gh∂η

∂x
− 1

ρ
τbx +

h

ρ
Fx + ~∇ · (hνe∇u)

∂(hv)

∂t
+
∂(huv)

∂x
+
∂(hv2)

∂y
= −gh∂η

∂y
− 1

ρ
τby +

h

ρ
Fy + ~∇ · (hνe∇v)

(31)

where the system unknowns are the depth-averaged velocity components u = (u, v)T along the Cartesian coordi-
nates (x, y) and the free surface elevation η := h + b, with h the water depth and b the bottom elevation. The
gravitational acceleration g and the water density ρ are considered as constant values. Vector τb = (τbx, τby) denotes
the bottom shear stress, with componenets τbx and τby along the Cartesian coordinates (x, y). Vector F represents
external forces (in the presented study, only Coriolis effect is considered as external force), and νe is the effective
viscosity, accounting for kinematic, eddy and “dispersion” viscosity resulting from vertical integration, and here set
equal to water’s kinematic viscosity for simplicity.

Bed elevation b is here deduced from measurements, represented in Figure 1-b, based on Digital Elevation Model
from [50]. This model setup, although characterized with possible approximations (e.g. bottom interpolations), is
considered as trustworthy for the ongoing study. However, bottom friction and tidal Boundary Conditions (BC),
which are essential elements for tidal modelling with SWE, are unknown, and their uncertainty should be quanti-
fied for optimal calibration using DA. In the following, attention is therefore focused on parametric calibration of
friction and BC using appropriate variables. However, it should be noted that the developed framework could be
used to calibrate other control vectors, as the bathymetry, Initial Conditions (IC), etc.

Firstly, bed shear stress is capital for environmental applications, as it has considerable influence on the flow
because of the energy dissipation it induces [34]. Its exact formulation remains unknown, but many formulas can
be found in literature, with specific calibration parameters. After sensitivity analysis on the studied case [36], it
was concluded that formula choice does not impact the shape of model responses. Consequently in this study, the
empirical Strickler’s formula [34] is used as written in Equation 32, where K is called Strickler coefficient. The latter
is an uncertain calibration parameter, that ranges in [21.02, 90.66] m1/3 s−1, as explained in [36]. In particular, two
values are set: K1 inside the intake and K2 outside. Model outputs at measurement points of Figure 1 showed no
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sensitivity to K1 in [36]. Therefore, it is fixed to average interval value, and only K2 is calibrated using DA.

~τb =
ρg

K2

(
1

h

)1/3

|~u|~u (32)

Secondly, tidal BC are parametrized with the TPXO data-base [14], particularly the European Shelf (ES)
local model within TELEMAC-2D software [43]. The hydrodynamic unknowns at the boundary are modelled as a
superposition of harmonic components, as in Equation 33,

F (p, t) =
∑

Fi(p, t) =
∑

fi(t)AFi(p)cos
(
2πt/Ti − φFi(p) + u0

i + vi(t)
)
, (33)

where the term F at point p and time t represents velocity components or water depth, Fi a harmonic component
with constant period Ti, amplitude AFi

, phase φFi
, phase at origin of times u0

i , and temporal nodal factors fi(t)
and vi(t). Thompson’s method is then used to prescribe BC [20], and three parameters, denoted CTL (Coefficient
of Tidal Level), MTL (Mean Tidal Level) and CTV (Coefficient of Tidal Velocity), can be used to calibrate the BC
on measurements, as in Equation 34. For example, MTL allows to account for seasonal variability (effect of thermal
expansion, salinity variations, air pressure, etc.) in addition to long-term sea level rise resulting from climate change
[21], and all three parameters can be used to compensate the effects of storm and surge (atmospheric and wave
setup) [21], as the latter are not modelled in the TPXO data-base. Variation interval for MTL is deduced from
measurements as [4.0, 6.0] m CM, whereas the non-dimensional parameters CTL and CTV are expertly set to
[0.8, 1.2] and [0.8, 3.0] respectively, so that the measurements fall within the simulated min-max interval [36].

h = CTL×∑hi(M, t)− zf +MTL
u = CTV ×∑ui(M, t)
v = CTV ×∑ vi(M, t)

(34)

To conclude, four uncertain parameters are defined for DA calibration: one input for sea friction denoted K2,
and three BC parameters denoted MTL, CTL and CTV . As the only available information about these variables
uncertainties are their variation supports, Uniform PDFs should be used to represent their uncertainty (Maximum
Entropy Principle [53]). These PDFs are used to produce random ensembles of inputs using Monte Carlo (MC)
sampling. Each input configuration is then propagated through the studied model by running a direct simulation.
A corresponding ensemble of output values is therefore obtained, which then allows to learn the joint parameter-
state POD on the one hand, and the POD-PCE model on the other hand. In particular for the latter, Legendre
polynomials are used, and PCE is fitted for each POD pattern independently, by choosing the polynomial degree
that minimizes the empirical error calculated in Equation 29. For the variational algorithms however, all variables
are characterized by Gaussian errors. In the following, the background parameters are set to the average value
from the variation interval, and standard deviation empirically estimated from the bounds, as summarized in Table
1. A great discrepancy is therefore considered for both twin and measurement-based experiments, using the full
variation range of parameters, as the latter are generally unknown.

Variable θi θmini θmaxi E[Θi]
√

V[Θi]

K2 [m1/3s−1] 21.02 90.66 55.84 34.82

MTL [m CM] 4.0 6.0 5.0 1.0
CTL [-] 0.8 1.3 1.05 0.25
CTV [-] 0.8 3.0 1.9 1.1

Table 1: Uncertain parameters bounds and considered standard deviation for the variational DA cost function.

Lastly, previously described equations and closures are used through the open-source TELEMAC-MASCARET
SYSTEM (TMS) (https://www.opentelemac.org/), in particular with TELEMAC-2D [20] that models hydrody-
namics using the SWE. A numerical domain of size 8× 16 km (offshore × longshore distances) is chosen, resulting
from previous sensitivity analysis [36]. After mesh convergence study, elements of maximal size 50 m at the sea and
2.5 m in the intake are selected.

3.2 Robustness investigations on Twin experiment

Before attempting model calibration on complex measurements, one of the randomly produced model states
is used to assess the performance of previously presented DA approaches in Section 2 on twin experiments. The
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model state consists in temporal series of the hydrodynamic variables, registered with a 20 minutes time step, and
measured at the five observation points represented in Figure 1-a, over a semi-diurnal tidal period. Model state is
arranged in vector form as x := [uP1(t1), . . . , uP5(tk), . . . , uP5(tk), vP1(t1), . . . , vP5(tk), ηP1(t1), . . . , ηP5(tk)], where
Pi ∈ {P1, . . . , P5} refer to record points and tj ∈ {t1, . . . , tk} with k ∈ N∗ to record times. The studied twin expe-
riment model output is considered to be the ”true” observation field, denoted y(t). Perturbed versions denoted y(o),
with different noise levels ranging from 1 % to 20 %, are used to emulate imperfect observations. In particular, each
component of y(t) is perturbed using a white Gaussian noise around the true value, with a variance corresponding
to chosen noise percentage. The variance employed for each component is also used to fill the observation error
covariance matrix R. Parameters prior values denoted θ(b) are set to average, and corresponding error covariances
stored in B are calculated from standard deviations, as reported in Table 1. It should also be noted that all states,
observations and parameters components are centered and reduced (normalized by their standard deviations) in
order to give the same weight to all. Corresponding error covariance matrices are normalized accordingly.

A first confrontation of relative Root Mean Square Error (RMSE) calculated for each hydrodynamic variable
and measurement point separately, between true state y(t) and analyzed model output x(a), is shown in Figure 3.
As an example for this first comparison, 10 % of noise is added to the observation, and a number of POD modes
corresponding to 80 % EVR is selected for metamodel construction with both approaches. The evolution of analysis
error with the ensemble size can be seen, with a comparison between PODEn3DVAR and POD-PCE. Additionally,
a comparison between POD-PCE using original error covariance matrix R, and POD-PCE using metamodel error
covariance matrix R̃, calculated as in Equation 30, is also provided.

On the one hand, POD-PCE error is globally lower than PODEn3DVAR, in particular for free-surface eleva-
tions where the RMSE difference is higher. Convergence is not clearly established with both algorithms for velocity
estimation, but is reached much earlier with POD-PCE than with PODEn3DVAR for free surface estimations. For
the latter, at about an ensemble of size n = 200, POD-PCE analysis error is stable, while it still varies for PO-
DEn3DVAR. This may suggest that joint parameter-state POD, which forms a linear surrogate for PODEn3DVAR,
fails at capturing non-linear relationships between the input-output spaces, with the used ensemble sizes. Lineari-
zation may indeed not be a good option for such big parameter discrepancies (Table 1), and in this case, POD-PCE
is a better option, as non-linearities are efficiently captured by the use of orthogonal multivariate polynomials.

On the other hand, using the new estimation of error covariance matrix greatly reduced the analysis RMSE for
all variables and at all measurement points. Additionally, while convergence is not clearly established with both
algorithms for velocity estimation, using R̃ seems to efficiently stabilize the error at low ensemble sizes.
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(a) Free surface - Point 1 (b) X-velocity - Point 1 (c) Y-velocity - Point 1

(d) Free surface - Point 4 (e) X-velocity - Point 4 (f) Y-velocity - Point 4

Figure 3: Variables RMSE comparison for different calibration algorithms with EVR 80 % and noise 10 %.

Using four different noise levels (1, 5, 10 and 20 %), a comparison of RMSE for the three system unknowns

at observation Point 1 (Figure 1), with the POD-PCE approach using R̃, is shown in Figure 4. The assimilation
seems to be robust to noise, with little RMSE variation from 1% to 10 %, and a maximum of 2% added RMSE
with a transition from 10 % to 20 % of observation noise.

(a) Free surface - Point 1 (b) X-velocity - Point 1 (c) Y-velocity - Point 1

Figure 4: Variables RMSE comparison for different noise levels with POD-PCE algorithm using corrected error
covariance matrix, for EVR 80 %.

An analysis example with 80 % EVR, on 20 % noisy observation, is shown in Figure 5. Use of POD-PCE with
corrected error covariance matrix gives the best fit.
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(a) Free surface - Point 1 (b) Y-velocity - Point 1

Figure 5: Examples of fitting with 80 % EVR and 20 % observation noise.

The fitted input values are shown in Table 2. In the first white colored rows, prior is set to variation intervals
means, and background errors are set to corresponding variance. It can be noticed that fit errors can be considerable
for parameters, for example 34.38% overestimation of CTV with POD-PCE and 12.82% underestimation when using
R̃. This can be explained by the variables interactions in the model response, showed in previous sensitivity study
in [35]. For example K2 dissipates the domain velocities while CTV increases them. Consequently, an infinity of
paired values can give the same state. This relates to the so-called parameter identifiability issues [40]. Random
priors were used in order to investigate the dependency structure between fitted parameter values as shown in
Figure 6, which confirms the previous analysis. For example, a great dependency is noticed between fitted CTV
values on the one hand and fitted K2 and CTL values on the other hand. As a result, when using a different prior
with negligible errors for K2 and CTL, the algorithms has greater chances for fitting the parameters with much
smaller errors, as shown in the grey colored rows from Table 2. This is valid even if the errors associated to the
remaining parameters (±50 %) are much higher.

Algorithm K2 [m1/3s−1] MTL [-] CTL [-] CTV [-] field RMSE

Truth 40.73 4.24 0.98 1.68 0.0
Prior 55.84 (37.11%) 5.0 (17.97%) 1.05 (7.0%) 1.9 (12.75%) 17.27 %

PODEn3DVAR 52.07 (27.84%) 3.87 (8.67%) 1.07 (8.83%) 1.76 (4.31%) 8.84 %
POD-PCE 32.81 (19.44%) 4.0 (-5.62%) 1.3 (32.47%) 2.26 (34.38%) 7.35 %

POD-PCE-R̃ 45.65 (12.1%) 4.33 (2.26%) 1.05 (7.0%) 1.47 (-12.82%) 3.05 %

Prior 40.73 (0.01%) 2.12 (-50.0%) 0.98 (0.01%) 2.53 (50.0%) 16.91 %
PODEn3DVAR 54.51 (33.84%) 4.01 (-5.34%) 1.07 (9.04%) 1.89 (12.08%) 5.95 %

POD-PCE 40.73 (0.01%) 4.0 (-5.62%) 0.98 (0.01%) 1.94 (14.84%) 6.09 %

POD-PCE-R̃ 40.73 (0.01%) 4.33 (2.1%) 0.98 (0.01%) 1.62 (-3.88%) 3.0 %

Table 2: Fitted parameter values with different algorithms for noise 20 % and EVR 80 %. The errors relative to
true values are mentioned between brackets. Colored in white and grey are two attempts with different priors and
their error covariance matrices.
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Figure 6: Scatter plot of optimal parameters with random sizes and backgrounds for EVR 80 and noise 20.

Lastly, sensitivity of the proposed algorithms to EVR choice is studied. Comparison of global RMSE, calculated
between true state y(t) and analyzed model output x(a), is shown in Figure 7 using 10 % noisy twin observations.
Error decrease from 80 % to 90 % EVR is more significant for PODEn3DVAR with small ensembles, than for POD-
PCE algorithms. However, using R̃, the average error decreases from about 3% to 1%. Using the 95 % EVR, the
POD-PCE with R̃ RMSE seems stable, while it drastically decreases for the other algorithms at small ensemble
sizes. However, convergences needs greater sample sizes to be established, and is reached earlier for POD-PCE
than for PODEn3DVAR. Perhaps, smaller variance rates need bigger ensemble sizes to be adequately captured. In
particular, we showed in previous POD-PCE investigations [37] that PCE performs better for high variance POD
patterns learning, than for smaller variance ones.

(a) EVR 80 % (b) EVR 90 % (c) EVR 95 %

Figure 7: Global RMSE comparison for different calibration algorithms with 10 % noisy twin observations and
varying EVR.

3.3 Confrontation to classical 3DVAR on measurements

In this subsection, the proposed PODEn3DVAR and POD-PCE algorithms are used for field measurements ba-
sed calibration, and confronted to classical 3DVAR using the SWE. In particular, measurements on a tidal period
duration are used for fitting.
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Comparison of global RMSE with the used approaches for different EVR is shown in Figure 8. Firstly, increasing
the EVR generally decreases the RMSE. In particular, transition from 80 % to 90 % allows the POD-PCE metamodel
solution to greatly approach the classical 3DVAR solution, as can be seen in in Figure 8-b. However, EVR increase
should be performed cautiously as it may lead to slower convergence, for example with the 95 % EVR in Figure 8-c,
as also highlighted with the twin experiment. Secondly, PODEn3DVAR and POD-PCE errors are almost identical
for the 80 % EVR in Figure 8-a, while POD-PCE using R̃ allows slight improvement and faster convergence.

(a) EVR 80 % (b) EVR 90 % (c) EVR 95 %

Figure 8: RMSE comparison for different algorithms on calibration measurements with different EVR.

Conversely, for the 90 % and 95 % EVR metamodels, POD-PCE using R̃ results with an analysis of higher
RMSE, although it allows faster convergence compared to POD-PCE with R. However, it should be kept in mind
in this case that the original error covariance matrix R is not appropriate, because the perfect model assumption
is not valid. Indeed, measured variables can show different patterns compared to the model, as can be seen with
the fitting example in Figure 9, where a phase shift can be noticed in the free-surface measurements compared to
model, as well as an asymmetry in the velocity evolution. However, estimating model errors is not an easy task, and
perfect model assumption is used in practice. Therefore, comparison with POD-PCE using R̃ can not be conclusive
as it only compensates for unconsidered model errors in this case. It can be noted however that even without error
covariance matrix correction, the POD-PCE results in Figure 9 are almost identical to classical 3DVAR solution.

(a) Free surface (b) X-velocity (c) Y-velocity

Figure 9: Examples of fitting using the POD-PCE algorithm with 90 % EVR.

RMSE comparisons for different EVR with the POD-PCE metamodel are shown in Figure 10. It can be confirmed
that transition from 80 % to 90 % comes with global RMSE decrease in Figure 10-a, in particular for free surface
estimation in Figure 10-b. However, use of 95 % EVR, although interesting, does not converge at considered
ensemble sizes. Additionally, it can be noticed that RMSE difference between most optimal POD-PCE and 3DVAR
is lower than 2% for free surface, while it goes up to 5 % for velocity in Figure 10-c.
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(a) Global (b) Free surface - Point 1 (c) X-velocity - Point 1

Figure 10: RMSE comparison for different EVR with POD-PCE algorithm for calibration on measurements.

Algorithms comparison is shown for the most optimal 90 % EVR in Figure 11. As previously noted, use of R̃
for POD-PCE does not come with improvement of RMSE, but rather with faster convergence.

(a) Free surface - Point 1 (b) X-velocity - Point 1 (c) Y-velocity - Point 1

Figure 11: RMSE comparison of interest variables for different algorithms on calibration measurements with EVR
80 %.

PODEn3DVAR gives the worst results for velocity analysis, but seems to provides better results for free-surface.
However, analyzing its parameters fitting in Figure 12 shows that it may result with non-physical conclusions.
Indeed, parameters values are completely out of range, and sometimes negative, when they must be strictly positive.
Use of PODEn3DVAR should therefore be restricted to moderate EVR, for example 80 % EVR giving realistic
parameter estimations in 12 for reasonably high ensemble sizes (200 for example). Such limitation also limits the
analysis accuracy and results with considerable advantage for POD-PCE.

(a) X-velocity - Point 1 (b) Y-velocity - Point 1

Figure 12: Fitting of parameters using PODEn3DVAR with different EVR.
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Lastly, as previously highlighted, POD-PCE results are good approximates of classical 3DVAR analysis. They
additionally come with the computational time advantage. Indeed, the same computational time required to per-
form a descent in a given direction with classical 3DVAR, can be used to investigate multiple directions with
adequate computational resources. In the studied case for example, 40 simultaneous model runs are possible, where
each scenario requires an average run time of 8 hours. Consequently, while 3DVAR with classical descent using the
full model gives a single estimation after 8 hours, the ensemble generated for POD-PCE learning can explore 40
parameters configurations, and the learned metamodel, running in seconds, results with an ensemble-based 3DVAR
that performs better analysis at the same computational cost (complements in Appendix A). It should be kept in
mind however that in terms of number of simulations to reach an optimal analysis, classical 3DVAR is superior, as
40 simulations were already sufficient to reach convergence. Hence, if computational resources are a concern, then
classical 3DVAR should be preferred. As a conclusion, choice between classical 3DVAR and hybrid ensemble-POD-
PCE 3DVAR could be led by the importance of computational time vs. computational resources.

3.4 Discussion

In the results Sections 3.2 and 3.3, the PODEn3DVAR and ensemble-POD-PCE-3DVAR methods were confron-
ted on a twin and a measurement-driven DA experiments respectively. In the following, the main conclusions from
previously presented results are discussed.

Ensemble-POD-PCE-3DVAR vs. PODEn3DVAR

The analysis provided by ensemble-POD-PCE-3DVAR has shown to be more accurate than PODEn3DVAR with
the twin experiment, in particular for free-surface elevations, where convergence is reached with ensemble-POD-
PCE-3DVAR, while PODEn3DVAR results still vary even for ensembles of size n = 500. On the field measurements
case, superiority of ensemble-POD-PCE-3DVAR compared to PODEn3DVAR was confirmed. In particular, RMSE
was lower with ensemble-POD-PCE-3DVAR, and PODEn3DVAR resulted with unrealistic estimations of parame-
ters, that can be avoided by selecting a lower number of POD components, which in turn decreases the accuracy.
Ensemble-POD-PCE-3DVAR therefore gave better estimations, and has shown to be nearly as efficient as classical
3DVAR, with reduced computational cost.

This inadequacy of PODEn3DVAR was interpreted in terms of difficulty of learning with the linear joint
parameter-state POD metamodel, particularly for non-linear relationships. In particular, the great discrepancies
of the background make linearization difficult. Perhaps, if small perturbations around the background were used
to generate the ensemble, then convergence would be faster. However, this does not assure a good coverage of
parameters space in case of great uncertainty about prior parameters.

It should be here noted that an improved version called adaptive PODEn4DVAR was proposed in [10], consisting
in POD basis update using an outer loop, by iterative perturbation of the sample around the analysis, also perfor-
med in [32]. This allows to generate an ensemble based on a small perturbation around the background (analysis of
previous iteration), and better succeed in linearizing the relationships. Further more the adaptive PODEn4DVAR
is said to be more stable to the ensemble size than other ensemble DA methods [32], and a limited sample of size
n = 20 is used to generate the POD basis at each step, said sufficient up to 105 control variables [32]. Perhaps,
an interesting perspective would be to confront PODEn3DVAR and ensemble-POD-PCE-3DVAR, both with an
iterative ensemble update.

Additionally, it was suggested in [1] that an improvement is possible if the cost function is estimated using the
original model, while the adjoint is approximated in the reduced space [1]. Similarly, one could use the proposed
PODEn3DVAR and ensemble-POD-PCE-3DVAR approaches to perform faster calculation of descent directions,
while still estimating the cost function and the analysis with the full model.

For now, it is concluded that, at the same computational cost, and without further improvements of the proposed
algorithms, ensemble-POD-PCE-3DVAR seems to be superior to PODEn3DVAR. However, this still needs to be
confirmed on other test cases.
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Robustness to noise

Robustness tests to noise were conducted using the twin experiments. In particular, four noise levels (1, 5, 10
and 20 %) were incorporated to the truth (perfect observation, equal to twin simulation result) in order to simu-
late measured observation. The tested ensemble-POD-PCE-3DVAR and PODEn3DVAR are both robust to noise in
the observations. It is shown in particular that RMSE increase does not exceed 2% even with a noise increase of 10 %.

POD in that sense plays a major role. Indeed, given that the states are simulated with few POD patterns, the
resulting analysis is smooth, not characterized with local fluctuations. For example in [49], a Singular Value De-
composition (SVD), on which POD extraction in discrete framework is based, is used as a smoother to delete noise
from data, and therefore provide better estimations on a surface heat transfer inverse problem. Additionally, PCE
was learned on smooth numerical model results. However, even in the case of perturbed training set, robustness
of PCE to noise was demonstrated in [59] in pure Machine Learning setups, and confirmed in [37] in the case of
POD-PCE coupling.

POD modes number influence

In both the twin and measurement-based experiments, sensitivity of the results to the choice of POD compo-
nents number was investigated, through selection of different Explained Variance Rates (EVR).

It was shown that EVR increase (number of POD modes) may be contribute in decreasing the analysis error,
for both PODEn3DVAR and ensemble-POD-PCE-3DVAR algorithms. This impact of chosen POD modes number
on the performance of POD-based ensemble-variational methods was also highlighted by Cao et al. [10].

However, EVR increase does not systematically result in better analysis. Firstly, convergence issues can be met
with ensembles of low size. In particular, the latter may not be sufficient to learn the small variances patterns (high
rank modes) efficiently. Adding them to the metamodel may therefore result in uncertain analysis. This difficulty
was in particular highlighted in [37] regarding POD expansion coefficients learning using PCE. Secondly, increasing
the number of selected patterns has lead to unrealistic parameter estimations using PODEn3DVAR. The algorithm,
by controlling too many POD expansion coefficients, results in over-fitting of the analysis on measurements, with
the cost of completely unphysical parameter estimations. This also confirms the interest of using POD-PCE as
surrogate, since the learned relationships between parameters and POD expansion coefficients prevent from fitting
inadequate parameter values.

Impact of metamodel error covariance matrix

With the ensemble-POD-PCE-3DVAR algorithm, an adapted estimation of metamodel error covariance matrix,
resulting in an update of observation error covariance matrix R denoted R̃, was proposed and tested. For the twin
experiment, use of R̃ results with considerable gain in accuracy compared to R, by decreasing RMSE from about
7% to 3%. This may seem counter-intuitive. Indeed, passage from R̃ to R consists in an increase of variances. This
should in principle give less weight to the observation, relative to the background, in the cost function defined in
Equation 1.

However, two possible interpretations can be given: (i) analysis RMSE is calculated relative to the truth for the
twin experiment. For a perfectly defined cost function, in particular with adequate error covariances, minimization
should in principle lead to perfect analysis (zero RMSE compared to truth). Hence, R̃, which is the adequate
definition of error covariances given the metamodelling approximation, leads to better analysis than with R that
only accounts for observation errors (added artificial noise) ; (ii) the shape of R̃, as defined in Equation 30, better
distributes the errors. This is made both by correcting the variances at adequate spatio-temporal locations for given
variables (diagonal update), and by taking into consideration the error covariances, which is performed through
matrix product using the POD basis Φ.

In the measurement-based application, results are different. Use of the new error covariance matrix with
ensemble-POD-PCE-3DVAR did not systematically decrease the analysis RMSE, as was the case with the twin
experiment. This can be interpreted by the following: (i) perfect model assumption is no longer valid. Observations
here are field measurements, that are not necessarily perfectly reproducible with the used Shallow Water Equations
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(SWE). This questions the use of R, and lessens the relevance of comparison to R̃ ; (ii) analysis was compared, in
terms of RMSE, to the observations that are characterized with measurement errors. A low error does not neces-
sarily mean that the analysis approaches from the truth, but rather that it fits the observations. This is directly
related to the used error covariance matrix (R vs. R̃) which indeed impacts the weight given to observations in the

cost function. Here, increase of RMSE can be naturally linked to increase of variances in R̃.

Ensemble-POD-PCE-3DVAR limitations and proposed perspectives

Firstly, direct POD-PCE coupling may not always be adequate for arbitrary physical problems, for example
when dealing with discontinuity or when facing considerable non-linearities. For discontinuity treatment, RePOD
(Registration POD) proposed by Taddei [55], consisting in parametric smoothing of the discontinuous field prior
to POD, can be used. Furthermore, adaptive Multi-Element PCE in [61] can be attempted, in which sub-learning
problems are performed independently on subsets of the inputs space. In a Bayesian DA problem characterized
with high non-linearity, Birolleau et al. [6] show that representation problems may occur, with the Karhunen Loève
Transform and PCE coupling proposed by Marzouk and Najm [30] for functional outputs. An iterative PCE me-
thod is therefore proposed as a solution, where interest field is first expanded using classical PCE, the resulting
approximation used as a transform for the generation of a new PCE orthonormal basis, and so on. Remarkably,
the expansion resulting from this iterative process performs much better, in particular in the presence of abrupt
variations.

Secondly, use of PCE as metamodel may sometimes result with instabilities, which is highlighted by Després
et al. [12] where PCE based reduction on the 1D SWE hyperbolic system generates non-physical oscillations that
may grow in time, resulting from a loss of hyperbolicity.

Lastly, authors in [10] also mentioned the possible impact of snapshot sampling method on the performance
of POD-based ensemble-variational methods. For more efficient PCE learning, in order to reduce the required en-
semble size, Gauss-Hermite quadrature rule can be used to learn PCE coefficients instead of random MC sampling,
as performed in [15, 46] to accelerate the Ensemble-based Kalman Filter. This however may not be optimal when
dealing with high dimensional input spaces.

4 Summary

In the presented study, two approaches for hybrid ensemble-variational parametric calibration were proposed,
PODEn3DVAR based on joint parameter-state POD on the one hand, and ensemble-POD-PCE-3DVAR based on
POD-PCE metamodel within 3DVAR cost function on the other hand. In particular, calculation of a new error
covariance matrix, that accounts for errors resulting from metamodelling, was proposed for the ensemble-POD-
PCE-3DVAR approach. PODEn3DVAR and POD-PCE were assessed on a tidal currents modelling case, in a
coastal area. A twin and a measurement-based DA experiment were attempted.

Firstly, Robustness of both methodologies to noise was demonstrated on the twin experiment. In particular,
POD in both approaches helps providing a smooth analysis. Secondly, analysis provided by ensemble-POD-PCE-
3DVAR is characterized by lower RMSE than PODEn3DVAR, compared to the truth for twin experiment, and
compared to field data for the measurement-based experiment. It was additionally shown that POD-PCE estima-
tions converge much faster than PODEn3DVAR. In particular, ensemble-POD-PCE-3DVAR using of the updated
error covariance matrix results with considerable increase in accuracy (RMSE decrease from 7% to 3% in the twin
experiment case) and converges much faster.

Sensitivity of the results to the choice of POD components number was assessed for both ensemble-POD-PCE-
3DVAR and PODEn3DVAR. While increasing the complexity can improve the analysis, it may also, beyond a
certain degree, result with non-converged metamodel learning and therefore uncertain analysis. Additionally, in
the particular case of PODEn3DVAR, increasing the number of selected patterns has lead to unrealistic parameter
estimations.

To conclude, with the used setups, POD-PCE is undoubtedly the most interesting choice. It is both accurate
and computationally efficient. Convergence is achieved faster than with PODEn3DVAR. Additionally, proposed
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metamodel error covariance calculation significantly increases the accuracy, when added to an appropriately defined
observation error. It gives satisfactory results compared to classical 3DVAR, while needing less run time. However,
it was also noted that classical 3DVAR is more interesting in terms of needed number of simulations for convergence.
Hence, computational time vs. computational resources could lead the choice between classical 3DVAR and hybrid
ensemble-POD-PCE-3DVAR. Finally, POD-PCE metamodel could be adapted for particular cases of discontinuity
or [61], considerable non-linearities [6]. Lastly, confrontations to PODEn3DVAR should be attempted in other
configurations, for example using an iterative outer loop where the analysis is perturbed to generate a new ensemble,
as performed with PODEn4DVAR in [10].

Acknowledgements

This work is funded by the French National Association of Research and Technology (ANRT) through the Indus-
trial Conventions for Training through REsearch (CIFRE) in agreement with EDF R&D. The authors acknowledge
their support, and are grateful for data collection and feedback from EDF operators. The authors gratefully acknow-
ledge the TELEMAC-MASCARET (environmental numerical modelling), OpenTURNS (Uncertainties treatment
python library) and the ADAO (Data Assimilation python library) open source communities.

Appendix A. Simulation times

Examples of calculation times are given in Figure 13. It can be seen in Figure 13-a that the POD-PCE model
calibration time, including POD construction (eigenvalue problem) and PCE fitting for each POD pattern (choice
of optimal degree and learning), is at most 10 minutes for the considered ensemble sizes. Effective calibration time
for metamodel-based 3DVAR, showed in Figure 13-b, therefore principally consists in computational time required
for model runs. As these can be performed 40 at a time, run time increases in stairs.

(a) Metamodel learning time (b) Metamodel-based 3DVAR time

Figure 13: Evolution of calibration and total time (including simulations time) with training size by BLUE-POD
and POD-PCE algorithms.

In the end, around 80 hours are necessary for a POD-PCE or PODEn3DVAR calibration, with an ensemble of
size 400. In comparison, evolution of RMSE using classical 3DVAR is shown in Figure 14. It can be noticed for
example that convergence is reached after 200 hours of descent time, which is already much higher than the used
run time with the proposed algorithms.
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(a) Free surface zs (b) X-velocity u (c) Y-velocity v

Figure 14: Evolution of RMSE with calibration time for the three state variables on point 5 using classical 3DVAR.

However, in terms of needed number of simulations to reach an optimal analysis, classical 3DVAR is superior,
as 40 simulations were already sufficient in this particular case, compared to 300 simulations for POD-PCE (Figure
10 for example). As a conclusion, choice between classical 3DVAR and hybrid ensemble-POD-PCE 3DVAR could
be led by the importance of computational time vs. computational resources.
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5.3 Attempt of calibration on different scenarios

As explained in Section 5.1, the 2010 field survey allowed extracting a POD basis to
represent the tidal currents at intake’s vicinity using few components, over a given tidal
period. Two perspectives were highlighted: (i) a dependency structure can be constructed
between calibrated parameters, for example using previously presented ensemble-POD-
PCE-3DVAR, and the tidal POD expansion coefficients and (ii) hourly SHOM data can
be used to provide priors about the tidal currents at intake’s vicinity, if an appropriate
data-based model is learned from the dependencies shown in Section 5.1. If such learning
is successful, this would allow calibrating scenarios outside of the 2010 field campaign.

Consequently in the following, calibration on different scenarios is attempted using the
learned POD-PCE metamodel with 90 % EVR, resulting from the contribution of Section
5.2. More precisely, the scenario used in Section 5.2 corresponds to the first tidal period of
the two-months 2010 campaign, and an attempt to multi-scenario calibration with other
tidal periods from the same survey is given below.

Successful attempts examples are shown in Figure 5.4, while unsuccessful examples
are shown in Figure 5.5. In comparison to the tidal period studied in Section 3.2, it
can be noticed that the successful attempts of Figure 5.4 correspond to tidal ranges of
comparable magnitude. Conversely, failures of Figure 5.5 correspond to much higher tidal
amplitudes.

(a) Tidal period 26 - IB (b) Tidal period 26 - D (c) Tidal period 26 - E

(d) Tidal period 27 - IB (e) Tidal period 27 - D (f) Tidal period 27 - E

Figure 5.4 – Example of measurement reconstruction on a given tidal period for point 1 using 2
POD modes.

The �)! coefficient for calibration of free-surface BC, that impacts the tidal range in
particular, was only varied in ranges that remain close to the reference observation (�)! ∈
[0.8, 1.3]). In the case of Figures 5.5, the POD-PCE metamodel is used to calibrate �)!
outside its learned ranges. Although its impact on BC is linear (multiplicative coefficient),
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the propagation of the latter in the calculation domain is not. Hence, POD-PCE seems
to fail at generalizing the effects outside of the learned parameters sub-space.

(a) Tidal period 4 - IB (b) Tidal period 4 - D (c) Tidal period 4 - E

(d) Tidal period 22 - IB (e) Tidal period 22 - D (f) Tidal period 22 - E

Figure 5.5 – Example of measurement reconstruction on a given tidal period for point 1 using 2
POD modes.

As a conclusion, the projected generalization of the meta-model to other scenarios is
not successful in general. It indeed performs poorly in regions of the parameter space
where the metamodel was not learned. This is particularly enhanced by the non-linearity
of the used SWE, written in Equation 1.6. The same procedure should be attempted with
larger variation ranges for the parameters, in order to conclude for the generalization of
the POD-PCE metamodel over other scenarios, in order to calibrate other dates outside
of the 2010 field campaign, which would be of industrial interest.

5.4 Summary

The POD-PCE methodology has shown to be promising for the acceleration of vari-
ational DA. In particular, adapted error covariance matrix calculation, resulting from
the metamodelling, was proposed. This opens numerous perspectives for use on coupled
hydro-morphodynamic simulations of the intake, in order to calibrate the model on meas-
ured bathymetry evolutions.

Before tackling such complex physical coupling, a morphodynamic UQ study should
be undertaken, given the highly uncertain hydrodynamic conditions and sediment prop-
erties. In particular, POD components of velocity profiles at intake’s entrance on the
one hand, and POD components of bathymtery fields on the other hand, can be used as
low dimensional Boundary Conditions (BC) and Initial Conditions (IC) variables respect-
ively. This is the object of a last contribution in Chapter 6, with a preliminary sediment
dynamics UQ.



Chapter 6

Sediment dynamics with uncertain
parameters, boundaries and initial
conditions

Dans ce chapitre, une étude préliminaire de Quantification d’Incertitude (UQ) appliquée
au modèle numérique hydro-sédimentaire du chenal d’amenée est proposée. Dans cette
étude, les composantes principales précédemment déduites par Décomposition Orthogo-
nale en modes Propres (POD) appliquée aux mesures bathymétriques d’une part, et aux
résultats de simulations hydrodynamiques d’autre part, sont utilisées. En particulier, ces
composantes permettent d’investiguer, à coût de calcul réduit, l’incertitude liée aux Condi-
tions Limites (BC) et Conditions Initiales (IC) du modèle hydro-sédimentaire. Ajouté à
cela l’incertitude des paramètres liés aux lois de fermeture morphodynamique. Ceci per-
met de démontrer la faisabilité d’une étude UQ dans un cadre à haute-dimension, avec
les outils proposés précédemment.

In this chapter, a preliminary Uncertainty Quantification (UQ) study applied to the
hydro-sedimentary numerical model of the water intake is proposed. In this study, the
principal components previously deduced by Proper Orthogonal Decomposition (POD)
applied to bathymetry measurements on the one hand, and to hydrodynamic simulation
results on the other hand, are used. These components allow to investigate, at reduced
computational cost, the uncertainty related to Boundary Conditions (BC) and Initial
Conditions (IC) of the hydro-sedimentary model. Added to this is the uncertainty of
parameters related to closure morphodynamic relationships. This allows the demonstrate
the feasibility of a UQ study in a high-dimensional context, with the previously proposed
tools.
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6.1 Objective

In the previous chapters, use of Dimensionality Reduction (DR) and spectral stochastic
modelling by means of Proper Orthogonal Decomposition (POD) and Polynomial Chaos
Expansion (PCE) respectively, allowed investigating the hydro-morphodynamics of the in-
terest water intake. In particular (i) the spatial patterns of sedimentation were analyzed,
and a purely data-based predictive tool was provided; (ii) Uncertainty Quantificiation
(UQ) study of tidal hydrodynamic modelling in coastal configurations was undertaken,
which allowed to deduce the resulting uncertainty of spatio-temporal velocity components
at intake’s entrance, in the form of POD patterns and (iii) in view of future calibration
attempts, an acceleration technique for Data Assimilation (DA) was proposed.

Now, equipped with the previously proposed approaches and undertaken studies, i.e.:

• description of the dynamics in Chapter 1;

• theoretical framework for data-driven approaches in Chapter 2;

• data-based sediment dynamics investigations in Chapter 3;

• tidal hydrodynamics UQ study in Chapter 4;

• speed-up technique for physically-based data-driven DA in Chapter 5;

investigating the unanswered physical questions concerning the intake’s sedimentation
seems possible. More precisely, it is here of interest to clarify the phenomena that could
not be interpreted with the data-based model. As a reminder, the following objectives that
could not be resolved were previously evoked: (i) determining the predominant sediment
transport processes (bed-load vs. suspension) can be of importance to design new meas-
urement campaigns and (ii) understanding the dynamics at smaller scales, for example
through a given storm event (hours) can be useful, as a complement to the data-based
model, to propose a complete predictive tool.

The final objective would be to simulate all measured bathymetries using a calib-
rated hydro-morphodynamic model. For example, the proposed DA acceleration technique
could be used for multi-scenario calibration, based on a Monte Carlo (MC) metamodel
learning. Then, trustworthy physical interpretations about the unmeasured scales and
phenomena would be provided.

The Monte Carlo (MC) hydro-morphodynamic scenarios of the intake can however
respond to various forcings: bathymetry as Initial Conditions (IC), hydrodynamic BC, as
well as uncertain modelling parameters (friction, grains diameter, etc.) and uncertain solid
particles flux at intake’s entrance. Given the spatio-temporal nature of hydrodynamic BC
and bathymetry IC, this problem is high dimensional.

Fortunately, previously conducted investigations using POD could help providing low
dimensional uncertain BC and IC respectively. Demonstrating the feasibility of such an
approach for future investigations is the object of a last contribution described hereafter,
where a hydro-morphodynamic UQ study is undertaken. It should be noted that this
study is used as an algorithmic demonstration. Numerous hypothesis explained below are
engaged, and the physical set-up and resulting interpretations could greatly be improved.
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6.2 Uncertainty study

The objective of this Section is to apply a POD-based modelling approach of IC and BC
related uncertainties, for the reduction of a high dimensional UQ problem. Modelling
choices and resulting uncertainty sources are described in Subsection 6.2.1, and prelim-
inary results of uncertainty propagation and sensitivity analysis are shown in Subsection
6.2.2.

6.2.1 Modelling choices and uncertainty sources quantification

The modelling of sediment transport in the interest intake is targeted. For this purpose,
a coupled hydro-morphodynamic model is used. In particular, it is hypothesised that the
waves influence only takes place outside in the coastal zone in front of the intake, and does
not extend inside. Additionally, sediments are supposed to enter the intake as suspended
load, due to the wave effect outside, said to be probably predominant in the previously
presented literature (Section 1.1). For the presented investigations, simulations over a
tidal period (approx. 12 h 25 mn) are launched using the meshed computational domain
shown in Figure 6.1. Only the high depth zones, previously considered for measurement-
based bathymetry predictions, is studied. The pumping BC of each cooling station is set
to average operational flowrate. In principle, this value may be influenced by the sea level
that varies, but is here considered constant as first approximation.

X-coordinate

Y-
co

or
di

na
te

Walls
Pumps forcing
Sea forcing

Figure 6.1 – Meshed computational domain for a preliminary UQ study of the intake’s hydro-
morphodynamics, with prescribed Boundary Conditions (BC).

The used hydro-morphodynamic model relies on the resolution of previously described
Shallow Water Equations (SWE) 1.6, coupled to the conservation of sediment concentra-
tion in the form of the advection-diffusion Equation 1.25. The latter allows to compute the
net sediment flux as � −� ≈ FB × (24@ − 2A4 5 ). As a reminder, 24@ is the equilibrium near
bed concentration, here estimated using the empirical Zyserman-Fredsoe formula [278]
given in Equation 1.28, parameterized with the median bed grain size 350 (see Chapter
1 for details). Reference concentration 2A4 5 is estimated by integrating the Rouse profile
written in Equation 1.27. Settling velocity is computed as in Equation 1.26, also estimated
as a function of 350. Lastly, as in the previous contribution, bed friction is here estimated
using Strickler’s model 1.9, with a defined friction coefficient  .

In the described model, several uncertainty sources can be highlighted. Firstly, para-
metric uncertainties mainly result from (i) the median grain size 350 and (ii) Strickler’s
friction coefficient  . Secondly, hydrodynamic sea BC illustrated in Figure 6.1 are also un-
known, consisting in tidal elevation temporal variations and spatio-temporal distribution
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of the velocity components. Thirdly, the morphodynamic sea BC, consisting in entering
suspended sediment concentration, is unknown. Lastly, morphodynamic IC, which is the
initial bathymetry field, can also vary with the modelled scenario.

Parametric uncertainties

As in the previous contributions, Strickler’s coefficient  is estimated from bed roughness
height :B intervals and consequently ranges in [21.02, 90.66] m1/3s−1.

The variation interval of median grain size 350 can be deduced from measurements
inside the intake and at its vicinity. In this investigation, data from figures 1.6 and 1.7
allowed to deduce the min-max interval as [90, 300] `m.

As the only available information about  and 350 uncertainties are their variation
supports, Uniform PDFs are used to represent their uncertainty (Maximum Entropy Prin-
ciple [231]).

Hydrodynamic sea BC uncertainty

Hydrodynamic sea BC consist in tidal level elevations and velocity components. Firstly,
temporal evolution of tidal levels can be emulated by a sinusoidal function, using a mean
value and a tidal range. The latter are deduced from the hourly 2009-2018 data, obtained
from the SHOM-REFMAR at the nearest harbor. Their PDFs are approximated by
Gaussian Kernel Density Estimates (KDE) as in Figure 6.2. The distribution of mean sea
levels is Gaussian, whereas sea level ranges PDF is bi-modal, ranging from neap to spring
tides.

(a) Mean tidal levels (b) Tidal ranges

Figure 6.2 – Tidal levels characteristics PDFs inferred by Kernel smoothing from the 2007-2018
data.

Secondly, spatio-temporal distributions of the velocity components at intake’s entrance
are deduced from the previously launched hydrodynamic MC simulations, with the large
scale domain of size 8 × 16 km (offshore × longshore distances). Sea BC of the computa-
tional domain in Figure 6.1 corresponds to 19 boundary points. Each velocity component
should then be set for the 19 coordinates, in the forms u(C) = [D(G1, C), . . . , D(G19, C)] and
v(C) = [E(G1, C), . . . , E(G19, C)], where the time variable C is defined over the simulated
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tidal period (approx. 12 h 25 mn). Data with the large scale domain are recorded each 10
minutes which corresponds to 12×6+2 = 74 temporal coordinates, resulting in an observed
vector of dimension 74× 19 = 1368, in the form u = [u(C1), . . . , u(C74)]. If all these spatio-
temporal information at BC should be considered as uncertain inputs, this would result
with a high dimensional UQ. However, as previously shown, vector u can be POD reduced,
to deduce deterministic spatio-temporal patterns Φ 9 = [Φ 9 (G1, C1), . . . ,Φ 9 (G19, C74)] that
constitute a basis Φ = [Φ1, . . . ,Φ3], with related singular value matrix Σ and stochastic
coefficients a = [01, . . . , 03] that allow to approximate the original vector as u ≈ ΦΣa) .
In the case of previously cited hydrodynamic simulations, selecting 3 = 5 POD patterns
allowed reconstituting measured information for the POD-PCE based DA. Hence, the UQ
problem is also reduced to five uncertain parameters.

A multivariate scatter plot of the first four reduced variables is represented in 6.5.
These data are obtained from the results of previously launched MC simulations, taking
into consideration the uncertainties of large scale domain BC and sea bed friction. De-
pendencies between the patterns can be observed (e.g. pattern 1 and 3). The PDFs of
reduced BC velocity components are approximated by Gaussian KDE, and represented
over the diagonal in Figure 6.5.

Figure 6.3 – POD expansion coefficients for the first four modes of velocity BC profile at intake’s
entrance.

As a first approximation, pattern dependencies are not modelled in this UQ study, and
previously shown uncertainties of spatio-temporal patterns shapes, resulting from domain
size and bed friction formula choice, are not considered.
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Morphodynamic sea BC uncertainty

The amount of sediments that enter to the intake through sea BC should be determined,
and an attempt for data-based estimation is here given.

Firstly, deposited sediment volume distribution is deduced from the 2007-2018 bathy-
metries. Each bathymetry is interpolated over the computational domain in Figure 6.1,
and a total volume of sand above reference I = −10 m CM is calculated, by adding volumes
estimated for each triangular element (each triangle results with straight prism volume,
if average bottom elevation is considered). Then, deposited volumes are estimated by
calculating differences over successive bathymetries. This results with a deposited volume
distribution, approximated by Gaussian KDE as in Figure 6.4-a.

(a) Volume deposit (b) Sediment flux

Figure 6.4 – Volume deposit and sediment flux PDFs inferred by Kernel smoothing from the
2007-2018 data.

Using the deposited volumes, the average entering sediment flux is deduced dividing
the volumes by sedimentation durations, as represented in Figure 6.4-b, where the PDF is
once again approximated using Gaussian KDE. Consequently, a sediment concentration
in the water column can be imposed at each time of the simulation, dividing the sediment
flux by the entering volumic water discharge.

There are underlying assumptions behind the use of an average discharge over the
simulated time. Firstly, previously estimated solid flux from deposited volumes is a net
flux (entering sediments to the intake, minus leaving). In order to consider it as prescribed
BC, it should be supposed that sediments enter to the intake without the possibility of
leaving. Secondly, variation of the sediment flux in time is not modelled when imposing
an average over the whole simulation window. This is indeed a strong assumption, as
previous investigations showed that the first two POD patterns of bathymetry, containing
most of sediment volume information, directly depend on average wave height. This result
could be extended, as first guess, to produce chronicles of the sediment flux that vary with
the instantaneous wave heights. However, this idea is left for future investigations.

Lastly, the undertaken UQ study consisted in simulations over a tidal period, which did
not allow observing sedimentation with the previously calculated fluxes (corresponding to
15 days sedimentations in average). Hence, in order to artificially accelerate the dynamics,
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deposited volumes are considered to be observed over a 3-hours duration, that could
correspond to a storm event. This of course is a major assumption, that is not necessarily
physical, with the only objective of demonstrating the feasibility of scenarios.

Morphodynamic IC uncertainty

Morphodynamic IC consists in the initial bathymetry of the intake. Measurements of
the latter are generally mono-beam, corresponding to 39 profiles inside the intake, with
100 points per profile after interpolation (3900 points field). This bottom state may be
uncertain, but considering all bathymetry points as such would result in a high dimensional
UQ problem. As explained with BC, this issue can be overcome using POD. The 11
POD patterns, deduced from 2007-2018 measurements, helped establishing a data-based
model, and can be good candidates to represent the whole field variability. Hence, the 11
POD patterns are here used as reduced bathymetry variables. The first four modes are
represented in Figure 6.4, with Gaussian KDE to estimate the univariate densities. Once
again, although dependencies can be noticed, these are not modelled in this preliminary
UQ study.

Figure 6.5 – POD expansion coefficients for the first four modes morphodynamic IC (bathymetry)
in the intake.

6.2.2 Monte Carlo Results

Previously presented uncertain variations, and associated PDFs, are used to produce a
random MC sample of size = = 1000. Each input configuration is then propagated through
the studied model by running a direct simulation. A corresponding sample of output values
is therefore obtained, which then allows to deduce statistics about the morphodynamics
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inside the intake.

Uncertainty propagation

Statistics of 5 hours bathymetry evolution (final minus initial bathymetry) are for example
shown in Figure 6.6. It can be seen that the average dynamics, in Figure 6.6-c, happen
in the previously identified zones using POD, i.e. in the middle of the first portion of
the channel (upstream), on the right bank of the bend and on the left bank in front
of the pumps. Standard deviation in Figure 6.6-d indicates maximal variances at the
entrance of the intake, as well as downstream, in front of the pumps. Lastly, the minimum
and maximum evolutions, shown in Figures 6.6-a and 6.6-b respectively, indicate that
sedimentation can as well not happen at all depending on the configuration, or conversely
impact all intake locations. However, it is maximal in the previously identified zones
(entrance, right bank then left bank before and after then bend).

(a) Minimum (b) Maximum

(c) Mean (d) Standard deviation

Figure 6.6 – Statistics of sedimentation in the intake obtained from preliminary UQ investigation.
Quantities are expressed in meters.

Sensitivity analysis

In order to measure the impact of the uncertain variables on the simulated sedimentation,
first and total Sobol’ indices, defined in Equations 2.21 and 2.23 respectively, are computed
on interest points of the computational domain, represented in Figure 6.7. Polynomial
Chaos Expansion (PCE) of degree 3 is learned for each point independently, in order to
estimate the sensitivity indices as in Equation 2.42. In the following, )" , )' and @B de-
note the mean tidal level, the tidal range and sediment flux respectively, while �1 to �5
represent the 5 POD reduced variables of hydrodynamic BC, and �1 to �11 stand for the
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POD modes of bathymetry used as IC.

Firstly, sensitivity indices at the entrance of the intake are shown in Figure 6.8.

Figure 6.7 – Interest points inside the intake for UQ investigations.

(a) Point 1

(b) Point 2

Figure 6.8 – First and total Sobol’ indices of the studied uncertain parameters at the entrance
of the intake.

It can be noticed that the first bathymetry pattern effect is dominant for Point 1
(Figure 6.8-a) while it decreases for Point 2 (Figure 6.8-b) in favor of Strickler coeffi-
cient  . Additionally, the entering sediment flux @B comes in second position for both
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points, followed by the tidal range )' for Point 2. This is coherent with conclusions
from the data-based model, where the previous bathymetry field was the most important
parameter, followed by the wave height that influences the entering sediment load. Inter-
actions between the first bathymetry pattern �1 and other variables, namely @B can be
noticed in Figure 6.8 in the form of total sensitivity indices. Lastly, only slight influence of
sediment grain size 350, hydrodynamic BC, and high rank bathymetry patterns is noticed.

Secondly, sensitivity indices at the bending part of the intake are shown in Figure 6.8.
Here, major changes consist in (i) increasing influence of velocity BC at Point 3 (Figure
6.9-a); (ii) considerable impact of the second bathymetry pattern �2 at Point 4 (Figure
6.9-b) and (iii) increase of influence for the remaining bathymetry patterns. In particular,
influence of the second bathymetry pattern is coherent with conclusions from the data-
based model, as �2 contribution was ranked at third position in terms of impact on the
observed sedimentations.

(a) Point 3

(b) Point 4

Figure 6.9 – First and total Sobol’ indices of the studied uncertain parameters at the bending
portion of the intake.

Lastly, sensitivity indices downstream the bend, at Point 5, are shown in Figure 6.10.
Previous conclusions hold, with no supplementary elements of interpretation.
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Figure 6.10 – First and total Sobol’ indices of the studied uncertain parameters downstream of
the intake at Point 5.

It should be noted that Generalized Sensitivity Indices [117], defined in Equation 2.71,
can also be calculated to deduce the overall influence of the uncertain parameters on the
simulated field. For this, POD patterns of simulated bathymetry evolutions need to be
computed, and Sobol’ indices of each mode should be estimated. This was not performed
above and is left for future investigations.

6.3 Summary

This chapter focused on the reduction of a high-dimensional UQ study, using POD,
for both Boundary Conditions (BC) and Initial Conditions (IC). The study concerned
the sedimentation of the interest intake using coupled hydro-morphodynamic modelling,
and the conclusions were coherent with previously established analysis using a purely
measurement-based model.

As previously mentioned, the undertaken study was used as a feasibility demonstration
for future investigations. Considerable assumptions detailed throughout the study, were
employed. Additionally, no convergence of the statistical results was demonstrated and
the PCE models used for the sensitivity indices were not optimized (e.g. degree choice).
The deduced physical conclusions are therefore not definitive, but show the interest of
POD based data analysis for UQ studies. Indeed, both field measurements and numerical
studies outcomes helped setting up a complete UQ framework by means of Dimensionality
Reduction (DR). This would allow, in the future, to perform deeper analysis of the intake
sedimentation, if further modelling effort is engaged.





Chapter 7

Conclusions and outlook

Cette thèse propose des contributions dans le domaine général de la science des données,
avec les outils théoriques présentés dans le Chapitre 2. Sont proposées d’une part une
approche efficace pour le Machine Learning (ML) à base de données, et d’autre part une
technique d’accélération pour l’Assimilation de Données (AD) basée sur la modélisation
physique et guidée par les observations. Pour atteindre ce but, la Réduction de Dimension
(DR), et la modélisation stochastique spectrale ont été utilisées, en particulier les méthodes
bien connues de Décomposition en modes Propres Orthogonaux (POD) et d’Expansion par
Polynômes du Chaos (PCE) ont été couplées pour proposer des solutions optimales. De
plus, des études de Quantification des Incertitudes (UQ), basées sur les précédentes tech-
niques, ont été menées.

Ces contributions sont proposées comme tentative de fournir des réponses à des ques-
tions physiques soulevées par une problématique industrielle: la sédimentation dans le
chenal d’amenée d’une centrale électrique. Une analyse détaillée de la dynamique, et un
outil prédictif qui peut être utilisé en conditions opérationnelles, ont été demandés par l’in-
dustriel opérant la centrale, afin d’optimiser le fonctionnement de celle-ci. Une revue de
littérature de la physique impliquée, en particulier de la dynamique côtière, a été proposée
en Chapitre 1, avec une description des données et du modèle à base physique disponibles.
Il a été montré que les phénomènes physiques sous-jacents sont hautement complexes et
non-linéaires. Ainsi, leur modélisation avec les outils disponibles est généralement coû-
teuse et incertaine. Ceci est cependant indésirable pour des conditions opérationnelles. La
réduction de l’incertitude d’une part, et la diminution du temps de calcul d’autre part, ont
donc été des points de départ pour toutes les contributions proposées. Ceci explique un tel
intérêt pour la DR et l’apprentissage efficace.

D’abord, une méthode alternative de ML physiquement interprétable, par couplage
POD-PCE, a été présentée en Chapitre 3. Cette démarche a permis de répondre à cer-
taines limitations des Réseaux de Neurones classiques (convergence théorique, complexité),
tout en se montrant robuste et rapide (quelques secondes) pour des problématiques non-
linéaires, avec un cadre théorique probabiliste adapté pour mener des études de UQ.

Dans le Chapitre 4, une étude comparative entre mesures de courants de marée et mo-
délisation à base d’équations physiques a été menée, en utilisant des échantillons de type
Monte Carlo (MC) et la réduction POD pour la confrontation des modes. L’impact de
l’incertitude liée à des choix communs de modélisation (taille de domaine, modèle de fer-
meture pour le frottement) sur l’incertitude des vitesses à l’entrée du chenal a été montré.
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En Chapitre 5, une stratégie optimale d’AD par méta-modélisation a été introduite,
utilisant deux méthodes: un couplage POD-PCE d’une part fournissant un modèle non-
linéaire (POD-PCE-3DVAR), et une réduction jointe état-paramètres une utilisant la
POD seule (PODEn3DVAR). Ces deux méta-modèles reposent sur la génération d’un
ensemble pour leur apprentissage et ainsi, l’approche d’AD proposée est dite hybride
ensembliste-variationnelle. La méthode POD-PCE-3DVAR s’est montrée plus rapidement
convergente, et fournit une analyse comparable au 3DVAR classique pour un coût de calcul
plus intéressant. De plus, une estimation adaptée de la matrice des covariances d’erreur
associée au méta-modèle a été proposé et a permis de grandement améliorer l’analyse.

Enfin, dans le Chapitre 6, une étude UQ morphodynamique à haute dimension a été
menée, en utilisant les modes POD bathymétriques et hydrodynamiques déduits des pré-
cédents travaux. En particulier, les incertitudes concernant à la fois des paramètres, les
Conditions Initiales (CI) et Conditions Limites (CL) du modèle ont été étudiées à coût
de calcul raisonnable. Les conclusions physiques tirées de cette étude se sont montrées
cohérentes vis à vis des analyses établies à partir des données en Chapitre 3.

Plusieurs limitations ont cependant été soulignées dans les travaux résumés ci-dessus.
Les perspectives de recherche qui en découlent concernent à la fois des aspects méthodo-
logiques, mathématiques et physiques. Premièrement, la robustesse statistique du ML par
POD-PCE pourrait être améliorée en prenant en compte les données récentes. Les in-
certitudes et biais liées aux dispositifs de mesure et à l’interpolation spatiale des données
bathymétriques pourraient être propagées dans ce ML afin de quantifier la confiance en les
prédictions. Une sélection plus robuste des paramètres de forçage pourrait être envisagée,
notamment concernant la prise en compte d’informations sur des durées temporelles plus
longues, ou encore une meilleure extraction des statistiques représentatives pour les chro-
niques temporelles. La prise en compte des dépendances entre les variables aléatoires dans
le modèle PCE, ainsi que le traitement des discontinuités, sont également des perspec-
tives prometteuses. Ces éléments pourraient également être envisagés pour l’amélioration
de l’AD par POD-PCE-3DVAR. De plus, pour cette dernière, une génération adapta-
tive de l’ensemble d’apprentissage pourrait être basée sur une exploration itérative des
zones paramétriques d’intérêt par perturbation de l’analyse. Deuxièmement, concernant
la modélisation hydrodynamique, des particularités dans les mesures, comme l’asymétrie
temporelle des vitesses, n’ont pu être simulées. Ceci souligne la nécessité de prendre en
compte d’autres phénomènes physiques, par exemple la turbulence, les vagues, les sur-
cotes/décotes et les interactions non-linéaires entre ces éléments. Enfin, s’agissant de la
modélisation morphodynamique, les investigations menées en Chapitre 6 constituent une
étude exploratoire préliminaire. Plusieurs éléments restent à améliorer, comme la prise en
compte de multiples classes de sédiments, ou encore des phénomènes physico-chimiques
(e.g. effets cohésifs). De plus, les dépendances entre paramètres doivent être considérées,
à la fois pour une analyse de sensibilité fiable, mais également dans la perspective d’un
apprentissage efficace de méta-modèle POD-PCE basé sur les simulations, qui permettrait
à terme une AD morphodynamique. Ainsi, comme dernière perspective, des scénarios de
sédimentation réalistes pourraient être simulés, dans le but d’enrichir le modèle à base de
données, et ainsi fournir un outil hybride, complet et rapide, pour une gestion optimale
du chenal dans un cadre opérationnel.
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This thesis proposes contributions in the general domain of data science, with the the-
oretical tools presented in Chapter 2. In particular, an efficient approach for data-based
Machine Learning (ML) on the one hand, and an acceleration technique for data-driven
physically-based Data Assimilation (DA) one the one hand, were developed. For this pur-
pose, Dimensionality Reduction (DR) and stochastic spectral modelling were used, pre-
cisely the well-known Proper Orthogonal Decomposition (POD) and Polynomial Chaos
Expansion (PCE) that were coupled to propose optimal solutions. Additionally, Uncer-
tainty Quantificiation (UQ) studies, based on the previous techniques, were undertaken.

These contributions were proposed as an attempt to provide answers for physical
questions raised by an industrial issue: sedimentation in a coastal power plant’s water
intake. Comprehensive analysis of the dynamics, and a predictive tool that could be run
in operational conditions, were asked by stakeholders in order to optimize the plant’s
functioning. A literature review of the involved physics, in particular nearshore dynamics
in the interest area, was proposed in Chapter 1, with a description of available data and
physics-based models. It was shown that the involved physical phenomena are highly
complex and non-linear, and that their modelling with the available tools is generally
costly and uncertain. This however is not desired in operational conditions. Reduction of
the uncertainty on the one hand, and of the computational time on the other hand, were
therefore starting points for all proposed contributions, which explains such interest in
DR and efficient learning. The following sections therefore present the main achievements
and prospects, respectively drawn from previous considerations.

7.1 Main achievements

In this thesis, robust and practical answers for the industrial application were proposed.
Resulting approaches can be generalized to other physical frameworks. The main findings
of this work, and their impact for the interest industrial application, are summarized
below.

Alternative Machine Learning algorithm for non-linear multidimensional

fields

In the first contribution of Chapter 3, a physically interpretable ML algorithm, based on
POD-PCE coupling, was presented. This approach allowed to overcome the limitations
of classical Neural Networks (NN). It has shown to be an accurate and fast non-linear
predictive tool, for multidimensional physical fields. Physical interpretation was assured
using adequate ranking measures, valid at both POD patterns scale and global output
scale. Robustness to noise and training-set variations was demonstrated, and the perform-
ance was successfully compared to classical NN. The proposed methodology is adapted
for industrial contexts with strong time constraints and physical interpretation needs.
Additionally, it gives the possibility of straightforward Uncertainty Quantificiation (UQ)
from the probabilistic framework of PCE.

The POD-PCE data-based ML accurately predicts sedimentation in the intake, at
low computational cost (seconds). Additionally, given the continuous monitoring of the
intake, the training-set size can be continuously increased, and the training members and
data can be improved from statistical learning feedback.
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Additionally, use of POD allowed quantitative analysis and interpretation of the intake
dynamics. Spatio-temporal bathymetry data could be easily filtered (detection of noisy
measurements) using the POD patterns and expansion coefficients. Locations for optimal
measurements in the intake were identified, for future field surveys.

Dimensionality Reduction for data-based Uncertainty Quantification

In Chapter 4, a comparative study between measurements and physics-based models, con-
cerning numerical scenarios of tidal currents in coastal configurations, was undertaken.
Monte Carlo (MC) samples of uncertain numerical scenarios, under different modelling
choices (domain size, friction formula choice), were used for POD-based deduction of
spatio-temporal patterns. The latter were then compared to patterns independently de-
duced from field data.

Firstly, in the application context, similarities between observations and simulations
POD patterns were identified. However, some particularities present in the measurements,
such as tidal velocity asymmetry, could not be modelled with the chosen configurations.
Noticing the lack of accord between the numerical and measurement-based patterns might
help saving HPC resources: it is vain to try calibrating these configurations to capture
particularities of the measurements when their modes behave differently, i.e. when the
corresponding physical process is missing in the model.

Secondly, the uncertainty related to common modelling choices impacted the velocities
at intake’s entrance. Sensitivity of the latter to uncertain parameters changed with the
modelling set-ups. As a consequence, optimal measurement-based parametric calibration
of the model has shown to be uncertain as well.

A metamodel and associated error calculation for hybrid ensemble-variational
Data Assimilation

Optimal strategies for Data Assimilation (DA) based on DR, were studied in Chapter 5.
POD-PCE based learning on the one hand, and joint state-parameters POD reduction
on the other hand, were proposed as metamodels to accelerate the minimization of a
3DVAR cost function for parametric calibration. This resulted with two approaches for
hybrid ensemble-variational DA, called ensemble-POD-PCE-3DVAR and PODEn3DVAR
respectively. Additionally, calculation of a new error covariance matrix, that accounts for
errors resulting from metamodelling, was proposed for the ensemble-POD-PCE-3DVAR
approach.

Robustness of both methodologies to noise was demonstrated. The analysis provided
by ensemble-POD-PCE-3DVAR seems to be more efficient than PODEn3DVAR, with
faster convergence. This can be explained by PCE ability to efficiently capture non-linear
relationships. It provides an analysis that is comparable to classical iterative 3DVAR res-
ults, at reduced computational cost. Additionally, proposed metamodel error covariance
calculation significantly increases the accuracy, when added to an appropriately defined
observation error.

The proposed strategy for DA acceleration provides an adapted approach for costly
numerical models calibration under operational conditions. This may help in further



221 CHAPTER 7. CONCLUSIONS AND OUTLOOK

physical analysis and generation of realistic synthetic data.

Reduction of High-dimensional Uncertainty Quantification problem

As a last contribution in Chapter 6, previously deduced POD patterns of bathymetry and
hydrodynamic conditions at intake’s entrance, allowed performing a high-dimensional UQ
study at reduced cost. In particular, both IC, BC and parameters, could be considered
uncertain.

The physical conclusions drawn from this UQ study were coherent with previously
established analysis using a purely measurement-based model. However, this study was
based on strong hypothesis, and simply allowed demonstrating the feasibility of setting
up such high-dimensional UQ framework for future investigations.

7.2 Perspectives and open questions

In all previously summarized contributions, limitations were highlighted, and resulting
perspectives and open questions were identified. These are summarized below.

Improvement of the POD-PCE data-based model

For the proposed POD-PCE ML approach, only 2007-2018 data were used. Since its es-
tablishment, two years of bi-monthly bathymetry measurements were recorded. As a first
perspective, these data could be used to increase the statistical robustness of the proposed
POD-PCE model. The small data-set was indeed a clear handicap for the learning, and
due to the lack of such data, input distributions were certainly not well approximated.
Consequently, rare events, such as sedimentiation downstream the intake were poorly rep-
resented. It would be interesting to test the methodology on an enriched data set in order
to assess the real potential of POD-PCE ML.

Additionally, linear interpolation of the bathymetry was used to project all the meas-
urements into the same grid for POD application. Uncertainty related to this interpolation
was not treated. For example, comparison of mono-beam cross-sections with multi-beam
measurements and uncertainty propagation of bathymetry errors through the learned
POD-PCE model can be attempted.

Measurement errors impact on the learning was not specifically studied here. How-
ever, a toy problem allowed investigating the impact of noise on the proposed models.
For example, by adding random perturbations to the data, it was shown that noise may
contaminate the POD patterns (temporal and/or spatial). If noise is significant enough,
it may be given more importance in the decomposition than physical patterns of smaller
statistical occurrence. Hence, for optimal learning of the dynamics, it can then be inter-
esting to proceed to patterns selection, not necessarily in the eigenvalues order. Mode of
high EVR can for example be eliminated, if showing completely stochastic behavior, in
favor of explainable modes of lower variances.

The choice of learning input configurations for PCE was arbitrary. Information from
previous times could be important, but were not incorporated, as this may raise other
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technical questions (time lag estimation [58]). A more objective variable selection tech-
nique should therefore be attempted [182]. Besides, data used as inputs (time series of
wave heights, tidal levels, etc.), were not fully exploited. Indeed, simple statistical in-
dicators (means, percentiles, etc.) were used for PCE learning instead of complete time
series, in order to avoid ultrahigh-dimensional learning. This however wastes the richness
of available data. A more accurate statistical reduction could be attempted, as PCA or
KPCA used in Lataniotis et al. [121]. Dependencies were not modelled either, and could
be taken into consideration for optimal construction of the PCE basis Soize and Ghanem
[232] .

As for the proposed algorithm, the choice of POD as decomposition was mainly mo-
tivated by its linearity, and interpretation possibilities when coupled to PCE. KPCA was
also tested in an attempt to reduce the problem’s dimensionality, but was not promising
enough. Other classes of decomposition [215] should however be attempted. Limitations
to PCE can also be noted. For example, PCE worked better for modes associated with
high than low variances. Improving the learning of high-rank modes should therefore be
investigated. For example, adapted treatment of discontinuity [264] and high non-linearity
Birolleau et al. [25], and construction of probabilistic models instead of causal models,
can be attempted.

Lastly, data filtering, and optimal measurement locations detection using POD, only
consisted in simple approaches (deleting poor-quality measurements, using linear correl-
ation indicators). More robust statistical tools could be used to extend the analysis, for
example, reconstructing missing data, by inverse projection on POD basis elements de-
duced from qualitative data, instead of deleting incomplete measurements [210]. This
could help optimizing the learning set size.

Numerical modelling of tidal hydrodynamics

While similarities between observations and simulations are identified, some particularit-
ies present in the measurements, such as tidal velocity asymmetry, could not be modelled
with the chosen configurations. This emphasizes the need of additional physics to be in-
corporated into the model, for example turbulence, waves, storm and atmospheric surges,
non-linear interactions of tides with surge, or more precise bathymetric information.

For example, as introduced in Chapter 1, waves can be capital for coastal configur-
ations. They imply a change in the flow currents, due to the orbital motion of water
particles [248]. This means that velocity values are impacted. Consequently, their impact
on sediment transport is also significant. For realistic simulations, they should be taken
into consideration. However, computational time was a clear limitation in the operational
context. This limitation could be overcome, for example using data bases as ANEMOC
or CANDHIS.

Perspectives for the POD-PCE based ensemble-variational DA

Direct improvements of the ensemble-POD-PCE-3DVAR were previously mentioned. Firstly,
adaptive algorithm, consisting in POD-PCE learning update using an outer loop, by it-
erative perturbation of the sample around the analysis, can be attempted as in [37, 165]
with PODEn4DVAR. This would allow to decrease the needed ensemble size for accurate
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estimations. The adaptive PODEn4DVAR is indeed said to be more stable to the en-
semble size than other ensemble DA methods [165], and a limited sample of size = = 20 is
said sufficient up to 105 control variables [165].

Secondly, as suggested in [6], the cost function can be estimated using the original
model, while still estimating descent directions using the metamodel. This was indeed
attempted in [6] with PODEn4DVAR, providing better analysis.

Lastly, previously proposed improvements of POD-PCE ML also hold for the learning
of numerical model outcome.

Numerical investigations of the intake sedimentation

As a first step towards realistic morphodynamic scenarios, UQ hydro-sedimentary studies
were launched. However, several assumptions were considered and could be overcome.

An obvious model improvement would consist in considering BC and IC patterns de-
pendencies in the launched MC simulations. This also holds for the dependencies between
all uncertain inputs, which would allow producing more physically realistic scenarios. For
the same reasons, additional physics could be incorporated into the sediment transport.
For example, only one class of sediment grain size was considered. It is then possible
to extend investigations to two classes. For example, simultaneous presence of sand and
silt was observed downstream of the intake (Figure 1.8), giving multi-modal grain size
distributions. Based on this observation, physico-chemical cohesive effects, which were
not modelled, can also play an important role in the intake’s sedimentation.

A constant solid discharge was considered at the entrance as BC. Its temporal vari-
ation can be modelled for future investigations, relying on the conclusions deduced from
the data-based models. Indeed, the latter showed that the first two POD patterns of
bathymetry, containing most of sediment volume information, directly depend on average
wave height. Time series of the sediment flux can then be generated in the same shape
of wave height time series, for example as a prior to a DA experiment, and corrected in
order to obtain realistic bathymetry evolution.

The influence of waves was not considered inside the intake. However, in situ, when
participating to the 2018 campaign, their presence upstream was clearly noticed. If spec-
tral modelling of the waves is not possible due to computational time constraints, then a
single wave height with a defined spatial distance of action upstream could be imposed as
starting point for deeper investigations.

The 2018 campaign results could not be used in this thesis due to lack of time. These
are valuable information that could help calibrating the hydrodynamics of the intake. The
proposed ensemble-POD-PCE-3DVAR could for example be tested on this configurations.
Particularly, the uncertainty of the velocity POD patterns at the entrance of the intake,
resulting from modelling choices (domain size, friction formula), could then be considered
for optimal calibration.

It should be noted that parallel investigations from stakeholder’s research engineers,
particularly concerning the calibration of the model on 2018 data, resulted with interest-
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ing conclusions. In particular, with calibration effort, SWE were satisfactory, and allowed
reproducing the observed flow with Strickler friction law, as long as more sophisticated
turbulence closures are used (here, the : − n model). This insists on the importance of
turbulence modelling for realistic flows in the studied configuration. Especially, it was
previously highlighted that bad considerations of spatio-temporal turbulence (and waves,
3D flow structures) are often pointed out as a limitation to morphodynamic models, since
small eddies, orbital water particle motion, and flow structure may control near-bed mass
exchange [9, 187].

For the undertaken investigations, simulations over a tidal period (approx. 12 hours)
were launched. To observe numerically emulated sedimentations, the latter were artifi-
cially accelerated by exaggerating the sediment flux values. This of course was a major
assumption with the only objective of demonstrating the feasibility of scenarios. Scenarios
over real sedimentation durations should be launched instead. The final objective would
be to simulate all measured bathymetries using a calibrated hydro-morphodynamic model.
For example, the proposed DA acceleration technique could be used for multi-scenario cal-
ibration, based on hydro-morphodynamic POD-PCE metamodel learning. Then, trust-
worthy physical interpretations about the unmeasured scales and phenomena would be
provided.

As a last perspective, the hydro-morphodynamic POD-PCE metamodel could be used
to emulate realistic sedimentation scenarios, in order to enrich the measured that set.
This would be a way to improve the data-based POD-PCE model, with a development of
hybrid measurement-based/process-based data learning [168, 221]. Additionally, scenarios
on smaller temporal and spatial scales (e.g. storm event), could be incorporated. A
complete predictive tool would then be provided to the intake stakeholder’s for optimal
monitoring of the intake.
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List of Acronyms

1D one-Dimensional. 88

2D two-Dimensional. 28, 30, 33, 40, 44, 89, 95

2DH 2D-Horizontal. 28

3D three-Dimensional. 25, 26, 29, 33, 40, 44, 45, 224

3D-FS-NS three-Dimensional Free-Surface Navier-Stokes. 28, 30

3DVAR three-Dimensional VARiational. 6, 84, 85, 97, 203, 220, 222, 223

4DVAR four-Dimensional VARiational. 85, 87, 95–97

ADCP Acoustic Doppler Current Profiler. iii, 25–27

AF Activation Function. 75–77

AI Artifical Intelligence. 72, 73

ANCOVA ANalysis of COVAriance. 61, 69

ANEMOC Numerical Atlas for Oceanic and Coastal Sea States. iii, 12–14, 21, 47, 222

ANN Artificial Neural Networks. 74

ANOVA ANalysis Of VAriance. 53, 61, 69

API Application Program Interfaces. 44

AWAC Acoustic Wave And Current. 25

BC Boundary Conditions. iv, vi, 5, 6, 28, 29, 31, 33, 34, 42, 45, 48, 55, 56, 152, 153, 155,
157, 167, 169, 203, 204, 206–212, 214, 215, 221, 223

BLUE Best Linear Unbiased Estimator. 80–82, 84, 85

BN Bayesian Networks. 73

BP Backward Propagation. 76, 77

CANDHIS National In Situ Swell Records Center. 21, 222

I
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c-BFGS-QN constrained Broyden-Fletcher-Goldfarb-Shanno Quasi-Newton. 71

CCA Canonical Correlation Analysis. 89

CFL Courant–Friedrichs–Lewy. 153

DA Data Assimilation. 2, 5, 6, 21, 44, 49, 56, 58, 60, 78–80, 83, 86–88, 95, 96, 98, 149,
171, 174, 175, 204, 206, 209, 219, 220, 223, 224

DNS Direct Numerical Simulations. 34

DR Dimensionality Reduction. 2, 5, 6, 49, 60, 62, 67, 70, 87–90, 95, 98, 142, 147, 171,
206, 215, 219, 220

EKF Extended Kalman Filter. 82

EnKF Ensemble Kalman Filter. 83, 87, 88, 97

EnKS Ensemble Kalman Smoother. 83

EOF Empirical Orthogonal Functions. 91, 96

ES European Shelf. 34

EVR Explained Variance Rate. iv, 92, 94, 146, 147, 150, 167, 174, 203, 221

FCC Fully Connected Cascade. 76

FE Finite Elements. 44

FFNN Feed Forward Neural Networks. 75–77

GA Genetic Algorithms. 73

gPC generalized Polynomial Chaos. 63

GSA Global Sensitivity Analysis. 60, 88, 94

HFT Half Falling Tide. 26

HPC High Performance Computing. 44, 220

HRT Half Rising Tide. 26

HT High Tide. 26

IC Initial Conditions. vi, 5, 6, 45, 56, 152, 204, 206–208, 211, 213, 215, 221, 223

JCP Journal of Computational Physics. 100

KDE Kernel Density Estimates. 53, 57–59, 208–211

KF Kalman Filter. 80–83

KLT Karhunen-Loève Transfrom. 59, 60, 87, 89–91, 95
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KPCA Kernel PCA. iv, 67, 142, 147, 148, 222

KS Kalman Smoother. 81–83

LAR Least Angle Regression. 72

LARS Least Angle Regression Stagewise. 67, 72

LASSO Least Absolute Shrinkage and Selection Operator. 72

LHS Latin Hypercube Sampling. 60, 65

LM Lagrandian Multiplier. 85

LOO Leave One Out. 67, 68

LSA Local Sensitivity Analysis. 60

LT Low Tide. 26

MAP Maximum A Posteriori. 80, 81, 83, 84

MC Monte Carlo. 59, 62, 65, 69, 83, 87, 206, 208, 209, 211, 220, 223

MCMC Markov Chain Monte Carlo. 58, 87

MD Modal Decomposition. iv, 88–90

MEP Maximum Entropy Principle. 53, 56, 57, 69

ML Machine Learning. 2, 4–6, 21, 49, 69, 70, 72–74, 77, 78, 88–90, 94, 98, 100, 148, 150,
219, 221, 223

MLE Maximum Likelihood Estimation. 57, 58, 69, 80

MVE Minimum Variance Estimation. 80, 81

NCEP National Centers for Environmental Prediction. iii, 11, 13

NN Neural Networks. iv, 5, 70, 72–78, 98, 100, 219

NS Navier Stokes. 28–31

OLS Ordinary Least Squares. 71, 72

PCA Principal Component Analysis. iv, 60, 67, 70, 89–91, 142, 147, 148, 222

PCE Polynomial Chaos Expansion. 2, 5, 6, 59, 60, 62–69, 87, 88, 92, 98, 100, 148–150,
171, 175, 203, 204, 206, 209, 212, 215, 219–224

PDE Partial Differential Equations. 65, 85, 86, 92, 95

PDF Probability Density Function. 54, 56–59, 63, 69, 80–82, 84, 88, 208, 210

PDFs Probability Density Functions. vi, vii, 53, 54, 56–59, 62–65, 80, 81, 83, 84, 208–211
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POD Proper Orthogonal Decomposition. iv–vi, 2, 5, 6, 60, 74, 89–98, 100, 142–150,
167–171, 174, 175, 203, 204, 206, 207, 209–213, 215, 219–224

PODEn4DVAR POD-Ensemble-based 4DVAR. 96, 97

PRCC Partial Rank Correlation Coefficients. 61

QoI Quantities of Interest. 59

RANS Reynolds Averaged NS. 30

REFMAR REFerence network for Tidal observations. 22, 23, 208

ROM Reduced Order Models. 89, 90, 95

RvNN Recursive Neural Networks. 76

SHOM Hydrographic and Oceanographic Marine Service. v, 13, 22, 175, 203, 208

SPCA Sparse PCA. iv, 142, 147, 148

SRC Standard Regression Coefficient. 60

SVD Singular Value Decomposition. iv, 93, 94

SWE Shallow Water Equations. 5, 28, 30–35, 37, 44, 88, 96, 153, 204, 207, 224

TLM Tangent Linear Model. 82, 85, 87, 96, 97

TMS TELEMAC-MASCARET System. iii, 44, 45

TUC Telemac User Conference. 152

UQ Uncertainty Quantificiation. v, vi, 2, 5, 6, 34, 44, 49, 53, 55, 56, 60, 78, 87, 88, 94,
150, 152, 157, 167, 171, 174, 204, 206, 207, 209–213, 215, 219, 221, 223
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[8] L. Altarejos Garćıa, M. L. Mart́ınez Chenoll, I. Escuder Bueno, and A. J. Ser-
rano Lombillo. Assessing the impact of uncertainty on flood risk estimates with
reliability analysis using 1-d and 2-d hydraulic models. Hydrology and Earth System
Sciences and Discussions, 16(7):1985–1994, 2012. 53

[9] L. O. Amoudry and A. J. Souza. Deterministic coastal morphological and sediment
transport modeling: a review and discussion. Reviews of Geophysics, 49(2), 2011.
doi: 10.1029/2010RG000341. URL https://agupubs.onlinelibrary.wiley.com/

doi/abs/10.1029/2010RG000341. 4, 28, 39, 40, 41, 42, 43, 44, 45, 70, 224

[10] R. Aris. Vectors, TTensor and the Basic Equations of Fluid Mechanics. Prentice
Hall, Englewood Cliffs, NJ, 1962. 28, 29

[11] M. Asch, M. Bocquet, and M. Nodet. Data assimilation: methods, algorithms, and
applications. SIAM, 2016. 79, 80, 83, 85, 86

V

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2010RG000341
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2010RG000341


BIBLIOGRAPHY VI

[12] Y. Audouin, T. Benson, M. Delinares, J. Fontaine, B. Glander, N. Huybrechts,
R. Kopmann, A. Leroy, S. Pavan, C.-T. Pham, et al. Introducing gaia, the brand new
sediment transport module of the telemac-mascaret system. In XXVIth TELEMAC-
MASCARET User Conference, 15th to 17th October 2019, Toulouse, 2019. 44

[13] C. Augris, P. Clabaut, and J.-F. Bourillet. Morpho-sedimentary map of the marine
coastal domain from dieppe to le tréport (seine-maritime). 1993. 9
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l’assimilation de données ensembliste en hydraulique fluviale. PhD thesis, 2017. 88

[65] R. Eldan and O. Shamir. The power of depth for feedforward neural networks.
Conference on Learning Theory, 12 2015. 76, 77

[66] ESA (European Space Agency) - Copernicus program. Sentinel satellite missions.
https://sentinels.copernicus.eu/web/sentinel/home, 2000-2020. 2, 70

[67] S. Evangelista, G. Giovinco, and S. Kocaman. A multi-parameter calibration
method for the numerical simulation of morphodynamic problems. Journal of Hy-
drology and Hydromechanics, 65:175–182, 06 2017. 78

[68] G. Evensen. The ensemble kalman filter: Theoretical formulation and practical
implementation. Ocean dynamics, 53(4):343–367, 2003. 83

[69] G. Evensen. Sampling strategies and square root analysis schemes for the enkf.
Ocean dynamics, 54(6):539–560, 2004. 87

[70] G. Evensen. Data assimilation: the ensemble Kalman filter. Springer Science &
Business Media, 2009. 80, 83

[71] K. Fisher and F. Dawson. Reducing uncertainty in river flood conveyance: Rough-
ness review, 07 2003. 32, 33

[72] S. J. Fletcher. Data assimilation for the geosciences: From theory to application.
Elsevier, 2017. 2

[73] K.-I. Funahashi. On the approximate realization of continuous mappings by neural
networks. Neural Networks, 2(3):183 – 192, 1989. ISSN 0893-6080. doi: https:
//doi.org/10.1016/0893-6080(89)90003-8. URL http://www.sciencedirect.com/

science/article/pii/0893608089900038. 76

[74] D. J. Furbish, P. K. Haff, J. C. Roseberry, and M. W. Schmeeckle. A probabilistic
description of the bed load sediment flux: 1. theory. Journal of Geophysical Re-
search: Earth Surface, 117(F3), 2012. doi: 10.1029/2012JF002352. URL https:

//agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2012JF002352. 40

[75] M. Garcia. Sedimentation engineering: processes, measurements, modeling, and
practice. American Society of Civil Engineers, 2008. 41, 43

[76] T. Garcia. Towards a data assimilation system for morphodynamic modeling. PhD
thesis, 2014. 62, 95

[77] T. Garcia, G. El Serafy, A. Heemink, and H. Schuttelaars. Towards a data assimila-
tion system for morphodynamic modeling: Bathymetric data assimilation for wave
property estimation. Ocean Dynamics, 63, 05 2013. 78, 96

[78] O. Garcia-Cabrejo and A. Valocchi. Global sensitivity analysis for multivariate
output using polynomial chaos expansion. Reliability Engineering & System Safety,
126:25–36, 2014. 95

https://sentinels.copernicus.eu/web/sentinel/home
http://www.sciencedirect.com/science/article/pii/0893608089900038
http://www.sciencedirect.com/science/article/pii/0893608089900038
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2012JF002352
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1029/2012JF002352


XI BIBLIOGRAPHY

[79] J.-F. Gerbeau and B. Perthame. Derivation of Viscous Saint-Venant System for
Laminar Shallow Water; Numerical Validation. Research Report RR-4084, INRIA,
2000. Projet M3N. 30

[80] R. G. Ghanem and R. M. Kruger. Numerical solution of spectral stochastic fi-
nite element systems. Computer Methods in Applied Mechanics and Engineer-
ing, 129(3):289 – 303, 1996. ISSN 0045-7825. doi: https://doi.org/10.1016/
0045-7825(95)00909-4. URL http://www.sciencedirect.com/science/article/

pii/0045782595009094. 63, 65

[81] C. Goeury, Y. Audouin, and F. Zaoui. Interoperability and computational frame-
work for simulating open channel hydraulics: application to sensitivity analysis and
calibration of gironde estuary model, 2020. 44

[82] E. B. Goldstein, G. Coco, and N. G. Plant. A review of machine learning ap-
plications to coastal sediment transport and morphodynamics. Earth-Science Re-
views, 194:97 – 108, 2019. ISSN 0012-8252. doi: https://doi.org/10.1016/j.
earscirev.2019.04.022. URL http://www.sciencedirect.com/science/article/

pii/S001282521830391X. 70, 73

[83] A. Gonoskov, E. Wallin, A. Polovinkin, and I. Meyerov. Employing machine learning
for theory validation and identification of experimental conditions in laserplasma
physics. Scientific Reports, 9:7043, 2019. doi: 10.1038/s41598-019-43465-3. 2

[84] A. Griewank and A. Walther. Evaluating derivatives: principles and techniques of
algorithmic differentiation. SIAM, 2008. 86

[85] A. Guillaume. VAG-Modele de prevision de l’etat de la mer en eau profonde. Dir.
de la Meteorologie Nationale, 1987. 22, 23, 24

[86] H. P. Guy, D. B. Simons, and E. V. Richardson. Summary of alluvial channel data
from flume experiments, 1956-61, volume 462. US Government Printing Office,
1966. iii, 39

[87] I. Guyon and A. Elisseeff. An introduction to variable and feature selection. Journal
of Machine Learning Research, 3:1157–1182, 2003. 64

[88] J. F. Hair, W. C. Black, B. J. Babin, R. E. Anderson, R. L. Tatham, et al. Mul-
tivariate data analysis, volume 5. Prentice hall Upper Saddle River, NJ, 1998. 69,
70

[89] B. Hanin. Universal function approximation by deep neural nets with bounded
width and relu activations. Mathematics, 7(10), 2019. ISSN 2227-7390. doi: 10.
3390/math7100992. URL https://www.mdpi.com/2227-7390/7/10/992. 76, 77

[90] K. Hara and K. Nakayamma. Comparison of activation functions in multilayer
neural network for pattern classification. In Proceedings of 1994 IEEE International
Conference on Neural Networks (ICNN’94), volume 5, pages 2997–3002 vol.5, June
1994. doi: 10.1109/ICNN.1994.374710. 75

[91] Y. Hassanzadeh. Hydraulics of sediment transport. InTech, 2012. iii, 32, 33

http://www.sciencedirect.com/science/article/pii/0045782595009094
http://www.sciencedirect.com/science/article/pii/0045782595009094
http://www.sciencedirect.com/science/article/pii/S001282521830391X
http://www.sciencedirect.com/science/article/pii/S001282521830391X
https://www.mdpi.com/2227-7390/7/10/992


BIBLIOGRAPHY XII

[92] K. Hasselmann, T. P. Barnett, E. Bouws, H. Carlson, D. E. Cartwright, K. Enke,
J. Ewing, H. Gienapp, D. Hasselmann, P. Kruseman, et al. Measurements of wind-
wave growth and swell decay during the joint north sea wave project (jonswap).
Ergänzungsheft 8-12, 1973. 37

[93] T. Hastie, R. Tibshirani, and J. Friedman. The Elements of Statistical Learning:
Data Mining, Inference, and Prediction, Second Edition (Springer Series in Stat-
istics). 02 2009. ISBN 0387848576. 57, 58, 69

[94] W. K. Hastings. Monte carlo sampling methods using markov chains and their
applications. 1970. 80

[95] J.-M. Hervouet. Hydrodynamics of Free Surface Flows: Modelling with the Finite
Element Method. John Wiley & Sons, Ltd.: Hoboken, NJ, USA, 2007. 44

[96] T. Hesterberg, N. H. Choi, L. Meier, C. Fraley, et al. Least angle and l1 penalized
regression: A review. Statistics Surveys, 2:61–93, 2008. 71

[97] Horillo-Caraballo, J. M., Reeve, D. E. An investigation of the link between beach
morphology and wave climate at Duck, NC, USA. J. Flood Risk Management, 2008.
89

[98] K. Hornik. Approximation capabilities of multilayer feedforward networks. Neural
Networks, 4(2):251 – 257, 1991. ISSN 0893-6080. doi: https://doi.org/10.
1016/0893-6080(91)90009-T. URL http://www.sciencedirect.com/science/

article/pii/089360809190009T. 76

[99] Hotelling, H. Analysis of a complex of statistical variables into principal components.
J. of Educational Psychology, 24(6), 417-441 and 498-520, 1933. 91

[100] T. Hsu, C. Jan, K. Chang, and S. Wang. Ph.d. analysis and prediction of riverbed
changes using empirical orthogonal functions. J. Hydraulic Research, 2006. 89

[101] R. P. Hunziker and M. N. Jaeggi. Grain sorting processes. Journal of Hydraulic
Engineering, 128(12):1060–1068, 2002. 43

[102] D. Idier, X. Bertin, P. Thompson, and M. D. Pickering. Interactions between mean
sea level, tide, surge, waves and flooding: mechanisms and contributions to sea level
variations at the coast. Surveys in Geophysics, 40(6):1603–1630, 2019. 34
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[207] D. Rougé and P. Tassi. Numerical simulation of flow and sediment transport in the
vicinity of the x nuclear plant: qualitative validation for the sediment accumulation
in the entrance channel. technical report h-p74-2011-03222-fr. Technical report,
EDF R&D, 2011. 48, 49

[208] G. Rozynski, M. Larson, and Z. Pruszak. Forced and self-organized shoreline re-
sponse for a beach in the southern baltic sea determined through singular spectrum
analysis. Journal of Coastal Engineering, 2001. 89

[209] B. Ruessink. Predictive uncertainty of a nearshore bed evolution model. Continental
Shelf Research, 25(9):1053 – 1069, 2005. ISSN 0278-4343. doi: https://doi.org/10.
1016/j.csr.2004.12.007. URL http://www.sciencedirect.com/science/article/

pii/S0278434305000129. 89

https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2017GL074677
https://agupubs.onlinelibrary.wiley.com/doi/abs/10.1002/2017GL074677
http://www.sciencedirect.com/science/article/pii/S0278434305000129
http://www.sciencedirect.com/science/article/pii/S0278434305000129


XXI BIBLIOGRAPHY

[210] P. Saini, C. M. Arndt, and A. M. Steinberg. Development and evaluation of gappy-
pod as a data reconstruction technique for noisy piv measurements in gas turbine
combustors. Experiments in Fluids, 57(7):122, 2016. 222

[211] M. Saleh. Mathematical and numerical study of POD and PGD dimensional re-
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Le changement climatique et les espaces côtiers, page 7, 2002. 11

[228] L. Sirovich. Turbulence and the Dynamics of Coherent Structures: I, II and III.
Quarterly Applied Mathematics, 45:561, 1987. 91, 92, 94

[229] P. Smith, G. Thornhill, S. Dance, A. Lawless, D. C. Mason, and N. K. Nichols. Data
assimilation for state and parameter estimation: Application to morphodynamic
modelling. Quarterly Journal of the Royal Meteorological Society, 139:314–327, 01
2013. 78

[230] I. Sobol. Sensitivity estimates for nonlinear mathematical models. Mat Model, pages
2, 112 8., 1993. 61

[231] C. Soize. Uncertainty quantification. Springer, 2017. 53, 56, 57, 58, 59, 60, 78, 88,
208

[232] C. Soize and R. Ghanem. Physical systems with random uncertainties: chaos repres-
entations with arbitrary probability measure. SIAM J. Sci. Comput., pages 26(2),
395–410, 2004. 63, 64, 222

[233] D. P. Solomatine and A. Ostfeld. Data-driven modelling: some past experiences
and new approaches. J. Hydroinformatics, 2008. 4, 6, 70

[234] R. Soulsby. Dynamics of marine sands: a manual for practical applications. Ocean-
ographic Literature Review, 44(9):947, 1997. 4, 19, 20, 37, 42, 43

[235] R. Soulsby. Simplified calculation of wave orbital velocities. 2006. 38

[236] F. Srajer, Z. Kukelova, and A. Fitzgibbon. A benchmark of selected algorithmic
differentiation tools on some problems in computer vision and machine learning.
Optimization Methods and Software, 33(4-6):889–906, 2018. 86

[237] T. Sruthi, K. Ranjith, and V. Chandra. Control of sediment entry into an intake
canal by using submerged vanes. In AIP Conference Proceedings, volume 1875, page
030007. AIP Publishing LLC, 2017. 3

[238] G. W. Stewart. On the early history of the singular value decomposition. SIAM
Rev., 35(4):551–566, Dec. 1993. ISSN 0036-1445. doi: 10.1137/1035134. URL
https://doi.org/10.1137/1035134. 93

[239] M. Stone. Cross-validation and multinomial prediction. Biometrika, 61(3):509–515,
1974. 68

https://doi.org/10.1137/1035134


XXIII BIBLIOGRAPHY

[240] B. Sudret. Uncertainty propagation and sensitivity analysis in mechanical models–
contributions to structural reliability and stochastic spectral methods. Habilitationa
diriger des recherches, Université Blaise Pascal, Clermont-Ferrand, France, 147,
2007. 53, 56

[241] B. Sudret. Global sensitivity analysis using polynomial chaos expansions. Reliability
Engineering & System Safety, 93(7):964 – 979, 2008. ISSN 0951-8320. 60, 61, 62,
63, 69

[242] B. Sudret. Polynomial chaos expansions and stochastic finite element methods, page
624. CRC PressEditors: Kok-Kwang Phoon, Jianye Ching, 12 2014. 60, 63

[243] K. Taira, S. L. Brunton, S. T. M. Dawson, C. W. Rowley, T. Colonius, B. J. McKeon,
O. T. Schmidt, S. Gordeyev, V. Theofilis, and L. S. Ukeiley. Modal analysis of fluid
flows: An overview. AIAA Journal, 55(12):4013–4041, 2017. iv, 89, 90, 93, 94

[244] A. Tarakanov and A. H. Elsheikh. Regression-based sparse polynomial chaos
for uncertainty quantification of subsurface flow models. Journal of Computa-
tional Physics, 399:108909, 2019. ISSN 0021-9991. doi: https://doi.org/10.1016/
j.jcp.2019.108909. URL http://www.sciencedirect.com/science/article/pii/

S002199911930614X. 60

[245] B. Tasar, Y. Z. Kaya, H. Varcin, F. Unes, and M. Demirci. Forecasting of suspended
sediment in rivers using artificial neural networks approach. International Journal
of Advanced Engineering Research and Science IJAERS, 2017. 89

[246] P. Tassi and C. Villaret. Sisyphe user manual. Telemac Mascaret modleling System.
iii, 45
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Abstract

This thesis contributions belong to the general framework of data-based and physically-
based data-driven modelling. An efficient approach for Machine Learning (ML), as well
as a speed-up technique for Data Assimilation (DA), have been developed. For this
purpose, Dimensionality Reduction (DR) and stochastic spectral modelling were used. In
particular, a coupling between Proper Orthogonal Decomposition (POD) and Polynomial
Chaos Expansion (PCE) is at the center of this thesis contributions.

POD and PCE have widely proved their worth in their respective frameworks, and the
idea was to combine them for optimal field measurement based forecasting, and ensemble-
based acceleration technique for variational DA. For this purpose, (i) a physically inter-
pretable POD-PCE ML for non-linear multidimensional fields was developed in the Neural
Networks (NN) paradigm and (ii) a hybrid ensemble-variational DA approach for para-
metric calibration was proposed with adapted calculations of POD-PCE metamodelling
error covariance matrix.

The proposed techniques were assessed in the context of an industrial application, for
the study of sedimentation in a coastal power plant’s water intake. Water intakes ensure
plant cooling via a pumping system. They can be subject to sediment accumulation, which
represents a clogging risk and requires costly dredging operations. For monitoring and
safety reasons, the power plant stakeholders asked for a predictive tool that could be run
in operational conditions. Data collected during many years of monitoring in the study
area were provided. The objective was then to achieve comprehensive analysis of the flow
and sediment dynamics, as well as to develop an optimal model in terms of forecasting
accuracy, physical meaning, and required computational time. Uncertainty reduction and
computational efficiency were therefore starting points for all proposed contributions.

In addition to the previously proposed methods, Uncertainty Quantificiation (UQ)
studies were undertaken. Specifically, (i) uncertainties related to tidal hydrodynamic
modelling, resulting from common modelling choices (domain size, empirical closures)
were investigated. POD patterns resulting from measurements and numerical scenarios
were compared; (ii) UQ study of the sediment transport modelling in the intake, in a high-
dimensional framework, was achieved. Investigations were based on appropriate DR. In
fact, POD patterns of Boundary Conditions (BC) and Initial Conditions (IC), resulting
from hydrodynamic simulations outputs and from bathymetry measurements respectively,
were used.

A perspective of this work would be to implement a hybrid POD-PCE model, using
both measured and numerically emulated data, to better understand and predict complex
physical processes. This approach would offer a complete, fast and efficient tool for
operational predictions.

Keywords

data-based prediction, physically-based data-driven modelling, statistical learning, data
assimilation, uncertainty quantification, sensitivity analysis, geosciences, hydrodynamics,
sediment transport, coastal intake.



Résumé

Les contributions de cette thèse figurent dans le cadre général de la modélisation à base de
données et des approches physiques guidées par des données. Une méthode d’apprentissage
statistique, ainsi qu’une technique d’accélération pour l’Assimilation de Données (AD),
ont été développées. Pour cela, la Réduction de Dimension et la modélisation stochastique
spectrale sont utilisées. En particulier, un couplage entre Décomposition en modes Propres
Orthogonaux (POD) et Expansion par Polynômes du Chaos (PCE), est au centre des
différentes contributions.

Les techniques POD et PCE sont toutes deux largement reconnues. L’idée ici est
de les combiner pour mettre en place une prédiction optimale à base de données de
mesures, et accélérer les techniques d’Assimilation de Données variationnelle sur la base
d’une approche d’ensemble. Pour cela, (i) un modèle de Machine Learning POD-PCE,
interprétable physiquement, et adapté aux champs multidimensionnels non-linéaires, a été
développé dans un paradigme de Réseaux de Neurones et (ii) une approche ensembliste-
variationnelle hybride d’AD, pour la calibration paramétrique a été proposée, avec un
calcul adapté de la matrice de covariance d’erreur du métamodèle POD-PCE.

Les approches proposées ont été motivées par une problématique industrielle, avec
une question physique complexe : la sédimentation dans un chenal d’amenée bord-de-mer
d’une centrale électrique. Les chenaux d’amenée assurent le refroidissement des centrales à
travers un système de pompage. Ils peuvent être sujets à une accumulation de sédiments,
ce qui représente un risque de colmatage et requiert des opérations de dragage coûteuses.
Pour des raisons de gestion et de sécurité, l’industriel opérant la centrale d’intérêt demande
un outil prédictif pour des conditions opérationnelles. Les données collectées durant plu-
sieurs années de gestion ont été fournies. L’objectif est d’analyser la dynamique observée,
ainsi que de développer un modèle optimal, à la fois prédictif, physiquement interpré-
table, et à coût de calcul limité. La réduction de l’incertitude et la diminution du temps
de simulation ont donc été un point de départ pour toutes les contributions proposées.

En supplément des méthodes citées précédemment, des études de Quantification d’In-
certitudes (UQ) ont été menées. Plus précisément, (i) les incertitudes liées à la modéli-
sation hydrodynamique de la marée, résultant de choix de modélisation communs (taille
de domaine, lois empiriques), ont été investiguées. Les motifs POD des mesures et des
scénarios numériques ont été comparés ; (ii) l’étude UQ de la modélisation du transport
sédimentaire dans le chenal, dans un cadre à haute-dimension, a été réalisée. Les inves-
tigations se sont basées sur une Réduction de Dimension appropriée. En effet, les motifs
POD des Conditions aux Limites, et ceux des Conditions Initiales, résultant de simulations
hydrodynamiques et de mesures bathymétriques respectivement, ont été utilisés.

Une perspective de ce travail serait d’implémenter un modèle POD-PCE hybride,
utilisant à la fois des données de mesures et des données simulées numériquement, pour
mieux comprendre et prédire des processus physiques complexes. Cette approche offrirait
un outil complet, rapide et efficace pour des prédictions opérationnelles.

Mots-clés

prédiction à base de données, modélisation physique guidée par la donnée, apprentissage
statistique, assimilation de données, quantification d’incertitudes, analyse de sensibilité,
geosciences, hydrodynamique, transport sédimentaire, chenaux côtiers.
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