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Chers lecteurs,
Chercheurs, doctorants et étudiants, et quelques amis curieux,
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A ces voyages que je n’ai jamais faits
A ces visages que je n’ai pas croisés.

*

Je ne suis qu’un maillon de la chaine,
Un maillon dérisoire, mais qu’importe,
1l me semble que ma vie est la,
Dans ces trois fils tendus devant mot,
Dans ces cheveux qui dansent
Tout au bout de mes doigts.

Dans ”La tresse”, Laetitia Colombani.

Sur la tourmente, le doute et puis... le dépassement de soi :
1l faut avoir du chaos en soi pour enfanter d’une étoile qui danse.

Dans ”Ainsi parla Zarathoustra”, Friedrich Nietzsche.



Et enfin sur la modestie, la tolérance, I’acceptation de soi et des autres :

We are human
After all
Much in common
After all
*
Human, human, human, human

”Human after all”’, Daft Punk.
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Collegues, amis et famille,
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accompagnement. Vous vous étes montrés disponibles, patients, m’avez lancé de nombreux défis
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m’encourageant dans "mes élans de créativité” avec tant d’optimisme. J’ai eu une expérience
de these épanouissante a vos cotés.
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Introduction

Au 21éme siecle, la recherche scientifique dans de nombreux domaines de la physique im-
plique de traiter diverses sources de données. Les observations deviennent de plus en plus
nombreuses et accessibles, grace aux avancées technologiques de mesure, stockage de don-
nées, capacité de transmission et traitement. Par ailleurs, la puissante avancée historique
des ressources computationnelles, a partir de la fin des années 90, a encouragé l'usage
des modeles a base de processus physiques, permettant d’améliorer notre compréhension
des phénomenes observés, et de générer de la donnée supplémentaire. C’est ainsi que les
approches quidées par la donnée sont devenues une des pierres angulaires de la physique,
allant de I’Assimilation de Données (AD) au Machine Learning (ML).

Cette these se concentre sur le ML interprétable, en utilisant les techniques de Ré-
duction de Dimension (DR) et de régression probabiliste non-linéaire et multivariée, en
combinant deux approches classiques : la Décomposition en modes Propres Orthogonaux
(POD), et I’Expansion par Polynomes du Chaos (PCE). La méthodologie proposée est
appliquée a différentes étapes de la modélisation guidée par la donnée : (i) l'apprentissage
a base de données mesurées, (i) la Quantification des Incertitudes (UQ) efficace et (iii)
I’Assimilation de Données rapide et précise.

Les contributions présentées découlent d’investigations menées au sein de la commu-
nauté scientifigue des géosciences, qui connait par ailleurs une augmentation constante
des sources de données. Les méthodologies proposées ont pour but de fournir un outil pré-
dictif dans un contexte industriel, avec des défis sous-jacents, notamment concernant les
contraintes liées au temps de calcul. Plus précisement, la modélisation de la morphody-
namique dans un chenal bord-de-mer de centrale électrique est visée. Des données de sur-
veillance du chenal, collectées durant plusieurs années dans le but d’optimiser sa gestion,
ainsi qu’un modele numérique hydro-morphodynamique, sont disponibles. L’objectif prin-
cipal de cette these est donc d’établir une méthodologie de couplage optimal entre données
de terrain et modélisation numérique, en utilisant des outils statistiques adaptés. La fina-
lité est de prédire de maniere rapide et précise l’élévation du lit sous-marin, ausst appelée
bathymétrie. Cette méthodologie est appliquée dans une configuration cotiére, avec pour ob-
jgectif de mieuzx comprendre la morphodynamique (évolution des bathymétries). Cet aspect
est crucial pour plusieurs applications, en particulier pour la prédiction de l’écoulement
résultant, ce qui peut étre d’intérét socio-économique (par exemple pour prédire des inon-
dations), ou d’intérét industriel comme pour l'application proposée.
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In the 21st century, scientific research in many physical fields involves dealing with
a variety of data sources. Observations are becoming plentiful and accessible, due to
technological advances in measurement devices, data storage, transmission and treatment
capacities. The powerful historical jump of computational resources since late 90’s has
encouraged the use of process-based models, allowing to improve our understanding of
physical phenomena, and to generate additional data. This is how data-driven approaches
have become one of the cornerstones of physics, from Data Assimilation (DA) to Machine
Learning (ML). As an example, ML has gained interest from classical physics (fluid mech-
anics [32, 116, 145, 174]; aerodynamics [267, 277]; plasma physics [83, 189], astrophysics
and astronomy [115, 260]) to quantum physics (particle physics [4]; quantum mechanics
[164]). Perhaps, physicists nourish a hope about exploring the "chasm of ignorance” using
data-based techniques, by pushing the boundaries of classical approaches [105]. Although
time has not yet come for drastic change [105], and believing that data may come with
added value to previously established theories, one may ask the following: what are the
optimal combinations between all information sources? and how to help physical model-
ling advances using statistical tools? These are open research questions that we do not
pretend to solve in one thesis, but represent a guideline for the presented discussions.

The thesis work focuses on interpretable ML using Dimensionality Reduction (DR) and
non-linear multivariate probabilistic regression, by combining two classical approaches:
POD and Polynomial Chaos Expansion (PCE). The proposed methodology is applied
at various steps of the data-driven modelling: (i) pure measurement based learning; (ii)
efficient UQ and (iii) fast and accurate DA. In particular, the work takes place in the
geosciences community, which also registers a constant increase in data sources [109].
Some interesting programs can be cited as the new SWOT satellite mission [166, 176], or
the Sentinel satellite missions (Copernicus program) [66, 147]. Consequently, the com-
munity is also keen on data-based works, with increasingly represented contributions in
ML [109, 206, 217], DA [39, 72|, and UQ [19, 169]. These methods are of particular in-
terest for example, in a context of climate change, where new data constantly need to be
taken into account [205].

The proposed steps of this thesis aim at providing a predictive tool in an industrial
context with inherent challenges, for example concerning computational time constraints.
More precisely, the modelling of morphodynamics in a coastal power plant’s water intake
was targeted. Data were collected during many years of monitoring, in order to optim-
ize the intake’s management, and a hydro-morphodynamic numerical model is available.
The main objective of this thesis is therefore to enable an optimal coupling methodology
between field data and numerical modelling using appropriate statistical tools, for fast
and accurate prediction of underwater topography (also called bathymetry or bottom /bed
elevation). This methodology is applied in a coastal set-up, with the goal of better un-
derstanding sea bed temporal evolution, known as morphodynamics. This topic is crucial
for many applications, in particular for the prediction of the resulting flow, which can
be of socio-economical interest (e.g floods prediction) or industrial interest (e.g. current
application).

Industrial context: power plants monitoring

Water intakes are a crucial component of power plants, as they ensure their cooling pro-
cess via a pumping system. The plants are therefore constructed near to natural water
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sources, where intakes are the link between the source and the plant. Hence, as they settle
in a natural environment, water intakes are subject to diverse solicitations that can modify
their cooling capacity, namely sediment arrivals, inducing changes in the stream flow. As
a result, the carrying capacity of the water intake can be drastically reduced by decreas-
ing its effective area of transport [237]. Excessive sediment depositions are commonly
observed in cooling water intakes, as for the present application represented in Figure 1-a,
and are also a well-known issue in harbors for example, as shown in Figure 1-b. The ex-
ample of bathymetry evolution in the intake (Figure 2-a) shows that sediment depositions
(in red) can occur almost everywhere from the entrance to downstream, depending on
flow conditions. Therefore, effective water intake management implies frequent dredging
interventions characterized by high operational costs, that are usually hindered by a tight
schedule.

Y-coordinate
[=]

X-coordinate
(a) Plant’s intake (b) Bray Harbor

Figure 1 — Example of measured sedimentation in the intake of interest and comparison to
siltation in Bray Harbor, Irish Sea (Muir Eireann, Source: Afloat Magazine.)

Power plants are generally constructed in river or coastal zones, each characterized
with particularities concerning their ecological environments and hydro-morphodynamic
properties. The geometry of the intakes and their localization are optimized prior to the
construction of the plant, but sediment depositions are sometimes unavoidable. One of
the challenges is therefore to better understand and characterize the sediment dynamics
observed in a settled intake in order to design adapted solutions and to optimize dredging
operations.

The studied plant is located in a coastal environment, and the intake’s upstream is
connected to the sea. Downstream, a pumping system ensures the cooling. In the studied
case, there are two independent cooling stations (Figure 2-a), each characterized with
a theoretical aspiration flowrate of 45 m3/s in production regime. The studied intake
is surrounded by 60 m high chalky cliffs (black lines in 2-b). It incorporates a jetty,
whose angle with the shoreline, and position relative to the direction of the net longshore
sediment transport, influence the amount of sediments diverted into the channel by waves
and tidal current action. The jetty reduces the littoral drift, resulting in a localized
sediment accretion against the shore-normal structure due to trapped longshore sediment
transport [54]. This for example caused formation of a beach adjacent to the west intake
dike, as shown in Figure 2-b. Additionally, a return current is prone to develop in the form
of a swirling vortex at the end of the structure, that might favour the sediment deposition
in the vicinity of the channel entrance, and consequently the amount of sediment delivered
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into the cooling water intake [46].

Dominant waves
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(a) Intake conditions (b) Nearshore bathymetry

Figure 2 — Schematic drawing of the interest intake.

Challenges and thesis contribution

The application takes place in an industrial context, with financial and time optimization
stakes. The power plants operators are in great need of an accurate modelling tool, in
order to predict the sedimentation of the intake, which would help optimize and anticipate
dredging operations.

Although a numerical model is available, morphodynamics remain complex to describe.
The complexity of the involved dynamics and phenomena result in uncertain modelling
choices, and sometimes non-unanimity of the approaches [9, 187]. This is enhanced, in
coastal cases in particular, by the complexity of the flow motion, subject to tides, waves,
density currents, their interactions, etc. [234]. As a result, the use of alternative statistical
techniques is encouraged, either with pure ML if enough measurements are available, or
complementary to physics-based modelling [233].

In the particular case of the studied intake, the coastal environment in which it settles
has been extensively observed and studied in literature. The available data have also
been the subject of previous analysis and statistical investigations. Although interesting,
the latter remain basic (correlations, scatter plots) or qualitative, and do not provide a
satisfactory answer to the industrial needs.

Hence, the general objectives of the thesis are:

e To perform quantitative analysis of the intake dynamics from the available meas-
urements, using advanced statistical tools;

e To apply the statistical conclusions for physical interpretation, in order to support
previous analysis. The aim is to determine the phenomena that are generally re-
sponsible of sediment deposition. This is important for the monitoring of the power
plant’s water intake, for example to help targeting valuable measurements;

e To provide a predictive tool for operational conditions;

e To evaluate the use of available hydro-morphodynamic models under operational
conditions, for further physical investigation. In particular, advanced study is
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needed concerning their uncertainties, and strategies for optimal calibration on
measurements.

The thesis work aims at providing robust and practical answers for this application.
The objective however was to deploy strategies that could be generalized to other physical
frameworks. The main achievements of this work, based on the materials provided by the
application, can be summarized as:

Quantitative analysis using POD allowed interpreting the dynamics, filtering the
data and constituting a spatial basis for field predictions. Locations for optimal
measurements were identified, by correlating global and spatially localized decom-
positions. Accurate and fast non-linear predictive tool, for multidimensional physical
fields, was provided using a coupling between POD and PCE. Physical interpret-
ation was assured using adequate ranking measures, valid at both POD patterns
scale and global output scale. Robustness to noise and training-set variations was
demonstrated, and the performance was successfully compared to classical NN. The
proposed methodology is adapted for industrial contexts with strong time constraints
and physical interpretation needs. Additionally, it gives the possibility of straight-
forward Uncertainty Quantificiation (UQ) from the probabilistic framework of PCE;

Dimensionality Reduction (DR) was used for comparative study between measure-
ments and uncertainties in physics-based models. More precisely, the patterns of
measurements were compared to the patterns of the used model by performing UQ
studies on the latter. Additionally, optimal parametric calibration of the model on
measurements has shown to be uncertain, and variable with modelling choices;

Optimal approaches for variational Data Assimilation (DA), based on DR and
metamodelling, were studied. This provides a strategy for costly numerical models,
that may help in further physical analysis and generation of synthetic data;

UQ has been performed in a high-dimensional framework, for a numerical model
where [C, BC and parameters, are all uncertain. POD helped reducing the dimen-
sionality of the UQ) problem to few components, applied independently on output
field measurements to provide IC, and on synthetic data from bigger scale models
to provide BC.

This thesis is consequently organized in six Chapters:

Chapter 1 introduces the application, with a literature review of the natural envir-
onment and involved physics (nearshore dynamics). The application’s data and the
classically used physics-based model, consisting on a coupling between the Shallow
Water Equations (SWE) and sediment mass conservation or Ezner Equation, are
described;

Chapter 2 presents the theoretical basis behind the methods used in the presen-
ted contributions. Machine Learning (ML), Neural Networks (NN), Proper Ortho-
gonal Decomposition (POD), Polynomial Chaos Expansion (PCE), Data Assimila-
tion (DA) and Uncertainty Quantificiation (UQ) are detailed;

Chapter 3 emphasizes the interest of POD in data filtering and determination of
optimal measure locations. Then, the physically interpretable ML algorithm, based
on POD-PCE coupling, is presented in journal paper form;
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e Chapter 4 concerns the use of POD on field measurements of periodic variables, to
perform UQ on a process-based model. In particular, uncertainties related to com-
mon modelling choices (domain size, closures) and resulting uncertainty in paramet-
ric calibration are studied;

e Chapter 5 compares Dimensionality Reduction (DR) and metamodelling methods
for fast and accurate DA. A POD-PCE based metamodelling with three-Dimensional
VARiational (3DVAR) Data Assimilation (DA), and combined state-parameters re-
duction with POD, are compared to classical iterative SDVAR with numerical model,

e Chapter 6 combines previous optimal choices to perform high-dimensional UQ on a
process-based model, with uncertain Boundary Conditions (BC), Initial Conditions
(IC) and parameters.

Throughout the manuscript, a distinction is made between data-based approaches and
physically-based data-driven approaches, as part of general data-driven methods [233].
The term "data-based” refers to methods and applications where only data are used as a
source of information. This for example concerns pure measurement-based ML. The term
"physically-based data-driven” refers to methods and applications where physics-based (or
process-based) models are jointly used with measurements. This is for example the case
with DA, where measurements can be used along with an equation-based numerical model.



Chapter 1

Nearshore processes and
morphodynamics

Pour commencer, le paysage dans lequel le chenal étudié se situe, en [’occurrence la
Manche orientale, est présenté. En particulier, nous nous intéressons auzr phénomenes
physiques permettant d’expliquer la morphodynamique observée. Ensuite, les données a
notre disposition sont présentées, notamment une campagne réalisée en début de these.
Par ailleurs, les investigations physiques liées a ces données sont décrites. Enfin, les
équations a base de processus physiques, classiquement utilisées pour modéliser [’hydro-
morphodynamique cotiere, sont présentées. Cependant, la modélisation numérique se montre
complexe, et les mesures sont partielles. FElles sont par ailleurs toutes deux entachées
d’incertitudes. Ceci permet de démontrer ['intérét des techniques statistiques mises en
place, comme résumé en fin de chapitre. En effet, l'objectif est de tirer un profit simultané
de toute source d’information, pouvant aider a la prédiction dans un contexte opération-
nel.

To begin with, the area in which the studied intake settles, i.e. the Eastern English
Channel, is presented. In particular, we focus attention on the physical processes that
may explain the observed sediment transport and morphodynamics. Then, the available
data are presented, namely a measurement campaign in the beginning of the thesis. Ad-
ditionally, related physical investigations are described. Lastly, the process-based physical
equations, classically used to model hydro-morphodynamic processes in coastal areas, are
presented. On the one hand, numerical modelling shows to be complex, and on the other
hand measurements are incomplete. They are besides both characterized with uncertain-
ties. This allows demonstrating the interest of the developed statistical techniques, as
summarized at the end of this chapter. In fact, the objective is to simultaneously benefit
from all sources of information, which would help prediction in an operational context.

Contents
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1.1 Physical context: dynamics at regional, local and intake
scales

Before exploring original ideas, a literature review of the physical context is presented to
emphasis relevant modelling choices. A summary of observations in the intake’s natural
environment, and a description of the physical phenomena implying sedimentation are
given hereafter. However, it can be noted that the physical analysis of the dynamics re-
mains relevant in other contexts, and the same modelling tools could therefore be applied
to other configurations.

The interest site is located on the Eastern English Channel coast in northern France.
The area has been extensively studied in literature [14, 122, 130, 137], by the geosciences
community and stakeholders, both prior to construction and later for monitoring.

The nearest tidal gauge (harbor), approximately located at 10 km from the intake, has
been operational since January 1945 [130]. The oldest local wave observations date back
to 1911. These were simply based on visual appreciation, also registered at the nearest
harbor, from 1911 to 1914 and from 1932 to 1939 by the harbor’s maritime service [122].

Until 1976, literature about the characteristics of the plant’s area (e.g. ecological, hy-
drodynamic, meteorological, etc.) were limited. The stakeholders therefore commissioned
the French Institute for ocean science (Institut Francais de REcherche pour I’Ezxploitation
de la MER, IFREMER) for pre-construction studies, concerning the study of benthic
(bottom) [136] and pelagic (water column) [137] environments. Then, the first local
wave records are realized using pressure sensors from 1976 to 1978, and using a datawell
waverider from 1978 to 1987 [122]. A first measurement campaign of currents is later
realized on 1997 [122].

Since then, IFREMER was also commissioned to assure constant surveillance of the
power plant’s area, among which pre-construction campaigns [13] and future surveys
[1, 14, 42, 56]. A synthesis covering the evolution from initial state prior to construc-
tion to 2008 was then described in [57]. Additionally, attempts to analyse and interpret
the power plant’s intake observed sedimentation, using hydro-meteorological data, were
given in [122, 123].

The objective of this section is to summarize the characteristics of the study area, at
the regional, local and water intake scales, as follows:

e Hydrodynamic conditions, namely tides;

e Climatology and meteorology, where the wind and waves are described, as well as
less frequent events (storm surges);

e Morphology and sediment characteristics of the area;

e Physico-chemical properties, in particular turbidity that is an indicator of fine sed-
iments suspension.

e Resulting morphodynamics caused by the previous processes;



CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS 10

1.1.1 Hydrodynamic conditions
Tides

In the eastern English Channel, the tide originates from the Atlantic ocean, and propag-
ates at flood is from West to East. It is dominated by a semi-diurnal circulation, with
two high tides and low tides of quasi-equal amplitudes.

The tide in the study zone is classified as macro/mega-tidal, because of the marine shelf
that is funnel-shaped, substantially increasing the tidal amplitude. Additionally, reflec-
tion of the tide on Picardy coast implies an amplitude increase from the central/western
Channel [122]. Consequently, the average tidal range is about 7 m, increasing to 9 m for
spring tide [46, 130] (also recorded as 8.5 m and 10 m respectively in [126]). The max-
imal difference between the high water and the succeeding low water is about 11 m (tidal
coefficient of 120), and the high tide’s time delay between Brest and Dieppe is about 7
hours.

The tidal currents are alternating and globally parallel to the coast, with flood and
ebb currents developed in the E-NE and W-SW directions (N, S, E and W refer to North,
South, East and West respectively). They can be locally perturbed with the coastal
morphology and meteorological forcing, as shown by the 1997 survey [122] where a great
variability of the velocities from a coastal point to another is noticed. The currents how-
ever remain generally intense, due to the marine shelf that drives them through tight
areas [130]. The maximum velocity reaches 2.05 m/s at central/western Channel, and
is generally decreasing from east to west. The average currents are asymmetrical, 20 to
30 % more intense at flood (from 0.8 to 1 m/s) than at ebb (from 0.5 to 0.7 m/s) [160]. A
velocity decay of 20 to 30 % is also noted from spring to neap tide [46]. Last, the velocities
decrease to 0.25 m/s by the coast (at approximate water depth of 6 m) [46, 130, 136].
These intense currents imply continuous tidal mixing, particularly strong at the west coast
of the Cotentin peninsula (Normano-Breton Gulf), where the currents are considerable
and the depths are small [136].

Other currents

In addition to tides, other types of currents should be mentioned. A drift current from
the Atlantic ocean, also called the slope current, is the result of free surface elevation
gradients. The latter are either caused by the Highs and Lows (anticyclones and depres-
sions) or by bathymetric steepness. The influence of this current is permanent, namely in
shaping the shore morphology, but is hidden by tidal variations. Literature also indicates
the presence of a several kilometers large "coastal river”, that flows from the Seine bay to
Pas-de-Calais [33]. This corridor can seemingly be noticed on satellite images, showing a
strong turbidity [122]. Long-shore currents, caused by the oblique wave breaking on the
coast, and wind drift currents caused by the constraint on sea surface that is transmitted
to deeper layers, can also influence the velocity field in the studied area.

Extreme states

Lastly, extreme sea levels, can be mentioned. In the English Channel, these are generally
due to storms associated to larger water supply from the Atlantic ocean. Positioning of
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depression (British islands, North sea, etc.) and its size influence the extent of zones that
are affected by surge [130]. Other hydrodynamic phenomena may influence extreme tides,
as the action of waves implying water accumulation by the coast (wave setup) or breaking
on beaches implying local water level rise (swash run-up) [130]. At the nearest tidal gauge
from the studied intake, the maximum surges for annual and decennial return periods are
0.9 and 1.13 m respectively [227], while the centennial value is around 1.32 m [24]. The
highest recorded value ever registered at the nearest harbor is 1.79 m [130].

1.1.2 Climatology and meteorology
Wind

Climate is a central component of marine and coastal environments. In the English Chan-
nel, the wind has a considerable influence on the currents, as the depths are small (50 m
deep on average). The area is therefore greatly subject to wind waves, and to potentially
violent storms [130, 136]. Additionally, it is located between sub-tropical region of high
atmospheric pressures at south and sub-polar region of low pressures at north. The wind
circulation is therefore from west to east, blowing from the Atlantic to the Channel. The
study area is located in a zone that is totally exposed to westerly wind, conversely to
other zones that are almost boxed-in by advanced cliffs (e.g. Cotentin peninsula) [130].

The dominant wind origin can be different for a given year. For example, 1968s
Dieppe data gathered and analyzed in [136] show that wind globally originated from S-E,
sparing the perpendicular Normandy coast. However, half of the strongest winds (18 to
24 m/s) originated from W to N-W| resulting with water accumulation by the coast and
slow-down of tidal mixing [136] (Table 1.1).

Sector | N | N-E| E | S-SE| S |SW | W | N-W | Total
Force
1-4 42 | 98 | 66 | 210 | 104 | 61 | 85 | 52 | 718
5-7 21 | 26 | 3 8 | 24 | 54 | 62 | 37 | 235
8-9 1 1 0 0 1 2 3 4 12
10 - 12 0 0 0 0 0 0 0 0 0
Total 64 | 125 | 69 | 218 | 129 | 117 | 150 | 93 | 1000

Table 1.1 — Frequency (%o) of observed winds on 1968 by origin and force scale at Dieppe
(France), by Loic [136].

More recent observations from 1981 to 2010 at Dieppe were analyzed in [130], showing
frequent and violent wind (year average 5.2 m/s). For this period, 10 % of the wind for
each year is strong and blows at least three consecutive days, implying strong marine
agitation and frontal assault of the coastline. Dominance is from South quadrant (38%)
and West quadrant (24 %), precisely from South-West to North-West from November
to February. Westerly wind is not the most frequent, but definitely the strongest (> 8
m/s) along with Northern winds. Depending on the analyzed location, regional diversity
of wind distributions is also observed (Figure 1.1) [130]. Through an investigation of
2003-2007 NCEP reanalysis data at the vicinity of the studied area (24 km off the coast),
Latteux [122] shows that more frequent and violent winds originate from South-West to
West, as shown in Figure 1.2.
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The impact of wind on the observed waves is considerable. It forces a constraint on the
free surface of the sea, which generates strong fluctuations (wind waves). Furthermore,
the most frequent winds originate from the west quadrant, which means that they have
large fetch to induce the development of important waves originating from the Atlantic
Ocean.

Waves

The oldest wave observations (previous to 1939) confirm that the dominant waves come
from the west [122]. This is also concluded by Latteux [122] using the ANEMOC data-
base [153, 253] (hindcast with the third generation spectral wave model TOMAWAC [22]),
over the 2003 — 2009 period, as illustrated in Figure 1.3.
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Figure 1.1 — Wind exposition on the English Channel coast from 1981 to 2010, by Letortu [130]

Waves originating from N and NE are weaker, but act on longer duration implying a
cumulative effect that may lead to rough sea states [130]. They have a small fetch of 100
to 160 km, implying small wave periods (compared to infinite fetch of Westerly swell), and
are damped due to small water depths and refraction [130]. However, even in the absence
of infinite fetch swell, wind can be sufficiently strong to locally generate important waves,
called wind waves, which is often observed in the English Channel [46]. This distinction
between wind waves created by local wind and infinite fetch swell originating from the
ocean is important, as it implies that locally observed waves are not only generated by
local wind.
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An important wave intensity indicator is the significant wave height, denoted Hy,
measuring the average of the highest third of recorded wave heights (Table 1.4 in Section
1.3.2). At the nearest harbor from the studied intake, historical data from 1978 to 1987
were analyzed in [122], to calculate Hs and its 70 % confidence interval: annual Hj is
around 3.8 m with a confidence interval of [3.7,4.0] m, while decennial Hy is around 4.7
m with a confidence interval of [4.4,4.9] m. Additionally, based on the 1981-2010 data
analysis in [130], it is concluded that 70 % of Hy remains lower than 1 m, and 95 % lower
than 2 m.

Wind velocity
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I 4to 6 m/s
EAST | 3to 4 m/s
2to 3 m/s
I 1to2m/s
Bl 05to1lm/s
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Figure 1.2 — Wind rose for 2003-2007 NCEP data at the vicinity of the power plant, by Latteux
[122]
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Figure 1.3 — Wave rose for 2003-2009 ANEMOC data, 24 km off coast at the vicinity of the
power plant, by Latteux [122]

A seasonal effect can also be noticed. For example, using 1961-1990 SHOM data,
Latteux [122] concludes that the most severe sea conditions are observed from October to
March. If averaged on this winter period, Hy exceeds 2.5 m for 7 days/year, oppositely
to 2 days/year if averaged on the April-September summer period. Furthermore, these
winter waves also mainly originate from the West, directly arriving to the Seine-Maritime
coast. In particular, November is said to be the most severe month, and May and August
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the most calm ones [122].

Wave periods in the English Channel vary from 2 to 19 s (5 s to 7 s in average). For
the strongest waves (SW to W origin), periods vary from 6 to 9 s [130]. Additionally,
using ANEMOC’s data, it is concluded by [122] that wave’s peak period (wave period
with highest energy, as defined in Table 1.4, Section 1.3.2) is strongly correlated to its
height. The highest waves have longer periods.

Extreme sea states are also observed in the study area. Maximum H; for annual return
period varies between 3.5 and 4 m, while the centennial one varies from 5.5 to 7 m [130].
At the vicinity of the studied power plant’s intake, annual Hg value is around 3.8 m while
decennial value is around 4.7 m, and respective maximums are 4.2 and 5.8 m [46].

1.1.3 Sediment characteristics and morphology
Coastal morphology

Normandy’s coastline is variable and characterized with irregularities. The Calvados
coast for example is boxed-in between two advanced continental tips (Cotentin Peninsula
to Etretat), which protects it from strong winds. Conversely, the study area is character-
ized by a relatively homogeneous coastline and is totally exposed to westerly wind [130].
Cliffs at the west of the intake and the western dike of the latter form a currents decel-
eration zone, favourable to sedimentation. A beach hence formed near to the west dike,
as previously shown in Figure 2-b. The dike also induces vortex formation that stirs the
sediments up [46], and the cliff diverts the currents towards the coastline which transports
the sediments in the same direction.

Regional scale

At the regional scale of English Channel, depths are lower than 50 m, with slowly varying
bottom contours. Slope is relatively low, with an average value of 0.7 %, but can locally
go up to 2 %. Seabed is composed of sand and pebbles, with a thin layer (around 1 m)
of mobile sediments [46]. The sediments distribution greatly depends on hydrodynamic
conditions. Indeed, the coarsest sediments are generally located in zones where currents
are intense. This also plays a role in the sediment distribution from deepest seas to the
coast, where the sediments are finer, because of the transition between current influence
zone (offshore) and wave influence zone (coast) [46]. Sediment distribution in the English
Channel is shown in Figure 1.4.

Local scale

At local scale, sediment accumulations take the form of ripples, located at 15 to 30 m
depths near the coast. These ripples are composed of an inferior layer of coarse sediments
(pebbles, gravels, coarse-grained sand) and a superior layer of medium to fine silted sand
[46]. The sediments are finer from West to East because of the previously described
currents deceleration [122]. In the sub-marine area, nearshore soil consists in mega-ripples
(15 to 20 m wavelength) developing parallel to the coast, and a complex succession of
sandy tapes, stretching in the West-to-East direction, composed of 51.5 % sand, 46 %
coarse sediments, 2 % of rock and 0.5 % finer sediments (e.g. silt) [46]. The available
sediment stock has been constantly increasing from 1988 to 2000, and the mega-ripples
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Figure 1.4 — Sediment types in the English Channel, by Larsonneur et al. [120)]

zone has expanded, as can be seen in Figure 1.5. Mobile sediments layer thickness remains
however low [46]. Consequently, these short term patterns evolutions are explained by
hydrodynamic and meteorological events, that may increase the sediments supply from
outer zones, or encourage the release of finer sediments that may be trapped inside the
coarser sediments [46].
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Figure 1.5 — Bottom types evolutions in the marine zone of the intake, by Costa et al. [46]

Near the intake

Closer to the studied area, Latteux [122] indicates that: at coast’s vicinity, seabed is gen-
erally rocky, or covered with gravels and pebbles. In this area, the presence of a several
meters thick sedimentary prism is observed [42]. In small depths zone up to 1500 m off the
cliffs, sediments are generally fine sand, with a median diameter of [100, 150] ym. Beyond
1500 m, it is generally medium sand. Precise measurements prior to the plant construction
show that soil was in great proportion composed of [200,500] um grains. Nearshore, in
the sub-tidal zone up to 10 m depths, fine sand and a relatively important silt fraction are
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observed. From 10 to 15 m depths, the sand is fine to medium, with an important coarse
sand fraction. From 15 to 19 m depths, the sediments are generally coarse, with a greater
fraction of fine gravels [136]. In the inter-tidal zone, sediments are homogeneous and well
sorted (single mode statistical distribution). Up to 160 m off the coast, relatively large
banks can be observed ([20,30] cm layer), composed of medium sand, with a principal
mode around 250 um. From 160 to 350 m from the coast, depositions consist in plating on
a limestone bottom ([5,10] cm layer), with mostly fine-sized sediments (principle mode
from [125,160] um). These sand plating layers can attain a 1.5 m thickness [46], and
more sand gets generally trapped inside pebble bars and is therefore hidden in this inner
structure. Beyond 350 m, larger medium sand banks with finer sediments at the surface
can be observed (5 to 20 cm layer), with a principle mode around 125 ym, and secondary
around 63 pum) [136]. The proportion of sand varies from 25 %, 120 m from the cliffs, to
90 %, 400 m from the cliffs.

In front of the intake, seismic reflection surveys show that the thickness of mobile
sediments attains 4 m, which shows a strong sand accumulation [122]. This represents
a sediment stock that is inclined to be redirected inside the intake under favorable hy-
drodynamic forcing. A recent campaign on 2010 (Section 1.2) allowed measuring the soil
granulometry at different points outside the intake and two points inside. The cumulat-
ive distribution with the diameters of sediments is shown in Figure 1.6. The sediments
are generally fine sand, granulometry is well sorted, and the median diameter generally
varies between 175 and 225 um. Some exceptions are noted, where Point 4 at the east of
the power plant shows finer sediments (median 125 pum), whereas Point 6 located at the
intake’s entrance shows coarser sediments (median 300 um).

100 %
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80% |- — Point 2
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2 0% |
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E — Point 7
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10 100 1000
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Figure 1.6 — Cumulative distributions of the sediments granulometry realized for the 2010 cam-
paign, by Latteux [122]. Points 1 to 6 are outside the intake, points 7 and 8 are inside.

Inside the intake

Inside the intake, measurements realized on 1993 show a distribution of median sediment
size in Figure 1.7. The silt proportion increases from the intake entrance to the pumps,
and the median diameter of the sandy proportion decreases.
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Figure 1.7 — Median sediment grains inside the intake on 1993, by Latteux [122]. Sable is french
word for sand, and Dj5g designates the median sand grain size.
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This observation is also confirmed by more recent measurement campaign on 2008
(Figure 1.8), where the sediments are shown to be homogeneous and well sorted at the
intake’s entrance, and very heterogeneous and poorly sorted downstream, with one sand
mode and various silt modes.

1.1.4 Physico-chemical characteristics
Salinity

In the local area in which the intake settles, salinity remains lower than 35 %o, except
at autumn where it slightly increases. It varies between 32 %o and 34 %o from January
to February. Right in front of the studied intake, surface and bottom salinity are both
lower than 33 %o[136]. Fluvial supplies, inducing desalinisation of the English Channel,
contributing to this low salinity.

Precipitations

The climate of coastal Normandy and Picardy is temperate and oceanic. This results
with relatively homogeneous precipitations throughout the year, distributed on 130 days
of rain per year. It is noted that 300 mm are accumulated for Seine-Maritime (1971 to
2000 data). These are however average information and do not prevent from intra- and
inter-annual variability, because of the active coastal meteorological dynamic. Indeed, in
the nearest harbor from the studied intake, rain covers half of the year, from October to
January. Rain is not intense, but lasts over long durations (lasting minimum 7 days over
32 % of the year) [130]. This constant water supply may result with serious increase of
streams levels and consequently lead to overflow [136].

Temperature

The continental climate of eastern English Channel implies higher summer temperatures
and lower winter temperatures compared to western Channel. The thermal contrasts re-
main however low [136]. The continuous tidal mixing of sea waters implies a low difference
of temperature between sea surface and bottom [130].

Turbidity

Turbidity in the English Channel is fairly high near the coast. In fact, the continuous tidal
mixing of sea waters induces a mean turbidity of 8 to 17 mg/l. Furthermore, an in-situ
campaign shows for example that a maximum rate of suspended sediments is recorded in
April: 16.70 mg/1 measured 1 km from the shore, and 27.16 mg/1 measured 4 km from
the shore. This is caused by strong wind at the same period, inducing intense mixing
[137]. As previously mentioned, the "coastal river” identified on satellite images is also
a proof of this high turbidity [122]. Additionally, at fairly low distance from the coast,
water has a white/chalky aspect extending on hundreds of meters, resulting from cliffs
erosion. Water releases from the power plant are also characterized with the same visual
aspects, indicating that the turbid water is aspired by the pumps and indeed transported
through the intake [122]. However, it can be mentioned that turbidity measurements are
generally undertaken by calm seas, and therefore underestimate its average value. To
obtain a realistic value, Latteux [122] attempts to deduce turbidity from the observed
nearest harbor silting. An average annual concentration is therefore estimated around
50 to 100 mg/1 (much higher than the above mentioned 27.16 mg/l). In the vicinity of
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the interest power plant, sediment stock is always sufficient to lean great sediment supply
to the intake, and turbidity increases with wave heights and is strongly influenced by
the tidal levels (Section 1.4). Therefore, sedimentation of the intake only depends on
meteorological and hydrodynamic conditions (wind, waves, tides, etc.) [122].

1.1.5 Morphodynamics

The morphodynamics described hereafter result from a combination of effects. On the
one hand, the presence of industrial facilities (harbors, power plants, etc.) play a role
in the observed dynamics. For example, a strong sediment accumulation is observed at
the facilities upstream, generally followed by a decrease of sediment stock downstream
[46]. On the other hand, natural forcings as the previously discussed hydrodynamic and
meteorological conditions, as well as the intake’s hydrodynamic functioning, influence the
sediment transport, as described below.

Physical processes at regional scale

At the regional scale of the English Channel, the previously described sea conditions imply
a 65 % foreshore sediment transit towards North-East, and 35 % in the opposite direction
[130]. Due to the dominant west originating swell, the previously described sand plating
on limestone bottom in the inter-tidal zones are very mobile, and generally transit from
South-West to North-East [46]. The presence of such patterns indicates sand exchanges
from offshore to the coast [46].

Waves have a considerable influence on sediment re-suspension. They have stronger
effect in small depth zones, where the absence of fine sediments at the bottom indicate
that waves prevent them from settling [46]. Waves threshold of action depends on the
sediments size, and under storm conditions, they can create enough constraint to put
a larger amount of sediments in motion [234, 258, 259]. Using semi-empirical sediment
transport formulas (e.g. Soulsby [234] in Equation 1.29) with storm wave values (Hs = 3
m and T, = 8 s), Costa et al. [46] shows that their effect is also highly dependent on tidal
levels. By spring low tide levels, they easily suspend the coarsest sediments. By high
tide, they only have an effect in small-depth zones (below 8 m). Tidal currents are also
capital for sediment dynamics. As previously mentioned, granulometry and geographical
distribution of the sediments demonstrate the offshore impact of tidal currents and their
gradients. Tidal mixing stirs the sediments up, and the velocities amplitudes play a major
role in the sediments mobilization, as a function of their size/weight [46]. Compared to
waves, the tides act continuously by transporting major sediment patterns offshore.

However, tidal currents alone are not enough to drive the sediments towards the inter-
tidal zones. In fact, the tides generally slow down (below 0.4 m/s) by low depth zones
(6 m) and their transport capacity is therefore reduced. The action of tides is then took
over by waves. When the patterns are close enough from the coast, storm waves act
episodically, strongly re-suspending the sediments. Other more frequent and less strong
waves gradually carry the sediments to inter-tidal zones. For example, wave breaking by
the coast, with a given angle of approach, induce long-shore and rip currents, causing long-
shore drift and mobilization of beaches sediments. This hand-off between tides and waves
spatially and temporally varies, showing strong non-linearity of the dynamics [46]. Hence,
for a strong sediment supply to reach industrial facilities (e.g intake), three elements are
necessary: important sediment accumulations offshore, tidal currents that transport them
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closer to the coast, and strong waves that suspend them (preferentially at low tide) [46].
To conclude, there is an important interaction between the tidal effect and the action
of waves, as well as a hand-off from waves to tide and from tide to waves depending on
the situation. Morphodynamics are non-linear and represent a discontinuous function
of the hydrodynamic conditions, where a threshold of movement is observed (depending
on the sediments sizes). Therefore, realistic scenarios are generally not easy to model
234, 258, 259].

Physical processes at local scale

At local scale, morphological examination of the sedimentary figures nearshore [46], between
the nearest harbors west and east of the intake, results with the following conclusions:
west of the intake, the presence of advanced cliffs modify the direction of currents and the
sedimentary transit is therefore 15° oblique as compared to the coast; east of the intake,
sediment transit is parallel to the coast. At both the nearest harbors west and east of the
intake, a considerable increasing sedimentation tendency has been recorded between 1989
and 1998. One of the harbors for example recorded 80,000 m3 /year of sediment depos-
ition from 2000 to 2002. The values can however strongly vary from a year to another,
with possible peaks for specific years or months. An important peak has for example been
noticed on January 2007 in both harbors and the studied intake. Seasonal aspect has also
been noted, with a favourable sedimentation period between January and August, and
natural erosion from September to December [122].

Physical processes at intake scale

Right in front of the intake, foreshore is formed of discontinuous levels (stairs). Bottom
slopes are hence steeper compared to offshore slopes. Each foreshore level constitutes a
sediment trap. Hence, for sediments to climb closer to the intake, from a level to another,
strong suspension is necessary. It is therefore supposed that sediments arrival towards the
intake is mainly the result of suspended transport, which is principally caused by waves
[46]. This is also supported by the previously cited turbidity measurements.

Physical processes inside the intake

In the studied intake, sedimentation trends have been increasing over the last two decades
[122], encouraging the power plant’s operators to establish frequent surveillance (Section
1.2). Some hypothesis have been formulated to explain such behavior, among which: (i)
the massive sand dropping that followed dredgings for the construction of a new harbour,
located 70 km at the west of the intake; (ii) the regular sand droppings following the
nearest harbors regular dredgings to assure navigation and (iii) saturation of neighbour-
ing beaches, upstream of the intake. However, none of these hypothesis were verified.

Water aspiration through pumping systems attracts the sediments, that were re-
suspended by the coupled effect of tides and waves beforehand, to the intake. Addi-
tionally, currents inside the intake are lower than outside, encouraging the sediments to
settle at the bottom [122]. Sands, heavy enough, tend to deposit upstream of the intake,
whereas silt tends to deposit downstream. This explains the previously shown sediment
distributions inside the intake, in Figure 1.7. Sand accumulation upstream forms a bump,
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whose size increases in time with the sediment supply, and ends up expanding down-
stream (example in Figure 1-a) [122]. This means that the previous state of the channel
also plays an important role as the available space for the sediments deposition depends
on the initial depths. These depths are increased when a dredging occurs. The dredging
information can therefore be capital to understand the observed depositions.

It is probable that depositions in the intake take place in short lapse of time (few
days) [122], when the tide-wave combined effects are favourable, for example by storm
conditions. Erosion of the upstream bump can also occur, for example by spring low tide
when the currents are strong enough. This tends to spread out the sediments through the
intake. However, these strong current episodes do not last long enough to assure natural
scouring of the intake, and regular dredgings are therefore necessary [122].

Conclusions

Previous analysis showed that the physical phenomena involved in sedimentation pro-
cesses are highly complex and non-linear. Hydrodynamic and meteorological conditions
play an important role in the observed dynamics, through wind, waves, tides, pumping,
etc. Their influence on the sediment depositions was physically interpreted and supported
by different observations in the studied area.

However, deeper analysis of the intake dynamics is still needed, in order to establish
quantitative causality between sea/pumping conditions and sedimentation. In particular,
the intake operators are in great need of a modelling tool to manage dredging operations
and pumping conditions. This would be possible if a predictive model could be provided
for operational conditions. To develop such a tool, two sources of data are considered here-
after: measurements, described in in Section 1.2 and process-based equations for numerical
modelling presented in Section 1.3. Data can be used for pure data-based predictions, for
example through Machine Learning (ML), or combined to process-based equations for
physically-based data-driven modelling, for example through Data Assimilation (DA).

1.2 Available measurements for data-based and data-driven
investigations

In this section, the available data for statistical investigations of the intake morphodynam-
ics are of interest. Attention is focused on local measurements provided by the stakehold-
ers. In particular, in order to guarantee safe and optimal functioning of the cooling intake,
close supervision is assured. This consists in regular measurements of spatially distrib-
uted bathymetries, along with meteorological and hydrodynamic indicators (waves, wind,
tidal levels, etc.). These data, coupled to the plant’s monitoring information (dredging
data, pumping flowrates), enable the operators to analyze the observed dynamics. The
data collected during many years of surveillance, as well as additional casual surveys, are
consequently described hereafter.

It should be noted however that other data sources, not described here, can complete
the physical analysis and are kept as perspective. For example data-bases as ANEMOC
[21] or the National In Situ Swell Records Center (CANDHIS) [132] can be cited.



CHAPTER 1. NEARSHORE PROCESSES AND MORPHODYNAMICS 22

1.2.1 Continuous monitoring

Over the last decade, close surveillance of the cooling intake consisted in regular bathy-
metry measurements, along with collecting hydrodynamic, meteorological and operational
information that are likely to be influential (tides, waves, pumping flowrates, etc.).

Bathymetry measurements are performed using a boat that navigates through the
intake, equipped with a Single-Beam Echo Sounding device. The most recent itineraries
cover 39 cross-sectional profiles of the intake measured at 25 m intervals, as illustrated
in Figure 1.9. The profiles are on average 100 m large with a 0.5 m spatial resolution
of the bathymetric data. The latter were collected fortnightly between 2005 and 2018.
However, data quality has dramatically evolved, due to the device precision evolution and
to increasing need of complete information, as can be seen in Figure 1.9.

(a) 2007 measurement (b) 2018 measurement

Figure 1.9 — 2007 vs. 2018 mono-beam bathymetry measurements in the power plant’s water
intake. Values are near-zero when white (0 m CM), positive when red and negative when blue.

The collected hydrodynamic and meteorological information comprise wave and wind
variables, provided by the VAG prediction model of the sea state [85], using retrospective
3-hourly simulations between 2009 and 2018. Tidal water levels were obtained from the
SHOM-REFerence network for Tidal observations (REFMAR) tidal gauge station located
in the vicinity of the study zone, with hourly survey frequency [200]. Additional inform-
ation such as the daily coolant flow rates, and channel dredging volumes and frequency,
were provided by the plant operator. The measured variables, their time coverage and
frequencies are summed up in Table 1.2.

An example of these measurements is shown in Figure 1.10. The instantaneous wave
heights and tidal levels seem uncorrelated at first sight. Wave height peaks correspond to
wind velocity peaks globally, but a difference is observed when the wind changes direction
from a mean SW origin (Wdir = 225°) to a mean E origin (Wdir = 90°). This illustrates
the complexity of dependencies and interactions between variables in the studied problem,
in addition to the non-linear response of the morphodynamics.
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Variable Data Period Source Spatial coverage
frequency
Bottom 2005 - . , .
clevations 2 weeks 92018 Plant operator | intake’s cross-sections
Pumping Daily 2007-2018 Plant operator one glob@l
flowrate information
Dredging one global
6 months | 2007-2018 Plant operator . i
date information
Dredging 6 months | 2007-2018 Plant operator one glob@l
volume information
Tidal level Hourly 2009-2018 | REFMAR [200] Nearest tidal gauge
‘Wm'd 3-hourly 2009-2018 | VAG Model [85] | Nearshore grid point
direction
Wind . .
. 3-hourly | 2009-2018 | VAG Model [85] | Nearshore grid point
velocity
Wave period | 3-hourly | 2009-2018 | VAG Model [85] | Nearshore grid point
Wave height | 3-hourly | 2009-2018 | VAG Model [85] | Nearshore grid point
‘Wav'e 3-hourly 2009-2018 | VAG Model [85] | Nearshore grid point
direction

Table 1.2 — Summary of measurements, their frequencies, periods, sources and spatial coverage.
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Figure 1.10 — Measurements of Tidal Level (TL), Wind velocity (Wv), Wind direction (Wdir),
Wave Height (WvH) and Wave Direction (WvD) on January 2016. (P: Percentile)

Presented data are characterized with measurement uncertainties. Single-Beam ba-
thymetries were realized with a sonar boat, by different operators throughout the years.
Three elements are measured: bottom elevation and two horizontal space coordinates.
Device precision was generally verified before each campaign (usually compared to pres-
sure capture, manual probes installed in fixed heights, control of GPS coordinates on
control points). Reported absolute differences did not exceed 0.01 m for both bed elev-
ations and coordinates. Devices also improved throughout the years, where most recent
bathymetry reports mention maximal errors of 0.006 m on horizontal coordinates (Ashtech
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Proflex 800 GPS), and an absolute error of 0.01 m for bed elevation (TRITECH PA500
Frequency 500 kHz), for a 0.99 to 1.0 m measured value, representing an error of 1 %.
Concerning tidal elevations, an absolute error of 2 cm is noted for the nearest harbor,
equipped with a radar tidal gauge (Krohne Optiflex). Wave and wind data are obtained
from models reanalysis, where 10 m wind data are assimilated with ARPEGE/ALADIN
[197], then injected in VAG model [85] for waves reanalysis. In these models, a comparison
by Campos and Guedes Soares [35] to GlobWave satellite data shows that spatial average
of yearly absolute errors does not exceed 0.28 m/s for wind and 0.13 m for waves, where
monthly errors can go up to 0.20 m. Previously described measurement uncertainties are
summarized in Table 1.3.

1.2.2 Punctual observations

In addition to constant monitoring, punctual measurement campaigns were organized for
supplementary information. In particular, a two-months survey was undertaken in 2010
to record local currents, waves and turbidity. Additionally, a new measurement campaign
took place at the beginning of the thesis on 2018, with the objective of completing previous
information by data inside the intake. I therefore had the opportunity to participate to
the installation of necessary measurement devices in the intake, during a week time.

The 2010 field survey

Free surface elevation and velocity components were measured at the vicinity of the intake
in five measurement points, as illustrated in Figure 1.11.
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Figure 1.11 — Locations of measurement points for the two-months 2010 survey.

The targeted period is characterized with possible storms and surges. A superposition
of the measured hydrodynamic variables on tidal periods is shown in Figure 1.12.
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Figure 1.12 — Superposition of 2010 measurements for the hydrodynamic variables on Point 1.
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An example of bottom turbidity and wave heights on Point 4 is shown in Figure 1.13.
As previously mentioned, data are subject to measurement errors. In particular for the
2010 campaign, Acoustic Wave And Current (AWAC) meters (1 MHz Nortek, Doppler
technology) were used for offshore tidal velocities, levels (through pressure records) and
wave heights (Points 3, 4, and 5). Absolute error is about 1 cm/s for tidal velocities
and 5 cm for tidal levels, relative error is 1 % for wave heights, and absolute error is 2°
for wave direction. For Points 1 and 2, wave heights and three-Dimensional (3D) velocity
components (in the water column) were measured using Aquadopp profiler (1 MHz Nortek,
Doppler) with an error of 1 % +5 mm/s for velocities. Turbidimeters (YSI 6136 and YSI
6126 at points 1 to 4 and multi-parameter Hydrolab MS5 for point 5) were also used with
an error ranging from 2 % (YSI) to maximum 5 % (Hydrolab). Described measurement
uncertainties can be found in Table 1.3.
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Figure 1.13 — Plots of turbidity and wave heights measurements on Point 4, by [122]

Campaigns Data Device Error
Single-beam bathymetry Sonar boats = 1;3'01
Continuous Tidal elevations Krohne Optiflex +2 cm
average
Wind velocities ARPEGE/AI.JADIN < +0.28
reanalysis
m/s
average
Wave heights VAG reanalysis < +0.13
m
Tidal velocity (Points 3 to 5) AWAC (1 MHz) +1 cm/s
: . . +1 % +5
Tidal velocity (Points 1, 2) Aquadopp (1 MHz) mm)/s
2010 Tidal levels (Points 3 to 5) AWAC (1 MHz) +5 cm
Wave heights (Points 3 to 5) AWAC (1 MHz) +1 %
Wave directions (Points 3 to 5) AWAC (1 MHz) +2°
Turbidity (Points 1 to 4) Turbidimeters YSI +2 %
Turbidity (Point 5) Hydrolab MS5 +2 %
: : : +0.25 % +
2018 Velocity magnitude RiverPro ADCP 2 mm/s)
Turbidity SAMBAT buoy <+£2%

Table 1.3 — Measurements uncertainties.
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The 2018 field survey

In particular, water levels, 3D velocities and turbidity were provided. Immersed pressure
sensors for water depth (Figure 1.14-a) , SAMBAT autonomous multi-parametric buoy
for physico-chemical water characteristics (Figure 1.14-b), and ADCP Teledyne RiverPRO
(600 to 1200 kHz) for currents equipped on boat rafts (Zodiac MarkIII 30cv and Sillinger
80cv) and on an aquatic drone boat (RiverDrone, Figure 1.14-c) were used for meas-
urements. Localisations of measurements were tracked using a Leica CS15/GS14 GPS
(Figure 1.14-d).

(a) Pressure sensors fixed to anchors (b) SAMBAT buoy

(¢) RiverDrone (d) Leica GPS

Figure 1.14 — Measurement devices for the 2018 campaign.

ADCP velocity measurements were recorded at High Tide (HT), Half Falling Tide
(HFT), Low Tide (LT), and Half Rising Tide (HRT), at different intake transects schem-
atized in Figure 1.15-a and vertically sampled each 10 cm in the water columns. Buoys
were installed for approximately 6 weeks. An example of velocity magnitude profile at
a transect perpendicular to pumps is also shown in Figure 1.15-b, where velocities are
higher at the vicinity of the pumps.

Physico-chemical characteristics were measured with a frequency of 5 minutes, using
the SAMBAT buoy immersed at the entrance of the intake. Examples of 4-day turbidity
and salinity measurements are shown in Figure 1.16.
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Turbidity measurements with the SAMBAT buoy are characterized by 5 % maximum
error, and RiverPro ADCP technical sheet indicates 0.25 % (2 mm/s) error for velocity
magnitude. These are added to errors of previously described campaigns in Table 1.3.
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Figure 1.15 — ADCP measurement transects in the intake represented in red color, and an
example of velocity magnitude profile at a transect perpendicular to pumps, from left bank
(pump) to right bank.
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Figure 1.16 — Examples of salinity and turbidity measurements with the SAMBAT buoy.

1.3 Process-based hydro-morphodynamics for data-driven
modelling

Previously presented data are a valuable source of information, that could help under-
standing the dynamics. It can also be completed by numerical investigations, using ap-
propriate physics-based models, that are described hereafter.

There is a complex interdependence of water motion, sediment dynamics and bed mor-
phology. The bottom grains are transported due to the action of the flow on the bottom.
This motion is classically separated into two distinct but interacting physical processes
[258, 259]. The first part is called ”suspension”, where the particles are transported in the
water column at flow velocity. The second is called "bed-load”, where the particles move
due to their interactions with each other, in contact with the bottom. This sediment move-
ment modifies the bathymetry, which implies a modification of the flow dynamics. From
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an Eulerian viewpoint (description of the field at given locations), this inter-dependency
is usually modelled thanks to a coupled system of equations, composed of conservation
laws on hydrodynamics and sediment transport [187]. Lagrangian approaches (particles
tracking) exist as well [15] but are discarded in this work, principally because of the in-
dustrial constraints that highly limit simulation times.

The first part of the hydro-morphodynamic modelling system is a conservation law on
the fluid mass and momentum, called the three-Dimensional Free-Surface Navier-Stokes
(3D-FS-NS) equations. They consist on the classical Navier Stokes (NS) equations with
a kinematic Boundary Conditions (BC) on the free surface, convenient for the modelling
of flows in natural environments (river, sea, etc.). The 3D-FS-NS equations simulate the
classical three velocity components (two on the horizontal plane and one the vertical),
to which is added the water depth variable, or the free surface elevation (water depth +
bottom elevation). However, for time constraints, a two-Dimensional (2D) system is more
often preferred in industrial applications when possible. In particular, a depth averaged
version of 3D-FS-NS, called 2D-Horizontal (2DH) model, is deduced by integrating the
system on the vertical. This 2DH system is also called the Shallow Water Equations
(SWE) or the Saint-Venant equations. A reminder of the 3D-FS-NS equations and de-
rived SWE is proposed in Section 1.3.1, with a summary of inherent approximations and
limitations. Additionally, methods to take the waves influence into account are summar-
ized in Section 1.3.2.

The second part of the hydro-morphodynamic modelling system consists on a sediment
mass balance [187]. In Eulerian approaches, the sediments are treated as a continuum,
and their conservation at the bottom is represented by the Fxner equation. Presence of
sediments in the water column (suspension) is represented by a concentration of particles
in the flow [9], assuming a dilute mixture of sediment and water. The concentration is
modelled by an advection-diffusion equation, with source/sink terms that represent the
exchange with the bottom (bed-load dominated region). These source/sink terms are also
present in the Exner equation, to which a bed-load flux is added, both participating to the
deformation of the bed. The bed-load and suspension processes work together through the
coupling of these equations to the flow equations. The involved fluxes are generally estim-
ated with empirical formulas that use the flow variables. A reminder of these equations
and a discussion about the closures for fluxes and source terms is proposed in Section 1.3.3.

Lastly, a brief description of the used modelling system is given in Section 1.3.4.

1.3.1 Hydrodynamic equations

This section is dedicated to the equations and hypothesis behind the used numerical model,
in particular the Shallow Water Equations (SWE) for free-surface flows. Before providing
the formulation of SWE and underlying assumptions, we briefly recall the fundamental
reasoning behind Navier Stokes (NS) equations, their closures and the free-surface version.
These are indeed fundamental for the establishment of SWE. The theoretical framework
and reasoning will be presented in a summarized way, and readers interested in further
details can refer to [10, 219, 247, 248] .
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Navier-Stokes equations

NS equations express the fluid particles motion, on the basis of two fundamental principles:
the conservation of mass, and Newton’s second law on a fluid particle, assuming that the
latter is submitted to forces, that can be either external to the fluid continuum (e.g
gravity), or internal (interactions between the fluid particles) [10, 247]. This leads to the
continuity and momentum conservation system of Equations 1.1,

13)

P v (pU) =0

ot 11
oU : (1.1)

p§+(UV)U :V'2+pg+F

V and V- are the gradient and divergence operators respectively, U := [U,V, W] is the 3D
velocity vector for space-coordinates x = (x, y, z), V- X are the surfacic forces expressed in
terms of stress tensor X, pg is the gravity volumic force and F are the remaining external
forces (e.g. Coriolis). An approximation is introduced to express the stress tensor X in
terms of deformation, which depends on the molecular structure of the fluid. This is the
well known rheologic Stokes law for Newtonian fluids, expressed in Equation 1.2,

Y=-pl+AdV-Ul+u(VU+VU") , (1.2)

where I is the identity tensor, p is the pressure, u is the dynamic molecular viscosity
and A = —%,u (empirical). The coefficients A and u are called the Lamé coefficients and
the previous relation is called the Stokes hypothesis [247]. The system 1.1 and the Stokes
empirical closure for the stress tensor 1.2 constitute the NS equations for Newtonian fluids
written in Equation 1.3, where A is the Laplacian operator, and v = u/p is the kinematic
viscosity. This is simplified for incompressible fluids as V- U = 0.

Jp
24V (oU) =
5 TV (pU) =0

(1.3)
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Determination of the unknown velocity components from the resolution of these equa-
tions can for example describe the full state of a fluid that is constrained in a flume, if
adequate Boundary Conditions (BC) are given. However, for a range of natural flows
(river, estuary, sea), it is capital to characterize the evolution of the water depth denoted
h(x,t), which is an additional unknown. These flows, called free-surface flows, are a par-
ticular case of two-phase flows with an interface between water and air [219]. Hence, an
equation ®(x,1) = z—n(x, y,t) is added to characterize the interface between the first fluid
layer (here water) and the second fluid layer (here the air). In this equation z denotes an
arbitrary elevation in the calculation domain (third spatial coordinate in x) and n(x, y, 1)
denotes the interface position, which implies that ®(x,¢) is null at the interface and neg-
ative in the lower fluid layer. This equation is completed with a BC on the interface where
the fluid particles are considered to have a zero normal velocity (no fluid particle leaves
the interface). This gives birth to the kinematic condition in Equation 1.4 (free-surface
condition for water-air two-phase flows).

oD (x, 1)

o UV =0 (1.4)
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The system 1.1, Stokes closure 1.2 and kinematic condition 1.4 represent the three-
Dimensional Free-Surface Navier-Stokes (3D-FS-NS) equations for Newtonian fluids.

Experiments on simple cases show however that the measured velocity can be much
lower than the analytical solution provided with the NS equations. The overestimation is
considered to be caused by unmodelled flow structures called eddies, that act as energy
dissipators, which is also known as turbulence. Hence, in order to introduce additional
dissipation, an eddy or turbulent viscosity, denoted v;, is often added to the kinematic
viscosity, which allows to account, in average, for the presence of vortexes and instation-
narities. Its value is usually scaled for the mean flow to correspond to measurements,
either by fitting a constant value, or using more sophisticated closures as the k — e model
[250]. In this approach, the complex structure of eddies at various scales is not prop-
erly modelled, but only its mean effect on the flow is taken into account. This is called
Reynolds averaging, in the sense that all modelled unknowns represent mean values of the
variations caused by smaller scale flow patterns. The system’s variables are considered to
be a superposition of mean quantities and fluctuations representing eddies, for example
written as U = U + U’ for velocity, where U is the average and U’ is the fluctuation. In-
corporating this approximation to NS gives the so-called Reynolds Averaged NS (RANS)
Equations.

At this step, there are already few hypothesis that should be kept in mind while using
the presented 3D-FS-NS for modelling: (i) the fluid is Newtonian, and equations are usu-
ally used in incompressible form for small to medium scale environmental flows; (ii) Stokes
law with Lamé coefficients is an empirical closure; (iii) introduction of an eddy viscosity
partially solves the turbulence problem, as only a mean flow is represented rather than the
complex structure of eddies at various scales; (iv) closures are necessary for the variations
of pressure p and fluid density p using state laws; (v) the remaining forces F should be
defined and are also often modelled using closures; (vi) kinematic condition implies that
no detachment of the fluid particles from the interface is modelled; (vii) analytical solu-
tions for NS are only defined for few particular cases. The existence and smoothness of
NS solutions is still a Millennium Prize Problem [38]. Therefore, they are approximated
using numerical schemes that introduce uncertainties.

Shallow Water Equations

Numerical resolution of the 3D-FS-NS equations is however costly, namely for natural
flows that are contained in large domains (kilometers) and for which a fine resolution
is desired (meters). A 2D version has therefore been derived to characterize horizontal
flows. These are the Shallow Water Equations (SWE), and their derivation for viscous
flows is demonstrated in [79]. We briefly recall assumptions and details for specific terms
of interest. Readers interested in detailed demonstrations may refer to [79].

The SWE are derived from the incompressible 3D-FS-NS equations, using adimen-
sionalization and depth-averaging (integration on the vertical). In addition to previously
described NS assumptions and incompressibility (V - U = 0), the following hypothesis are
added:

e flow is studied in shallow waters. The characteristic vertical scale hg is negligible
compared to the horizontal one Lo (ho/Lo << 1);
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e vertical accelerations are negligible, and external forces F are constant along the
vertical;

e bed slope is low, i.e. no abrupt bathymetry variations;

e appropriate BC are set, namely: (i) p is equal to the atmospheric pressure p, at the
free-surface z = n(x, y, 1); (ii) horizontal velocity is null at the bottom z = z(x, y, 1),
where zj, is the bed elevation; (iii) there is no vertical variation of horizontal velocities
at the free-surface;

e impermeability hypothesis is considered, i.e. no particle leaves the fluid through
free-surface or bottom;

e new depth-averaged quantities are introduced for the velocity components as in 1.5,
where h(x,y,t) =n(x,y,t) — zp(x, y, 1) is the water depth;

. n(x.y.1)
u(x,y,t) = —h(x, ey /Zb(x’y’t) U(x,t)dz
(1.5)
1 x
V1) = e [Ty (x 1)

h(x’ y, t) zp(X,),1)
The adimensionalization applied to the momentum equation on the vertical velocity
component W, gives the hydrostatic pressure condition 0_p = —pg, called hydrostatic

pressure hypothesis. The latter is the result of shallow water hypothesis. Adimensionaliz-
ation to the remaining equations allows to neglect some terms using the above-mentioned
assumptions. Depth-averaging on the vertical, with the hydrostatic pressure and the kin-
ematic condition that make the water depth variable appear in the system, give the SWE
in 1.6.
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Right hand side of the system contains new quantities. Firstly, v, = v+ v, + v, is
called effective viscosity, and accounts for diffusion caused by kinematic and eddy vis-
cosities (v +v;), and dispersion expressed in v4. Indeed, when integrating the non-linear
term ((U - V)U) in the NS equations, velocity quantities in the form / U?dz appear. The
latter are approximated as / U? ~ hu® + f i’dz, where @i accounts for vertical variations.

Dispersive viscosity v, results from a linear approximation in the form / i’dz ~ Bhu?,
given the impossibility of exact calculation.

Secondly, bed shear stress vector 7, is introduced. The latter appears from integration
of V. X = uAU. Using Leibnitz rule, normal projections of ¥ at domain boundaries
(integration interval bounds) are used, i.e. X - np = X(x,y,z = zp(x,y),1) - np and
Y -ng = X(x,y,z=n(x,y),t) - np corresponding to bottom and free-surface constraints
respectively. Free-surface constraint 7y is usually neglected for applications where wind
forcing is not important (rivers mainly). This is why it does not usually appear in SWE,
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and is implicitly contained in the external forces as F := %T s, considered depending on the
modelled case. It can however be capital for coastal applications, as it may imply strong
deformation, resulting in wind waves. However, realistic ocean waves propagation can
not be fully modelled with SWE, which is discussed in Section 1.3.2. Bottom constraint
(or bed shear stress) 7, is however capital for all environmental applications as it has
considerable influence on the flow, by the energy dissipation it introduces [167]. Indeed,
dissipative effects resulting from bed resistance to the flow, that take the form of near bed
flow structures (small to big turbulent eddies), are represented by 75, and play a major
role in currents moderation [167]. Its analytical expression is written in Equation 1.7.

) . (1.7)

Its exact formulation is unknown and needs closure. It is therefore generally approximated
using theoretical plane horizontal bed resistance to parallel flow, as in Equation 1.8,
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where Cy, dimensionless, is called friction coefficient, depending on bed and flow/fluid
characteristics denoted 6, and 6 respectively. Literature formulas for C; are either
empirical or semi-empirical [167], based on experimental setups combined to theoretical
approaches on simple cases [146, 157]. One of the most widely used empirical formulas is
Strickler’s model in Equation 1.9 (or Manning-Strickler in the Anglo-Saxon terminology
[148]), where coefficient B takes values in the range [21.1, 26.613] m'/? s~ and k; is the bed
roughness height, allowing to measure bed irregularities and texture [148]. This formula
is usually written as a function of the Strickler coefficient K := B/ ki/ 6 (or Manning’s
n:=1/K). It is easy to implement and the orders of magnitude of K are well documented
for various environmental applications, as it has been calibrated for a wide variety of rivers

(16, 71].
2 [k, 1/3
=—=|—= . 1.

Nevertheless, it is admitted that bed resistance may change with turbulence regimes
[148, 157], an element that empirical formulas discard. Formulas accounting for turbu-
lence generally result from theoretical reasoning [250, 274] completed by estimations from
experimental setups with different flow regimes [146, 157]. The semi-empirical Colebrook-
White’s formula is for example written in Equation 1.10, where Re = U X D; /v is the
Reynolds number, Dy, is the hydraulic diameter often approximated by 4 X h, and B1, Bs
and Bs are dimensionless coefficients. The latter have been fitted using different flow con-
ditions and take values in the intervals [2,2.14], [0,7.17] and [8.888, 14.83] respectively
[274].

Cr= jzl = ! 5 - (1.10)
4 x (—Bllog (B%% + %))

For both formulas, ky must be defined. The roughness concept is physically complex
to describe, as it results from different characteristics of the bed: i) skin drag (surface
texture: grains); ii) form drag (surface geometry: bed forms) and iii) shape drag (overall
geometry: meanders, bends) [91, 167]. All these effects must be accounted for in realistic
models. Roughness height k; is therefore usually used for calibration, as a "model of the
physical processes that are omitted” near the bed [167]. Hence, it should be manipulated
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cautiously to avoid over-tuning and balancing numerical errors. This is not an easy task.
To avoid non-physical calibration, ks bounds should be quantified. In 2D models, using
SWE for example, it is used to compensate for form drag in addition to skin drag, as
resulting 3D flow structures, pressure forces acting on the bed forms, effect of small ba-
thymetry variations on the water column, and near-bed turbulence are not modelled.

The previously cited formulas were established in experimental configurations with
skin roughness only. The latter is therefore well documented in literature and generally
estimated from bed materials size [91, 148, 167]. Form drag is more difficult to quantify
[167] and exhibits unsteadiness, going through different regimes as bed forms change with
the flow [198], illustrated in Figure 1.17.
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Figure 1.17 — Variation of Manning’s coefficient with bed forms, by Hassanzadeh [91]

Dominant bed forms in coastal seas are ripples, followed by megaripples and dunes
(Figure 1.18 from Section 1.3.3). van Rijn [258] therefore propose to quantify roughness
induced by ripples k7, mega-ripples k" and dunes k¢ with an appropriate function of
bed and flow characteristics [258]. These formulas are however also uncertain. For sim-
pler use, bounds are also reported in [258] for each component, as [0.00064,0.075] m,
[0.002,0.2] m and [0, 1] m respectively. In particular, k} values account for both skin
and ripple friction. For these roughness types, and in the absence of alternatives, it is
considered that their induced bed resistance follows the same laws as skin drag. Common
practice consists on separating 7, to additive components [71], or calculating an equival-
ent roughness height as proposed by [258] using kg = V/(k})2 + (k)2 + (k9)2. Therefore,
previously described bounds can be used to limit the total roughness calibration interval
to ks € [0.00064, 1.023] m. Same additivity strategies are usually used to account for bed
resistance induced by other current types (e.g. wave generated near bed turbulence).

In addition, adequate Boundary Conditions (BC) should be set for numerical model-
ling. Solid BC commonly correspond to null fluxes (no slip condition). For the intake
case, outflow BC are set to pumping flowrates. Inflow BC are however uncertain, depend-
ing on nearshore hydrodynamics mainly consisting in tidal and wave forcing. They can be
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parameterized, for example using the TPXO tidal data-base, particularly the Furopean
Shelf (ES) local model [62]. In this case, hydrodynamic unknowns at the boundary are
modelled as a superposition of harmonic components, as in Equation 1.11,

2 Fi(p,1)

F(p,1)
, (1.11)
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where the term F at point p and time ¢ represents the unknown (velocity component
and/or water depth), F; a harmonic component with constant period T;, amplitude Ap,,
phase ¢r,, phase at origin of times u?, and temporal nodal factors f;(¢) and v;(¢). In order
to account for uncertainties in the tidal base, three parameters, denoted CTL (Coefficient
of Tidal Level), MTL (Mean Tidal Level) and CTV (Coefficient of Tidal Velocity), can be
used to calibrate BC on measurements, as in Equation 1.12. For example, MTL allows
to compensate for seasonal variability (effect of thermal expansion, salinity variations, air
pressure, etc.) and long-term sea level rise resulting from climate change [102]. The three
coefficients MTL, CTL and CTV can also be used to compensate the effects of storm and
surge (atmospheric and wave setup), as the latter are not modelled and not taken into
consideration in the TPXO data-base.

h = CTLx XY hi(M,t)—zs+MTL
u = CTV X Y u;(M,t) . (1.12)
v = CTV XY vi(M,t)

In all previously used formulas, be it for friction or BC approximation, an important
degree of uncertainty should be highlighted. Namely, only empirical or semi-empirical
formulas are used, and a number of tuning coefficients are noted. Particularly, formulas
are often "applied to flow conditions far from those on the basis of which they have been
developed” [146]. Additionally, they are often used to compensate for unmodelled phys-
ics. For example, eddy viscosity v; is used to model average effect of turbulence without
modelling all eddies and energy cascade with Direct Numerical Simulations (DNS), and
roughness height k; is similarly used to compensate for unrepresented near bed phenom-
ena. These approximations are indeed practical, but remain uncertain. In the absence of
alternatives however, the presented formulas are used, considering that they carry a part
of truth and a part of error that can be characterized with Uncertainty Quantificiation
(UQ) (see Chapter 3 for theoretical details and Chapter 4 for application).

Lastly, until now, bottom elevation z;, was not discussed, even though it is present in
SWE, through water depth A, and can evolve in time. This has a strong influence on flow
modelling, and can be of interest in morphodynamic problems, as for the studied intake.
Bathymetry evolution and sediment dynamics are dealt with in Section 1.3.3.

1.3.2 Waves modelling

Wind can be an important component of coastal applications, as it locally generates waves
(wind waves). Once generated, waves can propagate with the flow (swell) and dissipate
through numerous phenomena (e.g. breaking).

Wind effect on the free surface can be accounted for through normal shear stress in
SWE, as explained in Section 1.3.1. Empirical formulas are usually used for that matter.
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However, realistic waves propagation cannot be modelled with SWE in coastal config-
urations, since waves have different velocities and can deform [249, 250]. Indeed, as a
consequence of the used hypothesis, SWE are said to be non-dispersive, because they
only propagate waves without deformation, and only with two possible velocities (see the
linearization using small perturbations [248, 250]). Therefore, other approaches are used
for wave propagation and dissipation, to model free-surface spatio-temporal fluctuations
around the average delivered by SWE. Additionally, waves also imply a change in the
flow currents, due to the orbital motion of water particles [248]. This means that velo-
city values are impacted, which can be modelled in SWE by adding an external force to
momentum conservation, called the wave driving force F", or corresponding stress called
radiation stress. This force/stress implies momentum excess in the same way friction F/
implies diffusion.

To compute the wave driving forces and free surface fluctuations, a new model is
needed. Three approaches are briefly presented, but readers in need of detailed explana-
tion and theoretical elements can refer to [30, 249].

Physical approach: spectral models

Natural waves are random and irregular in space and time. This randomness can be
approximated by a finite superposition of m € N independent monochromatic (or regular)
wave components, with their amplitudes a;, angular frequencies w;, wave numbers k;,
directions 6;, and phases ®@; as in Equation 1.13.

m

E(x,y,1) = Z Ex,y,1) = Z a; cos(k;(xsin@; +ycosb;) — w;t + ;) . (1.13)
i=1 i=1

Firstly, for a component &;, wave height is defined as H; = 2a;, frequency as f; = €;/2n
and period as T; = 1/ f;. Secondly, the wave number relates to wave length L; as k;2x/L;,
and the wave number vector is defined as [(k;)y, (ki)y]T = [kisinb;, kicos6;]T. Further-
more, there exist a physical relation between w; and k;, called the linear dispersion
relation for surface waves, and denoted Q, that reads a)l.2 = Q((kl-)x,(k,~)y,x,y,t)2 =
(gk;) tanh(k;h). This can be calculated by finding small perturbation solutions of the
incompressible Euler equations with flat bottom [249]. Lastly, for &;, the induced mech-
anical energy per unit of surface (potential+kinetic) is defined as E; :== 1/ 2pgal.2, whereas
it is approximated as E := };’; E; for the superposition of waves & = 3\7; &;.

In real life however, waves are not a discrete superposition of components, and their
energy is not a discrete summation. They are continuous physical quantities, that can be
expressed on continuous domains of frequencies f € [0, +co] and directions 6 € [0, 2x].
Elementary energy, called spectrum of wave energy and denoted E(f,#), can be defined
for a continuous representation of E on the full frequency-direction space [0, +o0] X [0, 277]
as E = O+°o f02ﬂE (f,0)dfdf. Another variant of the same quantity, called variance
spectrum of wave energy, is defined as F(f,0) = E(f,0)/pg. The latter is related to
wave perturbation as in Equation 1.14, where the phases ¢ are randomly distributed over
the range [0, 27].

+00 2
E(x,y,t) = /0 ; V2F(f,0)dfdbcos (k(f) X (xsinf + ycosd) —2nft + @) . (1.14)
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Therefore, each amplitude a@; in Equation 1.13 can be seen as an elementary compon-

ent approximated as a; = \2F(f, 0)dfd6.

Waves can travel in space and time, which means that their characteristics may vary
with their coordinates as f = f(x,y,t) and 6 = 6(x, y, ).

In a uniform medium, an observer that moves with a wave sees unchanged character-
istics, meaning that w (or f) and [ky, ky]? (or angle k and @) keep unchanged on this
trajectory [30]. The observer follows a straight path, called the ray [30]. Rays therefore
define paths along which frequency and wave number remain constant, which can be form-

. dky . . . - 0
ally written as ‘2—“[’ = dft" = —> =0, with % = g+x% +ya%. Vector [x,y]T = [%, é]

defines the celerity of the wave in the global referential, called group velocity, often denoted

[cS, c‘§]T and calculated as in Equation 1.15.
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In a non-uniform medium however, characteristics of the flow have an influence on
wave trajectories and deformation. Rays are no longer straight but curved. If the flow

characteristics are denoted A, the differentials become ‘2—"; = %%, % = —%% and
% = _%% [30]. This implies that the frequency and wave number vary along the ray,

with variations of the medium characteristics (e.g. flow velocity).

Consequently, modelling the sea state consists on calculating variations of frequencies
and wave numbers along rays, in order to determine variations of wave amplitudes in the
spatio-temporal domain. A conservation law is generally used [30], written as in Equation
1.16.

dN ON OiN OyN OkyN Ok,N

— =+ + + + =0

dt Ot Ox ady Ok Ok,
Conserved quantity N is called wave action and defined as N(x,y, ky, ky,t) = F(f,6)/0,
where o is the relative pulsation observed from a referential moving at flow velocity u.
It relates to wave frequency by Q(ky, ky,x,y,1) = w = 0 + [ky, ky]T -u (Doppler effect).
Waves generation and dissipation are controlled through source terms Q. Propagation
equations (or Hamilton equations) defined in 1.17 complete the system.

(1.16)
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There are therefore three modelling steps: (i) waves generation by wind forcing, which
can be accounted for in Q in Equation 1.16, (ii) waves propagation with the flow using
Equation 1.16 and (iii) waves transformation due to different phenomena that induce
dissipation and energy transfer (e.g. shoaling, breaking, refraction, reflection, diffraction,
non-linear interactions between the waves, etc.), also accounted for in the source term Q
of Equation 1.16.
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Flow characteristics (velocity u and water depth &) are essential for the propagation of
waves and therefore influence the sea state. Waves reciprocally influence the flow, which
can be modelled by adding a source term to SWE in Equation 1.6, in the form of an
external force. The latter is called wave radiation force, and defined in Equation 1.18,

wo_ w wiT _ 1 anx any 1 8Syx 8Syy

where Syy, Syy = S, and Sy, are the components of a symmetrical radiation stress tensor
denoted S and defined in Equation 1.19 with n = § + £ [270].

sinh(2kh)
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Statistical characterization

Solving a sea state model is known to be computationally demanding, which is not accept-
able industrial applications. However, when wave measurements are available, radiation
forces can be directly estimated using statistical models, and injected into the SWE. This
allows to replace the process-based models, for example conservation equation defined in
1.16, by a low cost estimation.

For example, an estimation of the non-directional energy density (defined for a mean
direction with a frequency variable only) is defined by JONSWAP (Joint North Sea Wave
Project, [92]), for limited fetch conditions, as in Equation 1.20

- (f=fp)?
E(f) = apg®(2m) ' f° exp (j (i) 4) Yexp( ) (1.20)
4\ fp

where ap is the Phillips constant [193], ¥ = 3.3, f, is the peak frequency, o7 is the peak
width set to oy = 0.07 for f < f, and oy = 0.09 for f > f, [125, 234]. The directional
spreading E(f,#) is estimated by multiplying the non-directional spectrum E(f) by a
spreading function A cos?® @, where @ is the direction relative to the mean direction of
wave propagation [234]. The coefficient n is often set to 1 and the energy A is set so
that the energy in all directions sums to the same total as the non-directional. This
allows to estimate the radiation stress from measurements, at any location where wave
characteristics are measured.

Parametric approach: apparent roughness

If neither spectral modelling is an option (computational cost), nor spatio-temporal wave
characteristics are available for statistical spectrum calculation, then it is not possible to
directly estimate the wave radiation forces. Their effect can however be indirectly con-
sidered, by a modification of the friction forces [191, 258]. This is a parametric approach,
called apparent roughness in literature.

Apparent roughness, denoted k, is defined as the roughness value allowing to simulate
flow conditions in coastal configurations without direct wave modelling. It is used with
classical friction formulas, as defined in Section 1.3.1. For example, van Rijn [258] proposes
a modification of kg in the form of Equation 1.21, to account for waves,

ko =exp [(0.8+ ¢ — 0.3¢%)u/|uc|] ks (1.21)
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where u,, is the waves peak orbital velocity, |u.| is the current-only velocity magnitude
and ¢ is the angle between the wave direction and current direction in radians.

Orbital velocity u,, can be estimated assuming linear wave theory as in Equation 1.22,
where Hy is the significant wave height and w, = 2r /T, with T, the peak period, defined
in Table 1.4.

H;w),

w = ZSlT(kh) . (1.22)

More sophisticated formulas also exist for real waves, as the one given by [235] in
Equation 1.23, where T, is the zero up-crossing period defined in Table 1.4.

uwz(%) (%)UQeXp |2 (ﬁ)mrl . (1.23)

T, \g

Quantity Notation / Formula Comments

n—th moment of _ [ 2 g Jfd ]
energy spectrum Mn=Jo Jo f"F(f,0)dfdo

variance of the perturbed

iemnemt o =0 o free surface elevation
Spectral
significant wave H,,= 4m(1)/ 2 -
height

average of the highest third

Significant wave H, ~ H,, of wave heights, also

height denoted Hy/3
Root-mean B It is a good average of the
square height Hyms = H,/V2 wave energy
Mean period Tyn = (mg/ma)'/? -
Bl o Ty = 2 fwp ~5NEn Wave period with highest

energy
Period of time between two
up-crossings of the average
wave height, also denoted
Tino.2

T,~T,; T,~0.710 T,
(Pierson-Moskowitz);
T. ~ 0.781 T, (JONSWAP)

Zero up-crossing
period

Table 1.4 — Waves characteristic quantities

It remains difficult to estimate the current-only velocity in real life configurations,
where the effect of waves can not be isolated. Therefore, rugosity is often used as a
calibration parameter for combined wave-current velocities, to perform fitting on meas-
urements. In this case, orders of magnitude for k, can help. The authors in [258] report,
based on a literature review of ripple-bed experiments, that k,/k, ranges in the interval
[1,15], depending on the relative strength of wave to current motion, the wave height and
the wave direction. On the basis of a field campaign, it is also reported that k, ranges in
the interval [0.001,2] m [258].
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1.3.3 Sediment transport and morphodynamic equations

As explained in Section 1.3.1, bottom elevation z;, or bathymetry, can vary as a function
of flow parameters. Sediment grains can be transported by different forcing effects (tides,
waves, density, etc.), with possible interactions and non-linearities [9]. Their motion may
induce bed forms changes, through different deformation scales. As an example illustrated
in Figure 1.18, bed waves are small scale patterns, while mega-ripples and dunes are big-
ger. These deformations can have an impact on the flow, by increasing or decreasing bed
resistance, implying changes in the drag force. Near bed hydrodynamics and turbulence
can consequently be impacted, resulting on an inverse feedback on morphodynamics, and
SO on.

To describe morphodynamics, sediment particles motion is modelled, and distinction
is usually made between suspension that takes place in the water column, and bed-load,
which is the rolling, sliding and hopping of particles near the bed [9]. Both effects are
accounted through a sediment mass balance equation.

PR e T T T S
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(d) Washed - cut dunes or transition { b} Chutes and pools

Figure 1.18 — Bed forms illustrations by Guy et al. [86]

Sediment mass balance results from conservation calculations on elementary bed sur-
face [9], where sediments are considered as a continuum. When considering bed load and
suspended sediment transport, this gives the Exner Equation 1.24,

(1—/1)%+V~qb+E—D:O, (1.24)
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where bed elevation zg is transported with bed porosity A4 (or volumic particle concen-
tration 1 — A), enhanced with volumic bed-load transport rate vector per unit width g
(m?/s) and particle volumic erosion and deposition fluxes denoted E and D respectively.

This equation is the most used one in morphodynamic modelling, with both 2D and
3D hydrodynamics. Mass balance is however only applied to a near-bed layer, while other
sediment balance in an arbitrary layer can be derived [186]. Furthermore, given the high
degree of randomness in sediment motion, probabilistic models have been developed [74].
However, these are not considered herein, and attention is focused on the terms of Equa-
tion 1.24.

Bed-load and erosion/deposition fluxes are unknown and need closures. Morphody-
namic processes are however difficult to observe and describe, making analytical deduc-
tions and process-based modelling difficult [9, 187]. Most modelling of sediment processes
is therefore empirically driven, with closures generally deduced from laboratory experi-
ments, incorporating a certain degree of simplification [9]. Hence, formulas are tradition-
ally parameterized by sediments characteristics (e.g. grains diameter). However, natural
environments are more complex, motion is greatly influenced by small scale behaviors,
and variety of grain types can be found in the same location. This induces different re-
sponses to same constraints, with possible chimico-physical interactions between grains.
Consequently, discrepancies between model predictions and measurements are often ob-
served, and generally attributed to problem oversimplification [187].

While contemporary works focus on correction strategies, as the distinction between
steady vs. unsteady flow, cohesive vs. non-cohesive behavior, etc., numerous open model-
ling questions remain difficult to tackle [187]. Suspension and bed-load parametrizations
will be presented, keeping in mind that they could be highly uncertain [170].

Suspended sediment transport

Suspended load takes place in the water column, after sediments leave the bottom due
to flow constraints and near bed agitation (e.g. turbulence). Indeed, when the latter
generate sufficient lift force compared to grain weight, helped by turbulent eddies, erosion
of bed sediment may result in resuspension. Conversely, deposition happens when grain
weight attracts the sediments to the bottom. Other physical parameters also influence
these processes, as sediment diffusivities, settling velocities, cohesive processes such as
flocculation, etc. [9].

This alternating erosion and deposition events are modelled via the equilibrium of
fluxes E — D in Equation 1.24. Several methods for calculating those fluxes as a func-
tion of flow and sediment parameters can be found in literature, as discussed below. In
general, they are estimated at each location as a function of near bed sediment concen-
tration. Hence, it is necessary to model sediment concentration values in the flow, using
an appropriate model.
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Conservation of sediment concentration on elementary fluid particle volume, combined
to Reynolds averaging, leads to an advection-diffusion equation. This is written in Equa-

tion 1.25,

% +V . (huc) =V - (heVe)+(E-D)+S., (1.25)

where ¢ is the modelled depth-averaged concentration of sediments (volumic percentage),
€; is the sediment diffusivity accounting for molecular and turbulent diffusion (often set
to € = vq/pc, where p. = 1), and S, are any additional source/sink terms.

The E—D term is the net sediment flux, which represents the rate of change of sediment
concentration, between the bed and water column, due to the settling fluxes [9]. It is con-
sidered to result from an equilibrium in the near-bed concentration, and can be calculated
as E—D ~ wy X (Ceq — c,ef) (or E = cog Xwg and D = crop X Wy), Where ¢, is called equi-
librium near bed concentration, c..r is the reference concentration at the interface z = z,.¢
between bed-load layer and suspended load layer, and wj is the sediments settling velocity.

Sediments settling velocity can be estimated from grain diameter as in 1.26,

(ps/p — 1)gdZ,

if dsp < 1074
18v a0 =
= 1 -1 d3
we= 110 +0.01(p3/p 85y _ 1| if 107* < dsg <1073 ° (1.26)
d50 V2
L.1y/(ps/p — 1)gdso otherwise

where py is the sediment density and d, is the n—th percentile of grain size distribution,
i.e. dsg denotes the median grain size.

Interface concentration c,.r at z = z,.¢ is usually estimated at each coordinate from
integration of an assumed Rouse profile for sediment concentration, as in Equation 1.27,

z—h a R
a-h| ’

c(z) = Cref ( (1.27)
where R = wg/ku, is the Rouse number, xk = 0.4 is the von Karman constant, u, :=
VITs|/p is the friction velocity and a is a reference elevation that can vary, but usually
set very close to bed. Reference elevation is usually defined as a function of median grain
size zrer = adsg [278], where a usually ranges in [0.5, 3].

Equilibrium concentration c¢,, can be determined using empirical formulas. For ex-
ample, Zyserman-Fredsoe’s formula [278] is given in Equation 1.28, where motion is
defined as a function of Shield’s stress 6 = _|T—b|

(ps—p)gdso
shear stress ,
0.331(8" — 0,,) -
Ceq = ,
T 140.72(0" = 0.) 1T

where 6" = 6 is the skin friction stress (non-dimensional), and u, called friction factor,
designates the proportion of friction related to grains texture (see Section 1.3.1). The
parameter 6., is called critical Shields, and can be set to different values [75], as 0.047 in

, which is the non-dimensional bed

(1.28)
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[159].

Another formula convenient for combined wave-current action is the Soulsby and van
Rijn estimation [234], in Equation 1.29,

0.018 . _ :
Coq = { (\/lul + c Uy ucr) if |u| > uer ’ (1.29)

otherwise

where u,, is the wave orbital velocity that can be estimated as in Equation 1.23 (Section
1.3.2), Cp is a drag coefficient calculated Equation 1.30 where zg ~ 0.006 m is a bed
roughness value, u., is a threshold for current velocity magnitude estimated in 1.31, and
ass is called suspended transport factor and is computed as in 1.32.

Cp = ( 04 )2 , (1.30)

log(max(h,zo)/z0 — 1)

0.19