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ABSTRACT

Singer, Carl Allen.Ph.D.,Purdue University,May 1976.A Methodology
for the Determination and Communication of Requirements for an
Information Processing System. Major Professor Andrew B. Whinston.
A Requirements Statement Methodology is developed and coupled with
a solution to the data base design problem. The need for the
Requirements Statement Methodology is discussed from the viewpoint
of management texts and systems design guidelines. The methodology
is developed using forms, computer generated forms, a data dictio-
nary and interactive dialogue. A detailed explanation of PSL (the
Problem Statement Language) and PSA (Problem Statement Analyzer)
in the context of the Requirements Statement Methodology is pre-
sented. A formal discussion of data base design, specifically
record and set design, appears. A theoretical model to solve

record design is developed and a hueristic and an algorithmic

approach to record design are implemented, tested and discussed.



CHAPTER I - INTRODUCTION

The Need for a Requirements Statement Methodology (RSM)

The growing complexity, cost and power of computer systems has put
a premium on well designed and properly implemented information process-
ing systems (IPS). To this end, a growing body of research and litera-
ture has addressed the problem of designing information processing sys-
tems. This body of knowledge includes formal languages for describing
certain aspects of the target system (logical system description, data
structure, file structure, hardware configuration, etc.) and techniques
or models for systems design. To a great extent design procedures,
techniques and models have driven or defined the needs for formal lan-
guages which either provide data to them or communicate their output.

A broader approach is to consider the design of an IPS to be,
itself, a systems design problem. The purpose of this approach is not
to stress a recursiveness of definition, but to provide a sound frame-
work for detérmining the information required at all stages of the sys-
tem design process. Furthermore, emphasis will be on the gathering,
determination and communication of this information. A requirements

statement methodology will be developed from this framework.

A Review of Relevant Literature

Before developing an approach to the design of an IPS, a review of

current thoughts and applications in this area is in order. The first



general source will be management textbooks. These texts set the tone
with which a new generation of managers will review the systems design

process.

Management Texts

Kast[1] in "Organization and Management" emphasizes the need for
information to make decisions. "The object [of systems design] is not
optimization of data processing systems; rather, the objective is devel-
opment of better information-decision systems for management." Kast
advocates the use of graphic flow charts to obtain a picture of the
current information flow. "Preliminary designs spell out in rough form
the reduirements of the system under study. Considerable detail must
be included, such as the timing of information needs, alternative rout-
ings, and types of equipment that might be utilized in implementing the
system." Kast continues, "...the interface between managers and infor-
mation system designers is critical, and mutual understanding should be
fostered in order to maximize returns from design efforts." Kast
defines three stages in the "continuous process of design and implemen-
tation for computerized information systems:" Systems Specification,
Data-Processing Implementation and Programming. In keeping with modern
thoughts, Kast continues, "Specification work should be delegated to
operating people who will use the system. If decisions and information
flow form the basis for the system, operating decision makers will be
in a better position to identify current and future needs. Specialists
can 'get in the act' in the second phase, when the feasibility of imple-

menting the specified system is investigated."



Rosenblatt[2] in "Modern Business: A Systems Approach" says:

Installing a computer system requires careful planning
which may take as long as a year. Present and anticipated
information needs must be carefully studied. Computer equip-
ment capabilities vary greatly, and components must be ordered
months in advance. Al1l supporting systems of paper movement
and personnel must be developed. Forms and computer instruc-
tions must be designed and written. Even when all these things
are carefully thought out and accomplished, the day when the
computer is actually delivered can be chaotic. There are
always bugs that must be discovered and worked out, and the
transition may actually come to a standstill while it waits
for the computer to begin working correctly. For example
a major bank in a large city recently went for four months
without sending out statements on loans because of the prob-
lems in switching to a new computer system.

Computer technology and business needs change so rapidly

that most computer systems are in a constant state of revision

or expansion. The system is never really set, and these fre-

quent changes are likely to cause dissatisfaction among managers

and employees. Mistakes may be blamed on the computer system
which is "never" right. Customers may become irate because of

the impersonal mistakes the computer makes. Managers must

anticipate and deal constructively with these probiems, or

they may encounter a great deal of il11 will.

The Kast textbook, Tike many newer texts[3,4,5,6,7], defines an
objective, presents an approach and then provides some guidelines for
systems design. Each seems to re-define the design process or borrows
a multi-step definition from another source. Requirements Statement is
defined as ah early step in the design process, and there is more empha-
sis on user statement of these requirements. The focus of the Rosen-
blatt book is more general. It provides colorful anecdotes, etc. No
formal procedure is defined, but management is cautioned as to the com-

plexities and pitfalls of the design process.



Systems Designers
Against this background, consider the systems design process as
seen by systems designers. Teichroew and Peters[8] state "every firm
must have an information system to satisfy legal requirements, to pro-
vide communication with other organizations, to provide data for manage-
ment decision making, control and planning." Five activities are
defined to meet these requirements:

1. The recording of data describing the events and trans-
actions that occur.

" 2. The processing of these transactions.

3. The production of documents that are necessary for
internal and external communication.

4. The preparation of reports to satisfy legal require-
ments and for management.

5. The maintenance of files.
The steps in the design process are defined via an analogy with the
design of a production plant. These steps are the perception of need,
feasibility study, design, construction, test system, operation and mod-
ifications. The communication required is shown graphically via charts.
This is the emphasis on the determination and gathering of requirements.

In 1967, Stieger[9] formally classified the needs for communica-
tion. He observes, "In large systems design projects it is not uncommon
for the analysts to develop their own Information System with forms,
files, collection and ordering procedures to aid them in the Study for
an Information System." Stieger categorizes communication as associa-

tion (man and his memory), dialogue (man and other man) and monologue



(man and machine). He then defines the following techniques:

Graphic Techniques - Flowcharts
Grids, Arrays, and Matrices

Linear Techniques - Languages
Programming Languages
Procedural Languages
Non-Procedural Languages
Data Management Languages and Man On-lLine
Executive Languages

He then suggests the following:

1.

Improvement of the statement of problems by application
of . . . theoretical work . . . and supported by tech-
niques in the use of matrices . . . .

As a part of the problem statement language the speci-
fication of data relations should be developed with
the minimum of imposed structure required for human
appreciation of the content of the data base.

As a part of the problem statement language the
facility to enter data relations and precedence as
they are discovered and the analysis of global
ordering through network techniques.

The display of analysis results by means of tables
for the convenient consumption of humans.

Teichroew[10] defines the objectives of analysis as, "to determine,

and record, the information needs of the organization and the individ-

vals in it." Teichroew reviews seven approaches to requirements state-

ment: Young and Kent[11], Information Algebra[12], Langefors[13,14],

Lombardi's Algebraic Data System[15,16], ADS (Accurately Defined

Systems)[17,18], TAG {Time Automated Grid)[19,20] and Systematics

[21--26].

Teichroew begins by quoting "the authors' definition of

data processing systems and their approach to analysis and design.”



INFORMATION ALGEBRA[12]

An information system deals with objects and events in
a real world that are of interest. These real objects and
events, called "entities" are represented in the system by
data. The data processing system contains information from
which the desired outputs can be extracted through process-
ing. Information about a particular entity is in the form
of "values" which describe quantitatively or qualitatively
a set of attributes or "properties" that have significance
in the system. Data processing is the activity of main-
taining and processing data to accompiish certain objectives.

LANGEFORS[13,14]

There are some basic propositions made here in con-
nection with the systematic approach advocated, which
appear to be in contradiction to present practices or
assumptions. One is the hypothesis that in most cases
it is possible to isolate and define the relevant organi-
zation functions in a separate operation to be performed.
before the actual design of the system is attempted. It
is thus assumed that these functions are defined from
the basic goals of the organization and therefore will
not need to await the detailed construction of the sys-
tem. The other hypothesis is that it is possible to
define all input information necessary to produce a
desired output. The basic assumption here is that
actually any information can only be defined in terms
of more elementary information, which will then occur
as input parameters. Therefore, once a class of infor-
mation is defined then it is known what input informa-
tion is required for its production. The point here is
that it should not be necessary to work out formulas or
programs for an entity where important variables are
missing, so that starting by programming is no safe-
guard against ignoring important data.

YOUNG AND KENT[11]

The content of our analysis is that the objectives
of the data processing system have been stated in terms
of the required outputs; these outputs are not considered
as subject to revision. On the other hand, although the
inputs may be organized in any desired fashion, it appears
necessary or at least convenient, to state one of the
possible input organizations from which any equivalent
one can be derived. It should be noted that the input
may supply any one of a number of equivalent pieces of



information, e.g., either customer's name to be copied
directly onto an output or an identification number from
which the name can be looked up.

LOMBARDI[13,14]

The common denominator of file processes is the
production of output files as functions of input files.

ADS[17,18]

The starting point is the definition of reports--
what output information is required. Once the reports
are defined, the next step is to find out what informa-
tion is immediately available. This is followed by
laying out the information system in between the outpui
and input. The origin of all information needs to be
specified. The outputs of this system are always looked
at in terms of inputs.

TAG[19,20]
The technique requires initially only output
requirements of a present or future system. These
requirements are analyzed automatically [by a com-
puter program] and a definition is provided of what
inputs are required at the data level.
SYSTEMATICS[21--26]
SYSTEMATICS is a language solely concerned with
techniques and concepts useful to systems analsts in
designing information models to meet user's require-
ments .... It is a tool for specifying solutions to
information systems problems. More important, it is
also a tool for developing such solutions.
Teichroew's succinct discussion of a Requirements Statement Lan-
guage (RSL) is presented as Appendix A.
Nunamaker[27,28] developed a Problem (requirement) Statement
Language (now termed SODA/PSL) as a necessary input for Systems Opti-

mization and Design Algorithm (SODA). He asserts that optimization is



usually limited to equipment selection for a given application. Optimi-
zation of design, etc., is overlooked. As a solution to the problem,
Nunamaker proposes automation of the systems design process. Figure 1
is an overview of SODA. The decisions needed by SODA are shown in
Figure 2. It is clear that considerable input data is needed to operate
SODA. In addition”to obtaining this data, the problem of communicating
it to the SODA models has to be solved. This lead to the earliest ver-
sion of PSL. It is important to emphasize that the PSL was the result
of a felt need.

Ho[29,30] has developed a formal model and definition for require-
ments statement languages and requirements statement analysis. Ho dis-
cusses software correctness as a motivating factor for a formal model of
an RSL. Correctness is defined as the production of the output speci-
fied by the user for a given input. An approach towards software cor-
rectness is the a priori construction of a correct program. This
approach differs from the other means of assuring program correctness,
testing or proving a program is correct (a posteriori), in that it
requires both a method for recording user requirements and a method of
analyzing these requirements and developing the software.

In a récent paper Teichroew[31] discusses the system Tife cycle.

He begins, "Many professionals engaged in analysis, design, implementa-
tion and operations of systems are not satisfied with the progress that
has been made--systems take too long to build, they cost much more than
prédicted and do not work as promised when installed.” He defines the
"major task" as the "structuring of subsystems (applications software,

data base, computer systems and non-computerized procedures)." One
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approach to systems design has been procedures manuals. Teichroew

continues:

These procedures manuals normally include: (1) a set
of activities which must be carried out, frequently pre-
sented as a PERT diagram, (2) a set of forms to be com-
pleted at various stages of the development, which com-
promise "documentation," and (3) a project management
system, sometimes including a computerized recording
and reporting system to measure progress against the
plan. These procedures manuals have grown out of prac-
tical experience and have received 1ittle formal analysis.

1t is important that the properties of a system be defined.

Teichroew proposes three classes of properties (Figure 3).

PROPERTIES OF SYSTEMS

FUNCTIONAL PéSEBBMANCE OTHER
CAPA- INTERFACES OF THE OF THE OF THE RELATED TO
BILITIES AND TARGET DEVEL- TARGET  ABILITY TO
CONSTRAINTS  SYSTEM OPMENT SYSTEM  ADAPT TO
PROCESS IN OP-  CHANGES
ERATION

Figure 3. Taxonomy for Properties of Systems [31]

The "other" category includes such characteristics as reliability, flex-
ibility, etc. Teiéhroew then points out the recent emphasis on the data
base subsystem. This will be discussed later as a motivation for the
RSM implementation.

There are many approaches to systems design. Most design efforts
are a combination of these approaches. The importance of this analysis

is that the different approaches have different information requirements.
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Teichroew defines these as "(i) Rules of thumb, guidelines and princi-
ples, (ii) Successive approximation and (iii) Normative approaches."”
Figure 4 indicates how these three approaches are used in the system

design process. The RSM must be able to gather, analyze and communicate

the information expressed in Figure 4.

-
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Preasent Hot formally Narrative, - Manual Flowchares, Ad hoe Operating No foroal
Kathods racognized tables, chacrts benchmarks prograroing syacenms orocedure
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Alds (scand analysis statedent atots atded -
alone) programs languages coBaL aids schaduling E‘;:::‘"
D — Ltk > snalysis

Figure 4. Techniques Used in System Life Cycle [31]

In this section the need for a RSM to meet the various needs of
systems design has been explored. An approach to determining more
specifically what a RSM shouid be and an implementation follow.

An Approach to Building a Requirements
Determination and Communication Model

The design process is, of course, frequently characterized by its
output, the designed system. The focus on the resultant {target) sys-
tem has two major shortcomings. The process of designing a system is
often neglected as simply a means towards an end. Secondly, the
requirements for the target system are not fully specified. The ulti-
mate success of a system is measured by how effectively and efficiently
it meets user requirements (expressed, implied or hidden), not by how
sophisticated or elegant the design. The systems design process con-
sists of two primary questions: the first asking, "What are the require-

ments for the Information Processing System(IPS)?" and the second, "How
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can these requirements best be met?" To begin, we must determine
requirements, communicate these requirements and finally design to meet

these requirements (Figure 5).

DETERMINE COMMUNICATE

Y

DESIGN

Y

Figure 5. An Overview of Requirements Statement

The systems design process should also be considered as a systems
design exercise. The primary input to the systems design process is
the user requirements, however, the systems design process needs more
than just user requirements if it is to result in an effective system.
Objectives, constraints and as yet unidentified information are added
input to the systems design process. This information can be character-
ized as either information which directly effects the target systemor-
that which relates to the design process. The Design Input Data Base
(DID) is defined as the set of all information required to design an
information processing system. The determination of what is contained
in the DID énd how to gather and communicate this information is the
major thrust of the model presented in chapters two and three.

It would be prudent to note, at this point, that the input needed
for systems design is not necessarily the "natural” output of the user's
and analysts' requirements definition process. So, too, much of the
information in the DID needs to be transformed before it is useful to

the systems design process. Since the description of the logical
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system is only a subset of the DID, the other information required must
also be determined, analyzed and communicated. Before this takes place
the other information must be identified. A "backwards" approach,
similar to that which led to the earliest PSL, is advocated. Each

phase of the systems des{én process is identified and the data needed
for each phase is identified. This data is then traced back through
other phases of systems design to the DID. As the phases of the systems
design process change or as these phases must consider different types
of alternatives, the DID will change. Therefore added justification for
a modelling approach stems from the growing complexity of the systems
design process. Multi-programming and real-time applications lead to
different considerations in systems design than, say, batch processing.
Similar changes in the design process may arise from designing a trans-
action-oriented versus non-transaction-oriented system, or from re-design-
ing an existing system as opposed to the initial design of a new system.
As more, different techniques are needed to successfully accomplish sys-
tems design, a comprehensive model is needed to identify the contents

of the DID and how to best gather, analyze and communicate this

information.

Overview
This work introduces the concept of a Requirements Statement
Methodology(RSM) and couples it with a solution to the data base design
problem.
The Requirements Statement Methodology and its contents are
discussed in detail in the second chapter. Various design and imple-

mentation considerations such as the use of forms, computer generated
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forms and data dictionaries are discussed. A discussion of Accurately
Defined Systems(ADS) provides the motivation for forms usage. The
Design Input Data Base(DID) is developed in conjunction iwth the RSM.
The various steps to systems design are mapped into sections of the DID
and discussed at length. The impact of additional considerations such
as designing for new versus existing systems, query oriented languages
and a customized query language are also discussed.

Chapter three provides a detailed explanation of the Problem State-
ment Language(PSL) and the Problem Statement Analyzer(PSA) in the con-
text of the RSM. Thié extensive discussion is necessary to clearly
explain the RSM and to highlight the determination of data structure
which is required for data base design. This presentation also high-
lights the contributions of RSM in helping the systems definition and
design process. Of particular interest is the use of an interactive
requirements statement technique. Appendix C provides additional PSL
syntax information viewed from logical breakdown of structure, document
flow, data structure, process/data linkage, timing and conditional
statements and PSL completeness checks.

Chapter four is a formal discussion of data base design. An over-
view of the-data base concept is followed by formal discussion of record
design and set design. An example is used to help illustrate these
problems.

Chapter five presents a model to solve the record design problem.
The use of the RSM and PSA reports are explored through the use of an
example. A hueristic is developed and discussed in detail. A cluster-

ing.algorithm is developed and implemented. Appendix E contains the
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computer program and sample outputs for the record design algorithm.
An analysis of these outputs is contained in the conclusion of chapter

five.

Chapter six discusses possible extensions to the RSM.
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CHAPTER II - THE REQUIREMENTS STATEMENT
METHODOLOGY AND ITS CONTENTS

This chapter discusses the development of the Requirements State-
ment Language(RSM) and the various design considerations which are
involved. A data dictionary is developed. A forms oriented RSM is
discussed as is the use of computer generated forms. The Design Input

Data Base(DID) is then developed.

The Requirements Statement Methodology

Various considerations have led to the design decisions which
result in the current RSM. The RSM combines features of many other
requirement (problem) statement techniques with informal wmethods which
have been successful in various systems design efforts. The RSM incor-
porates the ease and acceptability of forms (ADS), the precision and
analysis available from formal languages (PSL} and the ingenuity of
many systems designers who have had to build their own design tools.

A broad overview of the RSM concept is presented in Figure 6.

Chronologically, the first problem with an RSM is user acceptance
and understanding. Tools must be used and used correctiy. Factors
which effect user acceptance include ease of use, clarity and foreseen
results. A1l methods promise results; RSM can be no dijfferent here.
Experience with ADS indicates that a forms-oriented system which requires
a minimum of user training, which clearly details what information is
required of the user and which allows the user to speak his own "natural”
language quickly gains user acceptance. On the other hand, results

suffer from the inexactness or ambiguities of users' "natural® language
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statements or from the narrow band of information which the forms ask
for. Finally, there is a problem of translation from the user's
"natural” language to the languages of system design input.

Frequently every time the user wishes to express himself he must
mentally translate his thoughts into a form (or language) compatible
either with some requirements statement language or with a given input
form. Everytime the user must make this translation he js prone to
error. Even more importantly, he may have a misconception as to the
translation required and he thus systematically enters incorrect infor-
mation into an entire portion of the requirements statement. If there
are many users, each must perform this translation effort in the iden-
tical manner, if not, more sources of error arise. Finally, if a con-
cept is changed, expanded or clarified, the raw data still exists and
only the translation module need be changed. Examples of this concept
may be useful:

A water pollution control agency requires that certain firms con-
duct weekly tests of effluent levels at various plant locations. This
same agency requires that all firms report their test results on a
monthly basis. (This is the system as the user sees it.)

A pol]ﬁtidn tést freqhency crfteria fs estab]iéhed as a requirement,
The implemented system (designed to meet user requirements as translated
into a requirements statement language and interpreted by systems
designers and programmers) looks at the monthly report and compares the
number of tests conducted with the number of tests required. By this
criterion a weekly test (say every Monday) was translated to a required

frequency of 1/7 (one test per seven days). The monthly report
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compares the required frequency of tests (1/7) to the actual. For a
month with four Mondays, 4/30 is compared with 1/7 and the system
incorrectly finds a firm as having a violation.

The same system had requirements (from another government agency)
to indicate violators. Thus the firm with the above "violation" was
put in the same violation report as a firm which dumped tons of raw
sewage into a river. Similarly no requirement to distinguish between
gross violators and others was established. Should a firm which is .03%
over its goal for one reporting period, yet averages well below its
goal be grouped with one which is consistently 5 times its goal?

In the area of data structure, the constructs of a formal data
description language 1ike DDL[32] or DL/I may confuse the users. Per-
haps a simple tree structure drawing may suffice the users. Similarly
a plex or cross-reference structure may be difficult for the user to
envision or elpress. An interactive system may prompt the user to
establish the correct structure. A translation module might interpret
the complex relationship or translate from diagram to formal data
description language.

In stating hardware characteristics, the user (in this case a
hardware épécialist) should be able to input the relevant data for any
type of hardware without comparing 8-bit words versus 64-bit words, etc.
Similarly, the operating characteristics of a push down stack machine
cannot be directly compared with other machines. An input form geared
for one hardware configuration may be awkward for gathering data for
another. Thus two different input forms may be needed, each with its

own translator module.
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The use of forms to spell out the information required may be
enhanced by the use of temporary forms to meet specialized needs. For
example, a form capturing potential queries or query sequences would be
better than a "report" form for capturing query data (the content of
the query, response characteristics, volume, frequency, sequences of
queries, etc.). Again a transTation-ﬁodu1e is needed for the temporary
form. When working with existing documentation, a translation module
can save much work (and possible sources of error) by taking existing
data and translating it inpo PSL. A common exampie of this is to take
an existing data dictionary or data element 1isting and convert it into
the appropriate set, entity, element notation of PSL.

The mechanics of inputting large amounts of data has led to design-
ing the RSM to accommodate forms with keypunch masks for primary input
of large amounts of data, with terminals for Timited data entry, error
correction and user feedback. Ideally the analysis of the requirements
statement will provide "intelligent" and useable feedback for the user.
Again, a translation module oriented towards the user may be needed to
translate PSA diagnostics into narrative and instructions for correcting
the requirements statement.

The laét feature of the RSM is a data dictionary. Expefience,
again, dictates that such a dictionary is a most. useful tool. Current
data dictionaries[ 33,34,35] have provided a menu of possible items to
be included in a data dictionary. In addition, the ADS effort saw the
informal development (by Rick Stell of the Navy Material Command Support
Activity) of a DERF (Data Element Reference File) which was simply a

short alphanumeric code to be used as a synonym for the formal data
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(\ element name. The convenience and wide-spread acceptance of the DERF

feature has prompted a similar standard for this implementation. The

data dictionary will contain the following items:

1‘
2.

3.

10.
11.
12.
13.
14.

15.

The outputs from the RSM are shown in Figure 7.

DATA ITEM NAME is the formal name for the data item.
DERF (see above) is a unique mnemonic for the data item
name, its length and composition (alphanumeric) can be
adjusted to best suit an application, i.e. an organiza-
tion with 15 distinct departments may use a one letter
prefix to the DERF to identify originating department,
etc.

SYNONYMS

FORTRAN SYNONYM is used if FORTRAN will be required

for implementation, a 6-letter word (meeting FORTRAN
requirements).

COBOL SYNONYM (if COBOL is used).

FORMAT/PICTURE is 1ike either a FORTRAN or COBOL
statement.

TYPE is either alphanumeric, integer, etc.
JUSTIFICATION--Teft, right or centered.
VOLUME--minimum, maximum, mean. If volume is depen-
dent on another data element (say volume equals number-
of-students).

RANGE--a minimum and maximum are provided.

VOLATILITY

VALIDITY RULES

SECURITY CATEGORY

DATA SET INFORMATION includes set membership, percent
occurrence, etc.

NARRATIVE is encouraged to express additional information.

Although a flexi-

bility in forms design and usage is a feature of the RSM, certain

common input forms have been designed. These are the Input/Output
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Form, the Data Dictionary Form and the Process Definition Form. The
Input/Output (or layout) form is designed for use with a layout sheet to
depict any given input (input form, card input, tape, terminal) or out-
put (report, terminal output, punched card, tape). The form itself
gathers and communicates the information which is transmitted via the
layout sheet. The layout sheet is chosen appropriate to the media being
used. This form evolved from portions of the ADS input and report
forms. The Data Dictionary Form is designed to conveniently provide the
data dictionary information (described above). The Process Definition
is a hybrid of the logic and computation forms from ADS and general
decision tables. Figures 8, 9, and 10 are samples of these forms.
Appendix B contains detailed descriptions of how to useuthe forms.

Flexible forms developed with the aid of a form generator which
produces the forms and generates appropriate input formats for reading
data punched from the forms have been experimented with. The concept
has not been tested enough to be evaluated. Figures 11 and 12 show a
sample generated form and the corresponding formats. The sample form
in Figure 11 illustrates two concepts, first form generation and second
a "temporary" form to gather information in a "natural" language for
specific users. The data Qathered.is for a data dictionary form.

The form is generated interactively. First a ﬁeading is requested,
it is entered and the choice of justification is made. The page, name
and date block are fixed for all forms. The rest of the form is done
in blocks. Each block represents a given 1ine or group of lines. The
lines may consist of narrative, narrative followed by input, narrative

as a block heading followed by lines of input or input only. Input may
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(POR) DATA ITEM NUMBER (DIN): D-
13

5
USER INITIALS: .
6 8
DATA NAME SECTION
1. DPata itenm name
‘ ‘ 10
2. Synonyns
3. Fortran Synonym _ (6 letters max.)
4. C6bol Synmonym 7 i2 (24 max.)
13 .
DATA DESCRIPTION SECTION
FORMAT/PICTURE TYPE JUSTIFICATION
7 17 18 19
VOLUME (MINIMUM) (MAXIMUM) (MEAN)
20 29 30 39 40 49
VOLUME DEPENDS ON (DIN)D- (times )
50 53 54 58
RANGE - VOLATILITY / ¢
59 63 64 68 69 73 14
VALIDITY RULES (INPUT) {oUTPUT) (check if used)
SECURITY CATEGORY )
77 €0
DATA SET INFORMATION _
BELONGS TO(DIN)D- PERCENT OCCURANCE %
6 9 10 12
CONTAINS (DIN) D- D= D- D- D-
13 16 17 20 2t 24 25 28 29 32
NARRATIVE
1.
2.
3.
) 4.
5.

Figure 9. Data Dictionary Form v



USER INITIALS:

9 1

TITLE:

27

FORM KUMBER: P- PAGE
' .12 3 5 6

DATE: - -
12=13 14~-15 16~17

18

an

S
LIXE §510TAB

. _gRID n
501 ST AraTs e[ Trarar. 1 21314

e

(=X

07.

08,

09.

10.

11.

12.

13,

14.

15.

16.

17.

. 1B

19.

20.

21,

22,

25-

24.

25,

26.

27.

28,

29.

30.

COMMENTS:

c"ﬂ
-
[e-]
0
=]
-t
n
WM
F-9
wn

61234 5 ¢

Figure 10. Process Definition Form



28

-~ .-

QTREAM POLLUTION CONTROL AGENCY

DATA DIRECTORY INPUT FORM (PROVISIONAL) -

_fnR" N”HBER 11 PAGE2ease Nﬂﬂgjcanu-o'oo.oo'-otlcno QATES o-oliooL;J

PURPOSE: THIS FORM IS DESIGHED TC GATHER TNMFORMATION AROUT THE DTYFFERFNT NATA
ELEMENTS WHICH ARE RELFVANT Te STRFAM POLLUTIOHN MEAUREMENT_AND cONTRCL,
PLEASE FILL OQUT AS MUCH OF THIS FORM AS YOU CAM, ADDRESS ANY QUESTIONS To

. CARL SINGER AT PURDUE UNTIVERSITY (317/49-44437),

-_if—ﬁKﬁE“B#‘GKTK"E[EMEﬁT: 0800400088808 00dt0000cvadtadentt®sscen®onns
2 JIDENTIFYING MUMBER ASSOCIATEO WITH THIS DATA ELEMEMT (DEN)?

NARRATIVE DESCRIBING THIS DATA ELEMENT (OPTIONAL):

X, EB P GO OP P AN NRE PR OCREREORIP 00000 s0d0 00000000 RetteventRsRtont®diegttganse
“Q ..'IIQ..'..I...'..'l.l..'--..-...‘..l.‘-.l-.l.I.-.lll.l...."........l
5.

PSP BT LI IRRNNNNITTR PP TRNRERTO IR PP RN ateteelsyBtassoettleer®rrns

OTHER NAMES THAT THIS DATA ELEMEMT IS CALLED BY _(OPTIONAL):

6. Setodasstisrssosne LA N IR N I B N EEERENERN RN NN NN NNNNEE)
Te sasescssvssssccvsvsnse (RN ERENENNERNNNENENERENN] IR ERE RN N NNEEEEENEELNN NN
8. ensadsastssseRsensNe [ E AR IR E N A AR RN X q':....{!...."l...l

WHAT OTHER DATA ELEMENTS (ENTER NAME OR NUMBER) DOES THIS DATA ELEMENT EITHER
DESCRIAE AR BELONG TO =~-FXAMPLES: “REACH" AELOMGS YO "RIviR". “NFEPTH" RBELONGS
TO “RIVERW/ ENTER "RIVER" FOR DATA ELEMENYS ®REACH" ARD "PEPTH.

9. [ EENE R NN ENNENRENRENNNEN) 28800008000 g0t gangy EXERERNERENERE NN NN R NN
!ol 400000000 00ePe OO "2 000000000 OO SERDON setBoudoaleteegt®yapaan
11. tesevoesntassresseeaay P a0 OO PR NIOL Rty EEEXEEENEFEEN N ' AN NN

IFf THE DATA ELEMENT IS A MWIMBER OR MEASURE. WHAT UNITS IS IT MEASUREnD INo
1?- EXAMPLES -- TONS' pARTS/MlLLIONC OOLLARS I FEERNNE N NENRFNRNENNFNNNI NN RN INTY]

WHAT IS THF MORMAL RANGE FOR THIS DATA_ELEMENTY -~ EXAMPLES _FOR_DATA_EL EMENMT __

FMPLOYFE~PAY=RATF+ NORMAI. RANGE WOULD RE "$2.25/HR® TO "312.50/HR"e THUS
13, "S$.458/HR" QR "$37.50/HR" ARE WRONG

[ ENNENRY RN NN NEEEENE RSN N YN N

WHAT S THE APPROXIMATF VOLUME OF THIS DATA ELEMENTs OP OM WHAT 1S IT BASFn~e
- EXAMPLES: vw200" CITIES IN THE SYSTEM. ABOUT "20" REACHES/RIVER, ==nRae-
THERE ARE "MNUMRER-QF-FACTORIES" (A DATA ELEMENT) FACTORIES ALONG THE RIVYFR,

14 ENTEﬁ MUMBER ~0OR=- nATA ELEMENT NAME R R R N Y

150 COMHENTS ¢ P I L BBV RPN GISENIEN RN R EPP ORISR RTS20 e b sadeallditatiagses

18, 90 PO OOV NP LRSS EP TPl gD EN LI EETRNOS Lt asPisstboesgetieteltugnn

17. [(E X E NN RN NN NN NEE NN NN N RN RN N N NNNNNFNREENINNNENENNN NI NN NN N NN N RN N NN SN N N W

]8. GOS0 000080000000 0808 0008008000950 0000000000000t soitpgibansltistet®agqsn

190 GO LB NS PIS TN ENUNP I TP ORI RNV NP VI RP PP RNERPRCRetrssnbaeterdRotast®ogoan
THANK_ YQU.

Figure 11. Generated Form



29

*HELP COMMAND :
.You will be asked to specify one block of the form at a time;
each block is a line of the form repeated a given number of
times. Each 1ine will have the same format but different
narrative. After specifying the line a sampie Tine will be
printed and you will then supply the narrative, one line at a
time.
.Max line length is 77 characters [terminal dependent]

.The primary input must be alphanumeric

*OPERATING COMMANDS:
.Enfer length of harrative
.Enter length of primary input
.Enter number of secondary inputs
.Enter length of secondary inputs
.Enter type (I,R,A)
[The generator builds the line with appropriate spacing.]

.Enter narrative, one line at a time

*FORMATS GENERATED:

[Sample for "other names this data element is called by".]

[to print blank line] (13,'. '2A10,2(6X,2A10))
[to print data line] same as above
[to read datal (12,213,3(2A10))

[The above includes provisions for form and 1line number.]

Figure 12. Generated Formats with Commands
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be alpha or numeric and may include more than one item across the page.
The formats generated provide FORTRAN format statements which will be
used to (1) output blank forms, (2) output completed forms and (3) to
read packed input for the given forms. The forms generator takes care
of both horizontal and vertical spacing, asking the user how many spaces
he desires, centering text and warning of the page ending.

Figure 12 includes both the dialogue between terminal and user and
the formats which correspond with the form printed as Figure 11. A full
evaluation of the interactive form generation will require not only more
users, but those with a poorer grasp of this concept--the designer of a
technique cannot qualify as either an unbiased or an uninformed user.
Serious questions as to the cost/benefit of such an effort have been
voiced. Obviously, the projected number of forms, etc., will govern the
desirability of implementation. To better understand the motivation of
temporary or special purpose forms within the RSM, a discussion of ADS
and its use follows. The use of PSL and the PSA in conjunction with the
RSM appears in the next chapter.

Computer-aided ADS combined with SODA in actual use was found to
have major advantages over manual methods, but also to have certain dis-
advantages. 'Nunamaker, et a1[36] discuss an actual use of this technique
as does HO[29,30]. .Both discuss the design and development of an inte-
grated financial management system for the Navy Material Command Support
Activity (NMCSA). This author was ADS Coordinator for NMCSA during much
of this project. Positive feedback from the project effort includes:

1. The use of ADS provides clear documentation and a record
of specifications as the users stated them.
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2. User acceptance of ADS (ease of use, clarity, etc.) helps
"sel1" the technique both to management and to staff.

3. ADS feedback (syntax checking, and consistency and com-

pleteness checking) are most useful for reducing mechanical
errors.

4. Data directory facility is useful for problem statement
and manual analysis.

5. ADS Analyzer feedback is easy to understand and useful.
6. ADS saves considerable time in requirements statement.

7. ADS is less subject to ambiguities and omissions than
narrative. -

8. ADS instructions are clear and provide a guideline for
form use.

Negative feedback {or ADS shortcomings) include:

1. ADS is limited in scope (to only part of the logical
system specification)

2. ADS is inadequate in expressing time and volume data.

3. ADS allows too much leeway in problem statement. It is
therefore more difficult to parse and often inexact in
problem definition.

4, ADS computation and logic forms are not clear and
convenient.

5. ADS is inadequate in expressing data structures.

6. ADS forms are not oriented towards computerized tran-
scription and analysis.

The Design Input Data Base

The "backwards" approach, one which first determines the steps of
the design process then proceeds backwards to determine the information
required to perform those steps will be used to define the Design Input
Data Base{DID). The methodology used to perform each step of the design

process will effect both the content and detail of the information
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required, as will certain design constraints such as batch processing
only, etc. Also, added features or techniques such as a customized
query language or automatic code generation will also change the con-
tents of the DID.

The DID will be developed first following the steps of a "normal”
systems design effort and then considering additional features and their
impact. To fully appreciate the complexity of the design process we
must also consider the determination (gathering), analysis (verification)
and cormunication of information in the DID. The primary task in formu-
léting this model centers around the DID. Since the emphasis of this
effort is not to redefine the systems design process, but to model the
input to it; the systems design process will be considered a black box
which is a "sink" requiring information from the DID. The DID has the
following major sections:

1. Objective/Constraint Specification for the Design Process.

2. Objective/Constraint Specification for the {target)
Information Processing System.

3. Hardware and Systems Software Characteristics Specification.
4, Application Systems Environment Specification.
5. Logical System Specification.
The information contained in each major section of the DID is now
derived. .
Section 1. Objective/Constraint
Specification for the Design Process
System design objectives and constraints have, to date, seldom been
clearly specified; only alluded to. Objectives and constraints include

implementation lead time, design and development cost ceilings, manpower
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and other resource limitations, and such qualitative specifications as
ffuIl participation by all organizational elements." Implementation
lead time may be expressed as a deadline, a series of phase completion
dates or in great detail, perhaps to the extent of using a PERT-type
schedule and control system. Similarly cost ceilings or targets can be
specified for the project as a whole or for phases of the project.
Trade-offs between time and cost may be considered. For example, would
a 90% efficient system (containing less features) which could be deliv-
ered in three months at a cost of 1.4 million dollars be prefgrred to a
complete system (with the features) but costing 1.8 million dollars with
a nine month lead time. Manpower resources and such resources as com-
puter test time, consulting expenditures, etc. may be specified. Other
quantitative and qualitative considerations may appear in the DID.
Section 2. Objective/Constraint Specification for
the (Target) Information Processing System

For the sake of clarity we can, by loosely applying duality, con-
sider objectives and constraints to be two sides of the same coin, i.e.
the objective that a system provide timely response can be re-formulated
as a constraint that system response time be less than X during peak
usage. The ﬁoncept of duality comes from mathematical programming.
When maximizing (or minimizing) a concave function over a convex con-
straint space, the optimal solution may be determined either by search-
ing for that feasible point which has the optimal value of the objective
function or by finding that value of the objective function which is
both best and feasible. In general terms, this principle allows a

trade~off between objective function and constraint space. For example,
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a constraint that the processing time for a given transaction average

only 4 seconds during peak busy period, with a given cost objective of

minimum cost; may be re-written as a constraint of a given cost (say

$100) with an objective function of minimum average transaction time

during peak busy period. This type of analysis involving "sensitivity

analysis" may show that by relaxing the first constraint from 4 seconds

to 5 seconds, the resulting cost may be reduced significantly. .

Among the criteria for a "good" system are the following objectives

and constraints:

1.

Compatibility. The system must be compatible with other
information processing systems in the organization. It
must interface with other computer systems and/or data-
bases and must also fit within the organization (communi-
cation) structure.

Changeability. Changes in procedures, algorithms, pro-
cessing requirements, etc., must be accommodated. Another
source of change, growth, also is accommodated within good
system design.

Security and Recoverability. Criteria for back-up, privacy,
security, etc., must be established.

Accuracy. What, if any, errors are allowable? Standards
for accuracy may be set or redundant procedures established
to assure accuracy must be established. Accuracy in mea-
surement and the use of approximations must also be specified.

Ease of Implementation and Maintenance. Standards for these
areas must also be determined.

Section 3. Hardware and Systems
Software Characteristic Specification

The models and algorithms which are used in systems design need

detailed measures of computer system performance. Measures include core

constraints, storage requirements and constraints, read/write times

and basic instructic.. times. These measures allow an algorithm to
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determine which processes (see Section 5) can be combined and how Tong

it takes to access data and perform computations for a process.

Section 4. Application Systems Environment Specification
Systems often must co-exist with other systems. It is important to

know the operating characteristics of each of the systems which will
share the computer environment with the target system. This information
includes measures of computation-boundness, input/output boundness and
storage media uti1ization;

 The approach tomodelling the first two sections of the DID has not
yet been developed in detail. Essentially, a search of literature and
relevant systems design procedures manuals coupled with the approach
which Tooks at the systems design process as (itself) a system design
problem will identify the relevant information to be determined and
communicated. Data for Sections 3 and 4 are dependent on the choice of
models and algorithms used by the design process. Data is required to
drive the models and algorithms; this data must come from the DID.

After identifying the information required for the DID, procedures for
gathering, verifying and communicating this information must be estab-
lished. 1In the discussion of Section 5, Logical Systems Specification,

such an approach is presented in detail.

Section 5. Logical Systems Specification
Logical system specification is the determination and communication
of the user's information requirements. The logical system specifica-

tion is non-procedural, telling what not how. For example, a non-

procedural statement would define a process resulting in the computation
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of net-pay as the difference between gross-pay and deducations; a pro-
cedural statement would say, "first compute deductions, then compute
gross-pay, then subtract deductions from gross-pay." Even this trivial
example shows that a procedural statement may govern physical system
design. Although the network considerations place the computation of
net-pay after those of gross-pay and deductions, there is nothing which
constrains deductions to be computed before gross-pay. This ordering
by the user is undesirable. If, for examp]é, deductions dincludes a tax
which is computed as a percentage of gross-pay, the above ordering is
incorrect. There is a need to communicate the logical systems specifi-
cation among users, analysts, designers, programmers, etc. Each has his
own "language" which is concerned with different portions of the design
and implementation process. The specification procedures must both help
in the gathering and determination of the logical system specifications
and provide a means for communicating throughout the design process.

One approach which is useful in this regard is a network oriented
method coupled with a formal problem statement language. The addition
of feedback (analysis of the logical system) and graphic techniques to
this basic approach results in a powerful tool for systems design. The
full scope of this approach is illustrated when determining the Togical
system for a complex application such as a non-report oriented, new,
interactiﬁe information processing system. Changing these parameters to,
say, batch, report-oriented, existing system, etc., will change the
design process and in turn the DID.

In essence, the question to be answered is what is to be done--from

step one--in dealing with logical systems specifications. A good place
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to begin is with a description of the organization. This is often pre-
sented as an organizational chart--a hierarchical tree with nodes corres-
ponding to offices and branches-corresponding to lines of command. Ffor
this basic structure, the tasks and responsibilities of each node are
identified. These tasks are usually specified at a gross level, for
example, perform the employee management function, or manufacture an end
product. This gross identification of tasks can be broken down to
include, recruit, train, promote, pay employees, etc. At this level the
tasks can be broken down into decisions and reports.‘ From an information
network flow, a decision is a (psuedo) report in the sense that it pro-
duces information (an output decision) and needs input to do so. In an
extreme case, a pseudo-report may involve the monitoring of data where
information is gathered and nothing is done with it. To allow for this
anomaly an "output" is created even if it isn't used.

Having identified or defined these output or pseudo-outputs of
information, the next step is to determine how these outputs are created.
First tne term "process" will be formally defined: A process is that
action which takes one or more items of information (as input) and pro-
duces some other item of information (an output) as a result of some
transformation on the inputted information. To avoid procedurality we
can further restrict the output of a process to be a single item of
information (Figure 13). This action which produces two items as output
can be broken down into two distinct actions and processes~-systems
design will determine if the process will occur simultaneously, etc.,
(Figure 14). Next, the definition of output is relaxed to mean the out-

put of any process, as opposed to a final output. Finally, it follows
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that the output of one process may be an input to another process. Thus

a network is created (Figure 15). The use of a network oriented approach
to logical systems specification lends itself well to many computer-aided
and automated techniques for information systems design. A detailed dis-

cussion is presented by Nunamaker[27].

Other Sources of Need for the DID
In addition to the sections of the DID already outlined, added con-
straints, features or design techniques will be reflected as changes in
the DID. A sample of these is presented below.

New Versus Existing Systems, A Dichotomy. Many approaches to design

ignore the existence of previous or current systems which were meant to
meet a similar set of requirements. With the possible exception of the
creation of a new organizational entity, most systems design takes place
in an environment which has had an information processing system--formal
or ad hoc. Consider the sources of change to an existing information
processing system: (1) additional requirements, (2) changes to existing
requirements, (3) changes in organizational requirements, (4) ineffi-
ciencies or inadequacies in responding to existing requirements or (5)
changes to the computer environment. A decision must be made of whether
or not to re-design or to modify the existing system.

Methods must be developed to capture the logical systems specifica-
tion either as documented by formal documentation methods or as repre-
sented by software-~especially application programs. The latter
approach, going from existing programs to a requirements statement, is

analagous to decompilation. A further advantage of this approach is
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that it allows a comparison of existing application programs with new
(or modified) requirements.

A more formal approach to the re-organization and/or re-design of
the data base, query language and processing macros of an existing infor-
mation system (the k'th iteration problem) follows. It is one (limited)
app1i¢ation in the general area of design for existing systems, but pro-
vides useful insight and an approach within this area of interest.

Changes to Interactive, Query Oriented, Systems. The significant

advance of this decade in data processing has been the development of
systems which allow the user to interactively ask questions of the com-
puter. These questions are, primarily, queries of the data base. This
development involves both the use of random-access Input/Output and the
development of query languages which allow the formal expression of
questions. Figure 16 shows the structure of such a system.

The query language usually is similar to natural thinking and
speech patterns. A query is frequently of the type:

FIND (list of data elements)
or:

FIND (1ist of data elements) SUCH-THAT (a conditional clause
involving data elements and constrants)

"FIND" may be replaced by "LIST" (which really means find
then 1ist), "PLOT", etc.

The Query fanguage Analyzer then parses (decodes or separates) the
query. Key words such as "FIND" and delimiters such as "SUCH-THAT" are
located. The appropriate data elements are located and the correct com-
mands to the data management system to retrieve occurrences of these

elements are issued. Although most implementations of interactive
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systems will work strictly within the framework of a fixed query lan-

guage, the following discussion which involves changing both the data

base and the query language will be useful to show both the interaction

and interdependence of these two, and implications on the RSM.
ASSUMPTIONS:

1. Data base exists and is described via a data descrip-
tion languagef 32].

2. language exists to query this data base.

3. Usage (monitor) trails have been gathered for this
iteration. , i

4. The PSL is current for the data base and the query
language.

5. Performance measures exist[37].

DEFINITIONS:
1. Data Gathering.

a. EXTERNAL - user specified suggestion or tasks
in PSL.

b. INTERNAL - trails of current queries are kept.
2. Change Types.

a. SYSTEM (system visible/user transparent)-changes
which primarily improve the efficiency of the
~internal handling of a query.

b. USER (user visible/system visible)-changes which
primarily improve the way a user asks a question,
but essentially do not improve the internal hand-
ling of the queries.

c¢. HYBRID-changes which effect system performance and
the methods of user questions.

Data base query systems are unique in that they (1) are flexible
and can accomplish (with efficiency dependent on structure of the data

base and form of query language) any query of the data base, and (2)
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changes to thg data base and query language can be effected with rela-
tively low (as compared to hardware changes or reprogramming) cost and
can greatly effect the performance of the system. Because of the two
above characteristics of data base query systems many changes to such a
system represent improved methods or an improved environment for asking
a query, or series of queries, to perform a given task. External data
gathering fhen consists of PSL (or RSM generated PSL) which requests
that additional features be implemented (such as graphing, etc.) or that
current features or commands be modified or combined. These are similar
to their corresponding PSL for a new system except that these changes
may refer to existing processes (macro;s, features or commands) whereas
PSL for new systems deals only with data elements and their relation with
each other (macro's, etc., don't exist at the requirements specification
stage of a new system). Internal gathering of data consists primarily
of determining usage characteristics and patterns of query systems. The
data is then (somehow) analyzed for patterns or flow, to determine if
(1) changes in data base structure, {2) changes in query languages or
(3) changes in query handling should be candidates for implementation
(after feasibility study, cost/benefit analysis, etc.).

Consider the following data base structure and query sequence:

1. LISTABCDE such that e greater than 10, f #
"update", g less than 40

Response: there are 1000 such record occurrences,
Tist will be offline.

2. LISTABCDE such that e greater than 18, f #
"update", g less than 40

Response: there are 400 such record occurrences,
1ist will be offline.
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3. LISTABCDE such that e greater than 24, f #
"update", g less than 40

Response: 30 times Tisted.

4, LISTABCDE such that e greater than 28, f #
“updatef, g less than 40

Response: no such record occurrences.

5. LISTABCDE such that e greater than 27, f #
"update", g less than 40

Response: 2 such record occurrences (listed).
END OF QUERY:
The above sequence of queries lends itself to various kinds of analysis,
data gathering and feedback:

1. User supplied suggestion: allow me to use symbols or
abbreviations, such as "gt" for greater than, etc.

2. User supplied suggestion: allow me to establish a
group of items to be listed, i.e., Group (name = N) =
ABCDE, and change queries to LIST (N) .....

3. User supplied suggestion: allow me to repeat a query
with a change parameter. Query line 2, above, becomes
"ABOVE (e gt 10) ch (e gt 18)" or ch "10" to "18"
REPEAT.

4. User supplied suggestion: provide me a macro to find
the n greatest value(s) of an item. LISTABCDE
such that n(MAX e), f # "update", g less than 40.

5. Internaliy originated improvement: save all internal
pointers so the 2nd through 5th queries are handled
more efficiently.

6. Internally originated improvement: change paging so
the above query, which is frequently asked, doesn't
cause excessive page accesses.

Analysis of the suggested changes:

1. The first two suggestions most probably would be imple-
mented in such a way as to create a small additional
overhead to the system but provide for easier entry of
queries. These are "USER" changes.



46

2. The third suggestion could be implemented as a "USER"
change, but if the "ABOVE" keyword causes the system
to savepointers internally, it would be a "HYBRID"
change. '

3. The fourth also can be implemented as either a "USER"
or "HYBRID" change, depending on methods employed.

4. The fifth is a "SYSTEM" change because the only thing
the user might notice is better response.

5. The sixth is also a "SYSTEM" change.

Customized Query Language. A Customized Query Language(CQL) is a

more generalized result of this type of analysis. The data base struc-
ture and the structure of the query language are input into an analysis
which generates the CQL. The CQL rather than parsing any general query
completely then searching the data base for the appropriate data to
answer the query, or determine that the query is faulty, combines its
knowledge of the structure to enhance both the parsing and answering of
the query. For example:

(INPUT) List all cities which have a pollution level greater
than 100 parts/million.

Analysis by a general query language:

(SYNTAX CHECK) "List" a correct command (continues)
"cities" is a correct item type (continues)

"which have" is a correct "verb" (continues)
“pollution Tevel" is a correct item type (continues)
"100 parts/million" is a correct "number" (continues)

(calls data base)

finds record type "cities" (continues)

finds first occurrence of record type "cities" (continues)
finds item type "pollution level" ***ERROR***

Returns with response,
"pollution level" is not contained in record type named "cities".
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Analysis by a customized query language:
(SYNTAX AND STRUCTURE CHECK)

"Tist", "cities", "which have" check as above.
"pollution level™ a correct "item type" (continues)

data base structure check finds item type "pollution level"

is not contained in record type "cities". ***ERROR***

response as above.

(The correct query would have been "list all cities which are along
rivers which have a pollution level greater than 100 parts/million.)

The CQL thus responds to this invalid query with considerably less
processing, never having tried to access data, etc. Similarly, it
responds to valid queries quickly as it contains the appropriate know-

ledge of the data base structure.

Real-Time Versus Batch, A Continuum. An aspect which is often neg-

lected in the requirements determination process is an accurate deter-
mination of the time requirements. Although there are systems which are
clearly batch, or real-time; or are constrained to be one or the other,
the more general case is Qhere the user sbecification of requirements
determines where along this continuum the system response should be.
Cost/benefit analysis may interface with this determination.

Clearly faster response is costlier, but to what extent is it
better. For example, in a reservation system (such as an airlines
reservation processing system) is instantaneous (gay, one second)
response any better than ten-second response--consider that the ticket
agent must first enter the appropriate query, then read the response,
decipher it, then courteously explain it to the customer, etc. Would
the customer even notice the difference between one-and ten-second

response. On the other hand, ten-second versus two-minute response may
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be noticeably diffgrent in this situation. A fCompetitive Edge" is
~gained and the cost of slow response may be lost customers, etc. Figure
17 shows the time continuum. The determination of cost versus response
time may be most difficult in that it may involve designing and costing
many completely different systems to evaluate the different alternatives.
The "benefits" of quicker response or the sensitivity of thé user to

different response times must also be determined and quantified.

EVENTS ARE 10 second 2 minute 1 hour OVERNIGHT
ALL HANDLED RESPONSE RESPONSE BATCH BATCH
IN REAL TIME

Figure 17. Workload Profile, Time Continuum

Contents of the DID

Having identified steps towards systems design and special consid-
erations which impact on the DID, the task remains to 1ist the contents
of the DID. No such Tist can be complete as not all approaches to design
have (or can) be enumerated and studied. Similarly not all special fea-
tures or techniques can be considered. IThe DID approach should provide
a guideline for evaluating future design techniques and future system
features, and their impact on the information requirements of systems
design. Figure 18 is a summary of the information in the DID.

This chapter has discussed the RSM concept, a method for gathering
information for the DID and communicating it to the design process. The
output of the RSM, if properly done, can be considered a "functional
definition" of the target system. The DID is then defined and developed.

An approach to systems design is defined and the required information is
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dgtermined. A ngtwqu origntgd apprqach to logical systems specification
1s discussed. The dichotomy between designing for new versus existing
systems is discussed as it impacts the DID. The impact of query oriented
Yanguages and customized query languages is discussed. Finally, the con-
tents of the DID is listed. The following chapters will detajl the use
of PSL and PSA within the RSM,
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CHAPTER III - USING PSL AND PSA

This chapter explores the Problem Statement Language(PSL) and the
Problem Statement Analyzer(PSA) in great detail. The syntax of the PSL
is described; the various PSA aids and reports are discussed; the use of
PSL and PSA in the content of the RSM is developed; and an example,

Company Z, is used to illustrate, test and evaluate the RSM.

History and Documents

The PSL and PSA have evolved from Nunamaker's work[27]; Stieger and
Teichroew[38] introduced the original PSL Preliminary User's Manual in
1968. The structures of the PSL were expanded to include Problem State-
ment Units(PSU's) in the following PSL manual[39], additional changes to
handle such things as growth rate (of volume) were detailed by Koch[40].
The current version of PSL is described by Teichroew, et al[41]; the PSL
reference manuals[42,43] give an exact syntax of the current implementa-
tion. PSA commands are presented by Berg, Hershey and Bastarache[44] and
Bastarache[45]. The growth of PSL and PSA has followed the increased
compiexity of systems and systems design, and the feedback from numerous
users of earlier versions of PSL and PSA. The following discussion
assumes knowledge of PSL version 3.0.

The PSL language manual provides the user (problem definer) with the
correct syntax for using the PSL to express given information. It does

not provide an extensive guide for a Requirements Statement Methodology.
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The following review of PSL and PSA should provide a useful guide to

understanding PSL and PSA within the framework of an RSM.

The PSL statements have been divided into seven categories to help

demonstrate the structure of PSL and for clarity:

1.

STRUCTURE STATEMENTS - These statements provide for struc-
ture within the REAL-WORLD-ENTITIES, OUTPUTS, INPUTS and
SETS. Each of these "objects" can be structured. For
example, an OUTPUT can consist of many parts (each of
which is also an OQUTPUT), each of these parts can, in
turn, consist of still other parts (again, OUTPUTS).

PSL restricts the structure of REAL-WORLD-ENTITIES, OUT-
PUTS and INPUTS to tree structure, that is each "object"
can only be part of one other "object". The SET can be

a SUBSET of many other SETS, thus allowing a network
representation.

DOCUMENT FLOW STATEMENTS - The flow of documents, INPUTS
and OUTPUTS, between the Information Processing System
and REAL-WORLD-ENTITIES is expressed via GENERATES and
RECEIVES statements.

DATA STRUCTURE STATEMENTS - The most complex structuring
expressed by the PSL is data structure. The two primary
statements in PSL for this purpose are CONSISTS and
CONTAINED--for exampie, A CONSISTS(OF) B, C, D; and

B (IS)CONTAINED(IN) A. Figure 19 shows the combinations
of objects which can consist of, or contain other objects.
Additional data structure is provided by the SET struc-
ture statements (SUBSET, see above) and the RESPONSIBLE-
REAL-WORLD-ENTITY which 1inks a REAL-WORLD-ENTITY with
SETS. ‘

PROCESS/DATA LINKAGE - The flow of data through the sys-
tem is documented by various statements which both
indicate the PROCESSES involved and the data used by
these PROCESSES. The statements which communicate this
information are: DERIVED (BY), DERIVES; GENERATED(BY),
GENERATES; UPDATED(BY), UPDATES; USED{BY), USES;
UTILIZED(BY), UTILIZES; RECEIVES. Figure 20 shows

these structures being used.

"OTHER" STATEMENTS ~ SUBSETTING-CRITERION and RELATIONS
are two special conditions which are identified by the
PSL. ELEMENTS and GROUPS provide SUBSETTING-CRITERIA
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for SETS. ELEMENTS and GROUPS also are associated with
RELATION names. ENTITIES are RELATED {(TO) other ENTITIES
VIA RELATION names. PROCESSES MAINTAIN RELATION names
and SUBSETTING-CRITERIA.

TIMING and CONDITIONAL STATEMENTS - To define frequency,
INTERVALS are established and QUTPUTS, INPUTS and PRO-
CESSES can HAPPEN a given number of times per INTERVAL.
EVENTS are defined as a CONDITION becoming true (or false)
or the INCEPTION or TERMINATION of a PROCESS. PROCESSES,
in turn, are TRIGGERED (BY) EVENTS.

DESCRIPTIVE STATEMENTS - The statements which have been
grouped into this category include the IDENTIFIES state-
ment (ELEMENTS and GROUPS IDENTIFY ENTITIES); the VALUES
(ARE) statement, which gives valid ranges for ELEMENTS;
CARDINALITY and VOLATILITY for SETS and ENTITIES, and
PROCEDURE statements which provide narrative for PROCESSES.

OBJECT CONSISTS(OF) 0BJECT

OUTPUT GROUP ELEMENT
INPUT GROUP ELEMENT
ELEMENT -——-

GROUP GROUP ELEMENT

SET

INPUT OUTPUT ENTITY
(other SETS are SUBSET)

ENTITY

OBJECT CONTAINED(IN) OBJECT

OUTPUT SET
INPUT SET
ELEMENT GROUP EITITY INPUT OUTPUT
GROUP GROUP ENTITY INPUT QUTPUT

SET

---- (SUBSET OF other SETS)

ENTITY SETS

Figure 19. Data Structure Statements
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DBJEQT " STATEMENT OBJECT

OUTPUT DERIVED(BY) PROCESS

ELEMENT USING SET INPUT ENTITY GROUP ELEMENT

GROUP

SET

ENTITY

OUTPUT GENERATED(BY)  PROCESS (only one)

ELEMENT UPDATED(BY) PROCESS

ggoup USING SET INPUT ENTITY GROUP ELEMENT
0

ENTITY

ELEMENT USED(BY) PROCESS

GROUP (TO)DERIVE/ SET ENTITY GROUP ELEMENT

UPDATE
ENTITY
PROCESS UTILIZES PROCESS

Figure 20. Process/Data Linkage

The PSL is composed of sixteen sections, each beginning with a
section header. The sections contain statements which build the des-
cription. The section dealing with organization, etc., is the REAL-
WORLD-ENTITY (RWE) section. REAL-WORLD-ENTITIES are structured via a
tree structure with other RWE's. They generate INPUTS and receive
QUTPUTS from the IPS. Sections describing INPUTS and OUTPUTS are also
sections in the PSL. Data Structure involves ELEMENTS, ENTITIES and
SETS. A GROUP section is used to group ELEMENTS and GROUPS into GROUPS.
A RELATION section defines relations among ENTITIES. The PROCESS sec-
tion defines PROCESSES and information flow. The CONDITION section
defines conditions which lead to EVENTS which are aiso a section. An
INTERVAL section defines intervals for timing purposes. The remaining

sections enhance the PSL description. They are: PROBLEM-DEFINER which
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identifies the fusgr? who is stating parts of the system description;
DESIGNATE which is used to establish SYNONYMS: DEFINES which works to
give values such as ATTRIBUTE-VALUE and KEYWORD to names in the PSL.
The MEMO section establishes a narrative file which is referenced by
the SEE-MEMO statement. Figure 21 shows the use of these sections. A

summary of PSL and PSA sections appears in Appendix C.

CONDITION 0BJECTS (SECTIONS)
STATIONS REAL-WORLD-ENTITIES
(ORGANIZATIONAL ENTITIES)
DOCUMENTS INPUTS

OUTPUTS
FILES SETS

ENTITIES

RELATIONS
DATA DEFINITION GROUPS

ELEMENTS
PROCESSING DEFINITION PROCESSES
DYNAMIC BEHAVIOR EVENT

CONDITION

(TIME) INTERVALS

Figure 21. PSL Sections

‘PSL, PSA and the RSM

The PSL language manual provides the user with the correct syntax
for using the PSL to express information. This discussion will provide
an approach to using the tools of PSL and PSA within the framework of
the RSM. As in all of the following discussions, the emphasis will be
on using the language constructs. It may frequently be easier to use a

"temporary” form to gather much of this information and then translate
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it into PS;. Qf;gn, some infqrmapiqn exis;s in previous documentation
or in thg form of a previous system. Since most design efforts do not
begin in a vacuum; an initial effort may be made to translate the already
‘existing documentation into PSL. If this information already exists in
machine readable form, it may be advantageous to program an editor to
translate the data. The SOURCE statement can be added to indicate the
origin of this data. The task of translating existing documentation

into PSL is similar to the use of "temporary" forms and transiator
modules; these efforts may often overlap.

The requirements statement process, as limited by the current PSL,
is essentially the logical system definition process. Although the PSL
may be expanded, primarily via the ATTRIBUTE statement, this discussion
will focus on Togical systems specification using PSL and the RSM. The
overall logical system specification will begin with a description of
the organization, data flow and finally process definitions linking data
into a network and a system. Figure 22 shows an overall view of the
target system being described. '

Using PSL and PSA still requires "good" systems design procedure.
PSL 1is not we]] suited for certain policy oriented stages of systems
design, but.the use of narrative can be accommodated and PSL can provide
some structure beyond that of simpie narrative. The first step is to
identify the users or problem definers using the PROBLEM-DEFINER section.
The KEYWORD statement may define the overall area of responsibility such
as a section of the DID. Similarly the KEYWORD may be used to outline
detailed areas of responsibility such as RETAIL-ACCOUNTS-RECEIVABLE.

The RESPONSIBLE statement will also 1link the problem definer with any
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(PSL) sgc?iqns which he is responsible for. A MAILBOX may be defined
for the problem definer. The SECURITY statement wiil Timit different
parts of the PSL to different problem definers. Little can go wrong
with the PSL statements to this point except typographical errors and
mistakes in the PSL syntax. As the design effort continues, conflicting
areas of responsibility may occur.

Referring back to the DID, the first major section is the Objective/
Constraint Specification for the Design Process. The current PSL has
not, as yet, "hard-wired" any sections or statements for the expression
and documentation of this portion of the DID. A facility for documenting
and (later) managing a PERT-type control network would be a useful addi-
tion for the time and money considerations of the design effort. REAL-
WORLD-ENTITIES may need to be defined as this early stage but the
detailed description will wait for the Logical Systems Specification
section below. Current PSL documentation is most easily Timited to
using MEMOs, but the PSL timing sections (objects), EVENT, CONDITION
and INTERVAL may be used to describe the design process itself. Clearly
this will require some "understanding” as to the expanded role of PSL.

The second section of the DID is Objective/Constraint Specification
for the (Tafget).Information Processing Sysfem. As above, PSL is not
yet tailored to easily specify this part of the DID. The use of PSL is
limited as above.

Hardware and Systems Software Characteristic Specification is the
third section of the DID. Again PSL does not yet have sections specifi-
cally designed to accommodate this DID section. A dynamic generation of

PSL ATTRIBUTES would provide a useful guide for documenting this section.
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Thus core constraints, storagg requirements, read/write times, etc, could
be defined as attributes for certain types of REAL-WORLD-ENTITIES and
thus specifying characteristics as ATTRIBUTES would require the documen-
tation of these within the PSL. Section fourv of the DID, Applications
Systems Environment Specification, 1ike the previous three sections does
not lend itself to description by the current PSL. Again MEMOs could be
used to store the narrative.

The current PSL is 1imited to the description of the logical system.
A good base for the logical system description is a description of the
organization involved. This is done via the REAL-WORLD-ENTITY section.
The hierarchy of the organization is described using the PART and SUB;
PARTS statement. A tree structure is then formed. It is likely that
narrative will be required to explain different parts of the organization.
The DESCRIPTION statement allows for this. If information describing
many REAL-WORLD-ENTITIES or distinguishing between them is required, the
narrative should appear in a MEMO to be referrenced by a SEE-MEMO state-
ment. An ATTRIBUTES statement will be useful to add standard character-
jstics to each REAL-WORLD-ENTITY. Such ATTRIBUTES as number of employees,
physical location and tasks may be required to fully describe a REAL-
NORLD-ENTITY; The current impiementation of the ATTRIBUTE statement
allows only a list structure but future implementations may allow tree
structures. Similarly if usage warrants, future implementations may
"hard-wire” certain ATTRIBUTES into the PSL--that is establish state-
ments and syntax for use. The use of KEYWORDS may be helpful here to
show which offices (organizational entities, divisions, departments or

REAL-WORLD-ENTITIES) handle which types of tasks. Such KEYWORDS as TAX,
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PAYROLL, ACCOUNTING, BILLING, etc., may be useful for identifying appro-
priate REAL—WORLD-ENTITIES to be referenced by PSA commands (see below).
In most applications there will be many users (PROBLEM-DEFINERS)
each describing his own portion of the organization. The most 1ikely
error at this point is a redundancy of names or conflicting areas of
responsibility. In the first case, a more complete name such as "small-
parts-inventory-control-~section" may be needed to avoid the redundancy
caused by a name like "inventory-control-section." In the second case a
determination that there is no redundancy in names but that two differ-
ent problem definers believe that they are responsible for the same area
must be resolved. Errors may be made in specifying the organizational
structure. The tree has been incorrectly envisioned or mis-specified.
The PSA would be useful at this point to check the information already
specified. The DICTIONARY command will provide a list of all names used
by the system. A KWIC INDEX will provide groupings of similar names.
A NAME-GEN on KEYWORD will divide the system into parts based on KEYWORD.
To get a good Took at the structure the STRUCTURE command for REAL-WORLD-
ENTITIES or the PICTURE command (to draw the tree) will be useful. The
FORMATTED-PROBLEM-STATEMENT will repeat the inputted information and 1ink
all information to sections as appropriate. If a PROBLEM-DEFINER section
statement gives a RESPONSIBLE(FOR) a REAL-WORLD-ENTITY; the FORMATTED-
PROBLEM-STATEMENT will also show the appropriate PROBLEM-DEFINER in the
description of the REAL-WORLD-ENTITY. A chief advantage of the FOR-
MATTED-PROBLEM-STATEMENT 1is that it does provide the complementary state-

ments as appropriate.
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When sa;isfigd with thg description of the organization, the tasks
assigned to each part of the organization should be reviewed. The task
assigned to top management is that of strategic planning. Strategic
planning determines the objectives of the firm and which resources are
to be applied to meet these objectives. Computer modelling, risk analy-
sis, and forecasting techniques are frequently used to help with the
task. But for the most part this task is staff-oriented, non-repetitive
and variable in its requirements. As such it is difficult to document
and frequently difficult to apply computer techniques to help meet these
requirements. It may be advisable for these limitations to be expressed
to top management. The strategic planning task is both critical and
visable (especially since it involves top management) and unsuccessful
attempts to "computerize" this function can set a bad tone for future
IPS efforts. The allocation of resources may also place the strategic
planning function outside the realm of a systems study or systems design
effort. Cost/benefit analysis may determine that strategic planning is
too costly to computerize or limit the design effort to providing models
and forecasts. These may be documented in PSL in a method similar to
the specification of reports {below).

The nexi level of tasks is defined as management control. At this
Tevel resources are allocated, performance is measured and rules are
made. Much of the activity at this level is periodic (weekly, quarterly,
etc.) with summaries and exception reports being the primary input. It
is at this level, too, that inquiries of the data base and other non-
repetitive applications abound. Whereas strategic planning outputs

policies, objectives and constraints; the control level of an IPS outputs
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associatgd with gach task. The RSM should hg]p both the problem definers
and managers in making this determination.

Decisions and reports should be identified as OUTPUTS (required).

If possible, the contents of each OUTPUT should be specified. Usually
this is done by naming GROUPS of data and eventually breaking these down
into ELEMENTS. SETS of data can be attached to REAL-WORLD-ENTITIES using
the RESPONSIBLE(FOR) statement. INPUTS and OUTPUTS are attached to REAL-
WORLD-ENTITIES via RECEIVES and GENERATES statements. At this stage in
the logical system design, certain required OUTPUTS and available INPUTS
can be identified. Complex OUTPUTS and INPUTS can be structured into
parts, etc. Also at this point, data structure begins to take shape,
either from previous documentation or from the breaking down of OUTPUTS
and INPUTS to their contents. Chapters four and five will explore data
base design using the data structure provided by the above.

The last level of tasks within an IPS is operational control. Tasks
within the operational control level involve following the rules and pro-
cedures established by management. Everything at this level is formal
and involves fixed procedures, thus lending itself well to the use of
computers. The inputs are transactions or periodic events {such as END-
OF-MONTH) and the outputs are actions, frequently specified by reports
such as PICKING-TICKET, WORK-ORDER, etc. Although complex decisions are
naot made at this level, situations requiring the use of fixed procedures
do occur. These situations or their resulting decisions should be iden-
tified. A major issue at this point in the specification process is
completeness. Every task should be identified within PSL. Each task

can then be broken down into other tasks and sub-tasks. These can
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loosgly bg callgd PROC;SSES. As additional prqb]em definers Took at the
processes they may break them down into more and more processes (tasks
and sub-tasks); This is a general feature of PSL, the ability to go top
down, from the whole to a breakdown of its parts. PSL also allows a
bottom up approach when needed. Confusing or unexplained items can be
named as ELEMENTS or ENTITIES. PSA will continuously identify these
jtems as being without a source or use thus prompting the problem definer
to eventually define the PROCESSES involved.

Data flow now enters into the logical system specification. PRO-
CESSES are formed to produce the required OUTPUTS (reports or decisions).
The information required for these PROCESSES is then identified and struc-
tured. PROCESSES are then defined to provide for the newly defined
information {data) and more data and more PROCESSES are defined. This
builds a directed network depicting information flow. No one, set
approach to problem definition will be “bestf for all situations, but a
progression from tasks to OUTPUTS to INPUTS frequently is useful. The
PSA is useful in many ways to interact with this portion of the logical
system specification. First, the FORMATTED-PROBLEM-STATEMENT, puts all
the documentation together in an easily readable package. The use of
the NAME-GEN can separate PSA reports into usable pieces so each problem
definer can focus on his own area of concern. The PSA PICTURE command
provides a graphic view of the processes, their connection with each
other and the flow of data through the system. The PROCESS-INPUT-QUTPUT
command also helps here. The DATA PROCESS INTERACTION MATRIX shows which
data objects are input, output or updated by a given process. This may

be useful in grouping data elements into groups, entities and sets. The
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Thg PROCESS INTERACT;QN MATR;X shows which processes interact with each
other. This is similar to the SODA precedence matrix and can be used
for the grouping of Processes into Modules. Diagnostics at this point
include lists of elements which are used but which have no source and
data which is input but not used. With existing documentation and data
dictionaries, a focus on ELEMENTS sections can yield required processes
and- data flow. Data structure is reviewed via the CONTENTS report. This
report gives the contents of sets, inputs, outputs, entities and groups.
The CONSISTS-COMPARISON shows the similarity in contents of different
data groupings. The logical (not physical) data base design is greatly

enhanced by using these reports.

Using PSL and PSA Within the Scope of the RSM

The RSM technique would have forms or an interactive terminal to
prompt the user. Certain diagnostics should appear as immediate feed-
back (for example, redundancy warnings). UWhen the user feels that he
has completed a section of the PSA a "completeness-check" command should
interactively prompt the user for information which is still Tacking
(for example, "PROCESS WEEKLY-PAY-GEN does not have any timing informa-
tion, pleaseé designate HAPPENS/TIMES or specify EVENT and CONDITION
information.") and allow its immediate entry. The interactiQe prompting
of the user will not only assure completeness, but may also provide guid-
ance and direction for the statement of the logical systems specification.
The PSA 1ist of completeness checks by Teichroew[46] is a basis for this
discussion. Appendix C contains a draft of the completeness checks. The
following are samples of the messages an interactive RSM will provide the

user (PSL problem definer) with: (It should be remembered that the RSM
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will use forms and keypunch for large bulks of data and the terminal for
additions and modifications.)

(TERMINAL-RSM INTERACTIVE MESSAGE)

REAL-WORLD-ENTITY NEW-EMPLOYEE-PROCESSING~OFFICE which is
part of REAL-WORLD-ENTITY EMPLOYEE-PROCESSING-OFFICE does
not generate any input nor receive any output. Please
specify input, output or enter KWIX to search for similar
names.

(USER RESPONSE)
KWIK INPUT

(RSM MESSAGE)
The following INPUTS were found:
1.EMPLOYEE-QUT-PROCESS~FORM
"~ 2. EMPLOYEE-WEEKLY-PAY-PROCESS-MODIFICATION-FORM
3.NEW-EMPLOYEE-INITIATION-DATA-FORM
4 ,EMPLOYEE~NORMAL-PROCESS-SALARY-CHANGE
Please enter INPUT name, number from above 1ist, or NOTYET

(USER RESPONSE)
3

(RSM MESSAGE)
Thank you, the INPUT (3) NEW-EMPLOYEE-INITIATION-DATA-FORM is
now generated by REAL-WORLD-ENTITY EMPLOYEE-PROCESSING-OFFICE.

(RSM MESSAGE)

QUTPUT YEAR-TO-DATE-ABSENCE-B8Y-DEPARTMENT-REPORT which is
generated by YEAR-TO-DATA-ABSENCE-PROCESS which is a sub-
part of YEAR-TO-DATE-PROCESSING-PERSONNEL 1is not received
by any REAL-WORLD-ENTITY. Please specify appropriate REAL-
WORLD-ENTITY, or NOTYET.

(USER RESPONSE)
NOTYET

(RSM MESSAGE)

The NOTYET command has been entered, this diagnostic will
be held in abeyance for the remainder of this session and
printed on session summary report.

(RSM MESSAGE)
The following ELEMENTS are not contained in any inputs,
outputs or processes. This listing is ordered by incidence:

1.0UTPUT PAY-CHECK-HOURLY

 ELEMENTS 1.EMPLYEE-NAME 2.HOURS-QVERTIME
3.TIME-IN 4.TIME-OUT 5.TOTAL-PAY
2.PROCESS PAY-CHECK~HOURLY-PROCESS
ELEMENTS 1.TIME-CARD-GROUP
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(USER RESPONSE)

Change 1.1 to EMPLOYEE-NAME delete

1.3 and 1.4 are part of GROUP TIME-CARD-GROUP
KWIK 1.2, 1.5

(RSM MESSAGE)

Change 1.1 to EMPLOYEE-NAME eleminates problem

Ttege is no GROUP TIME-CARD-GROUP, TIME-CARD-GROUP 1is an
ELEMENT

KWIK 1.2 HOURS-OVERTIME/a.HOURS-WORKED-OVERTIME/b, TOTAL~-
HOURS-WORKED

KWIK 1.5 TOTAL-PAY/a.TOTAL-PAY-HOURLY/b.TOTAL-PAY~SALARIED/
¢. YEAR-TO-DATE-TOTAL-PAY.

(USER RESPONSE)

TIME-CARD-GROUP shouid be a GROUP/ CONSISTS OF TIME-OUT and
TIME-IN.

1.2a delete

1.5a save

(RSM MESSAGE)

GROUP TIME-CARD-GRQUP established as requested.

1.2 is now HOURS-WORKED-OVERTIME

1.5 is now TOTAL-PAY-HOURLY _
TOTAL-PAY is not contained in any inputs, outputs or processes.

(USER RESPONSE)
NOTYET

RSM MESSAGE)
The NOTYET command has been entered ....

The above sample of interactive PSL definition via an RSM has been
simplified to show the types of response available. A complex system
might "speak" in terms of some other requirements statement language or
an English ianguage and internally translate to PSL. Such terms as
PROCESS or ELEMENT might never'appear, nor would the user need to know
that PSL has defined these terms. The sophistication, background and
training of the different problem definers would govern this portion of
the implementation.

Conflicts in use of PSL syntax (such as UPDATE versus MAINTAINED)

might be avoided in similar fashion if an "intelligent" PSA would choose
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which of these is the correct terminology for a given circumstance. The
following chapter discusses data structure within the context of the RSM.
This process would also be greatly enhanced if a user were prompted (i.e;

asked the right questions at the right time) by an interactive PSA type

analyzer.

“An’ Example

An example was chosen to test and evaluate RSM concepts; to gen-
erate ideas for the RSM and, now, to help communicate these ideas. It
would be impractical to choose a real worid application so Company Z[47]
was chosen. Company Z has been developed to closely simulate the infor-
mation which a team of systems analysts would have available during a
systems design effort. Appendix D contains excerpts of Company Z; The
emphasis of Company Z is the logical systems specification and this
exercise will emphasize that aspect of the RSM.

The project assignments given to various groups working with Com-
pany Z in effect replace Section 1 of the DID, Objective/Constraint
Specification for the Design Process. The Introduction to the Company Z
problem is an abbreviated Section 2, Objective/Constraint Specification
for the (Target) Information Processing System. The logical systems
specification begins with the description of the organization; the tasks
are then described and the document flow determfned. The documents are
then broken down into data elements and the processes which yield these
elements are defined.

Beginning with the description of the organization; the following

PSL statements might be used:
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REAL-WORLD-ENTITY COMPANY-Z;

SUBPARTS ARE SALES-DEPARTMENT, ACCOUNTING~DEPARTMENT,
SHIPPING-DEPARTMENT,...,PERSONNEL-DEPARTMENT;

REAL-WORLD-ENTITY SALES-DEPARTMENT;

DESCRIPTION;
The function of the Sales Department is to ....;

GENERATES CUSTOMER-ORDERS;

RECEIVES SALES-REPORTS;

This same information might be more easily communicated via an RSM.
An interactive RSM together with an expanded RSL might produce the
following (man-machine) monologue: (NOTE: * indicates RSM message, #
indicates user entry; @ indicates return-key, end of line.)

*_0GON,JOHN PHILLIP USER,3X5Y@

(NOTE: 3X5Y@ isuser password.)

#HELLO, WHAT DO YOU WANT TODAY?

*ENTER NEW ORGANIZATION DESCRIPTIONG@

#PLEASE NAME THE ORGANIZATION.

*COMPANY-Z@

#PLEASE NAME THE SUBPARTS OF COMPANY-Z.

*+DEPABTMENT: SALES,ACCOUNTING,SHIPPING,...,PERSONNEL®

(NdTE: The "+DEPARTMENT" entry will add "DEPARTMENT" as a

suffix to all of the above names. RSM will also generate

statements in PSL establishing these as REAL-WORLD-ENTITIES.)

#PLEASE ENTER DESCRIPTION AND COMMENTS OR NARRATIVE FOR SALES-
DEPARTMENT.

*The function of the Sales Department is to ... @
#PLEASE ENTER TASKS ASSIGNED TO SALES-DEPARTMENT.
*CUSTOMER-ORDER-TASK, MARKETING-FUNCTION®G
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(NOTE: An expanded PSL would define TASK as a "hard-wired"
attribute of REAL-WORLD-ENTITIES. Tasks will eventually
break down to PROCESSES.) :

#PLEASE NAME THE SUBPARTS OF CUSTOMER-ORDER-TASK.

*NOTYET,ALL@

(NOTE: RSM allows the user to skip parts of the definition

and enter these parts later. The "ALL" signifies to skip
the SUBPARTS for all of the current items, thus. no request
is made by RSM to break MARKETING-FUNCTION into SUBPARTS
at this time.)

#PLEASE NAME THE INPUTS WHICH ARE GENERATED BY SALES~DEPARTMENT.

*CUSTOMER-ORDER;

#PLEASE NAME THE OUTPUTS WHICH ARE RECEIVED BY SALES-DEPARTMENT.

*SALES-REPORTS@

The PSL generated by the RSM from the above would be the same as
that directly expressed by the user. Although the RSM entry involves
more overhead and much more prompting, it assumes less knowledge of PSL
and would be much easier to input. At his convenience, the user can
enter additional information. The simplest types of statements involve
such declarations as synonyms:

*SYNONYM: DEPT=DEPARTMENT@

*SYNONYM: CUST=CUSTOMER@

At this point RSM and PSA will guide the user as to further infor-
mation to be specified. Similarly, when the user wishes to enter infor-
mation which was previously skipped, he may do so:

*CUST-ORDER:DETAIL@

(NOTE: "DETAIL" commands RSM to request all information which
is appropriate to this type of entity-~in this case a TASK. }

#CUSTOMER-ORDER IS A TASK.
#CUSTOMER-ORDER IS PERFORMED BY (REAL-WORLD-ENTITY) SALES-DEPARTMENT.
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*@

(NOTE: The user indicates agreement by hitting return, if he
wishes to make changes he enters them.)

#PLEASE NAME THE SUBPARTS OF CUSTOMER-ORDER.

fDETERMINE—CREDIT; PROCESS-ORDERG@

#PLEASE NAME THE SUBPARTS OF DETERMINE-CREDIT.

*@

#PLEASE NAME THE SUBPARTS OF PROCESS-ORDER.

*+SHIP,+BILL,+BACKORDER@

(NOTE: Here the + indicates that the name is augmented by the
name of the "parent", i.e. PROCESS-ORDER-SHIP,PROCESS-ORDER-
BILL, etc.)

#PLEASE NAME THE SUBPARTS OF PROCESS-ORDER~SHIP.

*NOALL®

(NOTE: The NOALL statement ends the search for more subparts.)
#PLEASE NAME THE REPORTS (INPUTS) GENERATED BY CUSTOMER-ORDER.
*Q

#PLEASE NAME THE REPORTS (INPUTS) GENERATED BY DETERMINE-CREDIT.

*+REPORT : UNDETERMINED-CREDIT, NEW-CUSTOMER ,BAD-CREDIT,CREDIT-
CEILING,CREDIT-OK@.

(NOTE:. "+REPORT:" places the suffix "-REPORT" on all above names.)
#PLEASE NAME THE REPORTS (INPUTS) GENERATED BY PROCESS-ORDER.

*@

#PLEASE NAME THE REPORTS (INPUTS) GENERATED BY PROCESS-ORDER-SHIP.
*SHIPPING-NOTICE,PRODUCT-PACKING-SLIP,CUSTOMER-INVOICE.

*CHANGE PROCESS-ORDER-SHIP:PROCESS-ORDER-SHIP-AND~BILL.

fDELETE PROCESS-ORDER-BILL. @
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(NOTE: 1In answering the above question the user decided that
shipping and billing were actually part of the same TASK and
‘thus made the necessary changes. )

To this point the RSM has acted only as a text editor to ease the
process of inputting PSL. Now RSM and PSA combine both to serve as docu-
mentation and to guide the user in completing the logical systems specifi-
cation. The first command given by the user is a request for a formatted
problem statement. This essentially asks for a look at the PSL which has
been generated thus far:

FORMATTED PROBLEM STATEMENT

REAL-WORLD-ENTITY COMPANY-Z;

SUBPARTS ARE SALES-DEPARTMENT, ACCOUNTING-DEPARTMENT ... 3
REAL-WORLD-ENTITY SALES-DEPARTMENT;

PART OF COMPANY-Z;

TASKS ARE CUSTOMER-TASK, MARKETING-FUNCTION;

TASK CUSTOMER-ORDER-TASK;

PERFORMED BY SALES~DEPARTMENT;

SUBPARTS ARE DETERMINE-CREDIT, PROCESS-ORDER;

TASK DETERMINE-CREDIT;

PERFORMED BY SALES-DEPARTMENT; .

(NOTE: This is a default because SALES-DEPARTMENT has no SUBPARTS.)
PART OF CUSTOMER-ORDER-TASK.

TASK PROCESS-ORDER.

PERFORMED BY SALES-DEPARTMENT;

PART OF CUSTOMER-ORDER-TASK;

SUBPARTS ARE PROCESS-ORDER-SHIPaAND-BILL; PROCESS-ORDER-BACKORDER;
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TASK. PROCESS~ORDER-SHIP-AND-BILL;

PERFORMED,BY SALES-DEPARTMENT;

PART OF PROCESS~ORDER;

GENERATES SHIPPING-NOTICE, PRODUCT-PACKING-SLIP, CUSTOMER-INVOICE;
INPUT SHIPPING-NOTICE;

GENERATED BY PROCESS-ORDER-SHIP-AND-BILL;

(NOTE: The extended PSL allows a TASK to GENERATE an INPUT, as
opposed to a REAL-WORLD-EMTITY GENERATING that INPUT.)

...NO STTUCTURE STATEMENTS
...NO DATA STRUCTURE STATEMENTS
...NO TIMING STATEMENTS

(NOTE: The above are diagnostics.)

The formatted problem statement has regurgitated the information
which the user provided and has added both cross-references and diag-
nostics. Should the user wish to remedy those diagnostics which speak
to omission of information, he may procede as follows:

*COMPLETE: SHIPPING-NOTICE®

#NAME THE INPUT WHICH SHIPPING-NOTICE IS PART OF.

*@

#NAME THE SUBPARTS OF SHIPPING-NOTICE.

*@

#WHAT GROUPS AND/OR ELEMENTS DOES SHIPPING NOTICE CONSIST OF.

*GROUP : CUSTOMER-NAME-ADD, ELEMENT: ITEM-NUMBER, ITEM-QUANTITY-
SHIPPED@
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#WHAT RFAL-NQRLD-ENT;TY OR TASK RECEIVES SHIPPING-NOTICE?

*RUE: SHIPPING-DEPARTMENT. A

In addition to these features the many PSA reports allow the user to
Took at various aspects of the system which he is defining. The first
order of business may be to look at the organization as he has defined it.
By requesting the PICTURE COMMAND for REAL-WORLD-ENTITIES (via a NAMELIST)
an organizational chart is drawn. By requesting this same PICTURE COMMAND
for TASKS, he can then see how the TASKS are structured and he can then
request a pictorial view of which TASKS are performed by which REAL-WORLD-
ENTITIES. Figures 23 and 24 show some of these PSA-type visual aids.
Reviewing, this first step in Jogical systems specification has been to
define the organization, determine tasks associated with RWE's and deter-
mine which documents (INPUTS) are generated by these tasks. The RSM forms
and special, one time forms may be used in addition to interactive mono-
Jogue to gather much of this information.

The next steps involve determining the data structure and flow., The
PSL INPUTS (to the data process system) are actually outputs from the
given organizational entities. The information contained in each of
these documents must be determined and traced back to their sources,
either within that RWE or elsewhere. Processes which are required in the
information flow are determined and data structure is also described.
Again Company Z will serve as the information source. This example will
focus on the various credit reports. The TASK is DETERMINE-CREDIT. The
first problem encountered is that the SALES-DEPARTMENT does not perform

this task. The necessary changes to the logical system specification
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. COMPANY Z S
] [ - 1
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Figure 23. Real World Entity Picture
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will require that a REAL-WORLD-ENTITY (say, CREDIT-DETERMINATION—OFFICE)
performs this task and where this RWE fits.

The Data Dictionary Form (Figure 9) outlines the information
gathered for each individual data element. Although this information
can be entered and updated interactively via the RSM; the forms are more
convenient. The expanded PSL will conform with this same information
requirement. Similarly, the Input/Output Form (Figure 8) may be used in
lieu of the interactive RSM. When dealing with an existing document the
clerical effort of detailing the information contained on that form may
be enhanced by using the Input/Output Form as a guide for gathering this
required information. Since the form only requests frequency and data
structure information, the RSM must be used to provide the structure,
document flow, process/data linkage information. The RSM may also be
used, especially when the process definition phase involves new processes
and documents. The following sample shows the RSM helping the user with
process definition:

*DEFINE: PROCESS-ORDER@

#PROCESS-ORDER is a TASK which is PART OF CUSTOMER-ORDER—TASK;

#PROCESS-ORDER has no SUBPARTS, please begin definition.

*SYNONYM: ORD=0RDER, QUANT=QUANTITYE, PROD=PRODUCT®@

*IF: CUST-ORD-QUANT GT PROD-QUANT~ON-HAND

*THEN: CUST-QUANT-SHIPPED EQ PROD-QUANT-ON-HAND

*  CUST-BACKORDER-QUANT EQ CUST-ORD-QUANT - CUST-QUANT-SHIPPED

*  PROD-BACKORDER-QUANT EQ PROD-BACKORDER-QUANT + CUST-BACKORDER~-
QUANT

*GENERATE: CUSTOMER-BACKORDER-MESSAGE
fELSE: CUST-QUANT-SHIPPED EQ CUST-ORD-QUANT@
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#PLEASE DEFINE CUSTOMER-BACKORDER MESSAGE.
 NOTYET, CONTINUE® |
*GENERATE:  CUSTOMER-INVOICE, SHIPPING-NOTICE, PRODUCT-PACKING-SLIP
*PROD-QUANT-SHIPPED EQ PROD-QUANT-SHIPPED + CUST-QUANT-SHIPPEDE
 #PLEASE DEFINE CUSTOMER-INVOICE.

A PSA picture command may be requested to provide a flowchart of the
above process. The RSM will request the appropriate timing information.
An EVENT CUSTOMER-ORDER-RECEIVED is defined; it triggers the CUSTOMER-
ORDER-TASK.

- Completeness Cheéké

To aid in the determination of requirements and their statement in
PSL, the PSA provides analysis to the user. The completeness checks
indicate what the PSL requires of the user.
These completeness checks serve to outline what information is
required to describe PSL sections. The areas considered are:
Systems Flow
Structure
Data Contents
Processing
Size and Volume
System Dynamics
It should be pointed out that PSA does not provide checks for the quality
or accuracy of the PSL.
This chapter has provided a detailed discussion of PSL, PSA and RSM.
Features for a future RSM implementation have been detailed. The RSM
provides the necessary input for data base design. The remainder of this

paper will focus on aspects of the data base design problem.
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CHAPTER IV - AN EXERCISE IN DATA BASE DESIGN

A problem of current interest is data base design. The logical sys-
tems specification provides a description of the data and data flow as
each user (PROBLEM DEFINER in PSL) sees it. Design involves meeting the
needs of the different users efficiently and effective1y; An overview of

the data base concept will introduce this topic.

" Data Base, An OverViéw

There is no single definition of "data base" which will be accept-
able to all. A data base is many things:
1. It is the foundation upon which information is built. (Infor-
mation is knowledge derived from observations or from unor-
ganized facts or data.)

2. The data base is a starting point for the development of a
information processing system.

3. The data base is a broad foundation which stabilizes an infor-
mation processing system.

The above definitions say, in effect, that a data base is not an end, but
a means. A means for developing an information processing system from
unorganized facts or data. A data base is a tool, not a product.

The key component of a data base must be the data it contains. Data
may be defined as "something, actual or assumed, used as a basis of reck-
oning." Data is often looked at via a hierarchical concept of files,
record and elements. An element (also called data item, field; item,

elementary data item, data element) is the smallest piece or gquanta of
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logical cqomprehension. A record is a logical, defined collection or
_group of elements; (This is similar to the PSL ENTITY.)‘ A file is a
logical, defined collection or group of'records; (This is similar to
the PSL SET.) The adjectives, “1ogica1f and fdefined“ above mean that
the designer or originator of the record or se% chooses what elements
have the property of being members of that record or set. SimilarIy;
the originator of the file has defined what records are logically members
of the fi]e--even if physically they are not part of the file. The term
"information" is often used without defining its real meaning. Define
information in terms of three elements: entities, attributes and values.
(This is not to be confused with the PSL use of these terms.) Entities
are (usually) objects. Entities possess certain characteristics or pro-
perties which distinguish them, uniquely, from all other entities. The
distinguishing properties are identifiers. Entities possess other char-

acteristics or properties known as descriptors. A descriptor is an attri-

bute/value pair. An. object (entity) is completely defined in terms of

attributes and values.

EXAMPLE: Johnny's Bicycle

Attribute Value

Model Tricycle
Color Red

Brand Acme

Owner Johnny Smith

Class of "thing" Bicycle
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Note that in this example a unique descriptor,.an identifier, may be
missing. Note also that many attributes may have no meaning for Johnny's
bicycle--nuyuor of doors; rank, horsepower:

ANOTHER EXAMPLE: John Smith, Sr.

Attribute Value

NAME Smith; John Henry; Sr.
SSAN 299-40~3354

'RANK 0-3, Captain
DEPENDENTS 3

UNIT Company A

SSAN (social security number) is a unique identifier, above. This can be

shown in three dimensions:

>

VALUE

red>

Johnny's Bicycle

/

ATTRIBUTE

ELEMENT

Figure 25; An Element
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Although therg may be many rgd bicycles, even many of Johnny's bicycles,

a unique identifier such as SSAN will map to only one point:
AN

233-44-5566] VALUE

"~

| 209-40-3354
s 1 I VALUE

ATTRIBUT

>

Figure 26. Two Elements
NOTE: Element 1 has SSAN 233-44-5566 name John Henry Smith, Sr.
Element 2 has SSAN 299-40-3354 name John Henry Smith, Sr.
The attribute SSAN is unique, the attribute name would map to the same
point for both elements.

In light of the above descriptions, data base design may be defined
as (1) defining a subset of the information space and (2) creating con-
venient paths between elements, i.e. the appropriate elements are defined
(in terms of entity, attribute and value), an access method is chosen;
and its relative location in the data base is determined. The data base

design process will be considered in two stages, record design and set
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dgsign. Record dgsign is thg grouping of data e]emgnts into records.
Set design is determining which records belong to what sets and how they
can be accessed;

There are two major sources of potential record design. The user
specifies information which is related to other information (in PSL via
GROUP and ENTITY statements). The second source of record design is from
an input/output analysis of the processes defined in the PSL. Basica11y;
data items which are input or output together may be considered for
grouping records.

The objective of record design is to minimize transport volume sub-
ject to storage restrictions. Transport volume is the amount of data
which must be input and output to perform a given process. Each grouping
of data items into a record has impact on the transport volume. One
extreme of design would be to have each data item as a separate record.
The disadvantage of this approach is the overhead associated with each
record header. The other extreme, grouping all data items into one
record, would minimize record overhead, but all data items would be input
and output (with the record) even when they are not needed. Clearly a
formal model and definition of transport volume and record design is
needed.

Swenson[37] preésents a formal approach to cesign evaluation. A for-
mal approach for the design of record, i.e. the grouping of data items
(ELEMENTS in PSL) into record types (ENTITIES in PSL) is presented below.
A discussion of the impact of design techniques on the DID and RSM will

follow.
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" Record Désign

DATA. 1TES
Let Dy 1 =1 ... n be all the data items in the system.
Let DL; be the length of each occurrence of Dj.
Let M; be the number of times Dj appears in one occurrence.
(zg:ieg?Tber is usually one. An average may be used if M;

Let W; be the overall number of occurrences (i.e. volume)
Of D‘c
i

Let U; be the number of times each occurrence of Dy is
updated during a given processing cycle.
RECORD TYPES

Let Rj j=1... k (k unknown) be the number of record
types. (Any group of 1 to n data items is a record type.)

0 if data item i is not in record type j.
LetDRij*{ . e e .

1 if data item § is in record type j.
Let RLj be the length of an occurrence of record type j.
RL; = iz_'l]J_n:nh DR;; DL; My +H + Pt

Where H is the overhead for record header information (usually four

words).ﬁt js an estimate of the overhead associated with set member/owner
pointers. Tﬁere are three words of storage for each member/owner pointer.
Each member pointer consists of a word for previous member record, owner
and next member record. Each owner pointer consists of a word for the
first member record, last member record and number of member records. Pt
is equal to three times the estimated number of sets that a given record
type is owner/member of. Since set structure hasn't been determined at

this point, Pt equal to 6 or 9 may be a useful estimate.



Let Py be the K'th process

Let Vk be the volume of P (i.e; the number of times Pk
occurs with a given cyc]e%.

The Data Item/Process Incidence Matrix is defined to communicate the
usage of data items (figure 27).
1 if D; is input to Pk
Let DPik = (-1 if D; is output from Py
0 otherwise
The Record Type/Process Incidence Matrix is derived from the above
(Figure 28).
1 if there exists an i such ahat DPjDR;; =1
-1 if there exists an i such that DpikDRij = -]
Let Rij = . .
2 if both of the above conditions hold
0 otherwise
The first attempt at solution to this problem--find records for the
K'th process to minimize transport volume (TV) would yield 1 input record
containing all data items which are input to the process and one single
output record containing all data items which are output. This approach
fails because the interaction with other processes and redundant storage

and updating are ignored.

To avoid this pitfall the following is added to the definitions:

Let Im m=1... p be identifiers to data items.
T if I_ is an identifier for D.
m i
0 otherwise

Let ILm be the length of idenfifier Im.
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Figure 27. Data Item/Process Incidence
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Record 1 consists of I1 I2 I3

Record 2 consists of 17 I5 I4

Record 3 consists of I6 18 I9 I]O
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PROCESS 7

INCIDENCE MATRIX
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Y
®

2 3 4 5 6 7 8 9 10

11

12

RECORD TYPE -1
2

Figure 28.

Record Type/Process Incidence
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§stab1ish a kronecker delta, d:

d =

{j if record type j is identified by I
im '

0 otherwise

djm = 1fi§¥¥h DRij IDim # 0.

Record length is then redefined as:

RL; = SUM DR;s; DL, M: + H+ Pt + SUM d.. IL
J 'i:-:TTn 13 11 i=T,m Jm*=m

We wish to group data items into records such that:

minimize TV %%ﬂ_(abso]uté value of) RPjy RL; Vi + UjWiDRy5RL,

processing volume + updating volume

Redundancy, a data item appearing in more than one record type is
costly in that maintenance and updating must be performed on each (redun-
dant) record. Assuming that redundancy will not be advantageous sim-
plifies the record design problem,

minimize TV = %%ﬂ (absolute value of} RPjKRL 5V,

subject to DRij = 1 (no redundancy)

No closed form solution to this problem has been found. Certain simplify-
ing assumptions may be useful before attacking a practical method for
record design.

Let Ci be the cycle (time-cycle) associated with data item i. Cycles
may be arbitrarily defined (twice/week, six times per month, bi-annually,
etc.); their effect on record design is that no record can contain data
jtems with more than one cycle. (The record is said to have the same
cycle as the data items which it contains.)} Thus a first partitioning of

the data items may be made on cycles. The problem then becomes to find
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thg‘minimum tranqurt yo1ume for the data items, record types and pro-
cesses within a given cycle. The total transport volume being the sum of
the TV for each cycle.

The second partitioning may be done by identifier; all data items
within a given record type must/should have at least one identifier in
common. There may be pathological circumstances where the rule fails,
but this assumption will be valid nearly all the time.

The PSL problem definer in specifying GROUPS, INPUTS, OUTPUTS and
ENTITIES has provided candidates for record groupting: A sophisticated
user may well define ENTITIES which map directly into record types. How-
ever, caution must be taken that the user specification is not binding on
final design, only suggestive.

Let G; be the GROUP (if any) that a data item belongs to.

Let Ei be the ENTITY (if any) that a data item belongs to.

Let S; be the INPUT or OUTPUT (source or sink) that a data item
belongs to. Since all of these can be structured into parts, the added
restriction that only one INPUT or OUTPUT can go between a PROCESS and a
REAL-WORLD-ENTITY. A 1ist of potential candidates for inclusion into a
given record is now created. Consider the WEEKLY-PAYROLL-HOURLY-PROCESS
(and its subparts) which performs the weekly payroll processing for hourly
(wage-rate) employees. First an exhaustive 1ist of the objects (PSL
INPUTS, OUTPUTS, ENTITIES, PROCESSES, GROUPS, SETS, ELEMENTS and REAL-
WORLD-ENTITIES) in this part of the system is needed. PSA would provide

this Tist via a simple command.
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RFAL-HQRFD-ENT;TIES

‘PAYROLL-PROCESSING-OFFICE

1.
2, EMPLOYEE-BENEFITS-OFFICE
3. TAX-ACCOUNTING-OFFICE-EMPLOYEE-DIVISION
4. EMPLOYEE
5. UNION-LIAISON-OFFICE
6. FEDERAL-GOVERNMENT-SOC-SECURITY-OFFICE
7. FEDERAL-GOVERNMENT-INTERNAL-REVENUE~SERVICE
8. MANAGEMENT-INFORMATION-SERVICES~DATA-COLLECTION-OFFICE
PROCESSES
1. WEEKLY-PAYROLL-HOURLY-PROCESS
2. WEEKLY-PAYROLL-HOURLY~PAYCHECK-PROCESS
3. WEEKLY-PAYROLL-HOURLY-SOC-SEC-PROCESS
4. WEEKLY-PAYROLL-HOURLY-TAX-PROCESS
5. WEEKLY-PAYROLL-HOURLY-DEDUCTIONS~PROCESS
6. WEEKLY-PAYROLL-ALLOTMENTS-PROCESS
7. WEEKLY-PAYROLL-DISBURSEMENTS~NON-TAX-PROCESS
8. REG-HOURS-COMP
9. REG-PAY-RATE-COMP
10, OVT-PAY-RATE-COMP
11. OVT-HOURS-COMP
12. REG-PAY-COMP
13. OVT-PAY-COMP
14. GROSS-PAY-COMP
15. LOCAL-TAX-COMP
16. STATE-TAX-COMP
17. FED-TAX-COMP
18. SOC-SEC-COMP
19. ALLOTMENTS-COMP
20. HEALTH-BEN-COMP
21. RETIREMENT-COMP
22, LOCAL-TAX-YTD-COMP
23. STATE-TAX-YTD-COMP
24. FED-TAX-YTD-COMP
25. SOC-SEC-YTD-COMP
26. DEDUCTIONS-COMP
27. NET-PAY-COMP
28, ALLOTMENT-TOTAL-COMP
29, SICK-LEAVE-YTD-COMP
ENTITIES
1. YEAR-TO-DATE-TOTALS-EMPLOYEE
2. YEAR-TO-DATE-TOTALS-COMPANY
3. YEAR-TO-DATE-TOTALS-DEPARTMENT
4. EMPLOYEE-PERMANENT-INFORMATION
5. LOCAL-TAX-INFORMATION-EMPLOYEE
6. STATE-TAX-INFORMATION-EMPLOYEE
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INPUTS

1. TIME-CARD-DOCUMENT

2. BONUS-INITIATION
OUTPUTS

1. PAYCHECK

GROUPS

1. TIME-CARD

2. EMPLOYEE-ADDRESS

3. STATE-TAX-DATA

4, LOCAL-TAX-DATA

5. EMPLOYEE-SOC-SEC-DATA

6. EMPLOYEE-TAX-INFORMATION
7. PAY-RATE-TABLES

8. EMPLOYEE-YEAR-TO-DATA-INFORMATION
9. EMPLOYEE-ALLOTMENTS-DATA
10. HEAL-BENEFIT-DATA
11. UNION-DATA
12. RETIREMENT-PLAN-DATA
ELEMENTS

1. TIME-IN

2. TIME-OUT

3. NORMAL-PAY-RATE-CODE

4. OVERTIME-PAY-RATE-CODE
5. SOC-SEC-YEAR-TO-DATE-EMP
6. HOURS-WORKED

7. SOC-SEC-FED-PERCENT

8. SOC-SEC-CEILING

9. LOCALITY-NAME
10. STATE-NAME
11. STATE-TAX-YEAR-TO-DATE-EMPLOYEE
12. STATE-CODE

13. STATE-TAX-AMOUNT

14. LOCAL-TAX-YEAR-TO-DATE
15. LOCAL-TAX-AMOUNT

16. BONUS

17. LOCALITY-CODE
18. EMPLOYEE-SSAN

19. EMPLOYEE-STREET-NUMBER
20. EMPLOYEE-CITY-STATE-ZIP
21. NUMBER-OF-DEPENDENTS

22. NUMBER-OF-ALLOTMENTS

23.  ALLOTMENT-AMOUNT

89
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24. QVERTIME-PAYRATE

25. OVERTIME-PAY -

26.  OVERTIME-HOURS

27. REGULAR-PAYRATE

28. REGULAR~-HOURS

29. REGULAR-PAY

30. UNION-DUES

31. SUPERVISORS-SSAN

32. RETIREMENT-PLAN-CODE

33. RETIREMENT-DEDUCTION=-AMOUNT
34. DEPARTMENT-NUMBER

35. DIVISION-NUMBER

36. HEALTH-BENEFIT-PLAN-CODE
37. HEAL-BENEFIT-PLAN-AMOUNT
38. JOB-SKILL-CODE-EMP

39. SICK-LEAVE-REMAINING

40. SICK-LEAVE-USED-THIS-PERIOD
41. GROSS-PAY

42. NET-PAY
43. DEDUCTIONS
44. FED-TAX

45. FED-TAX-YEAR-TO-DATE

46. EMP-PROMOTION~CLOCK-DATE

47. EMP-COMP-START-DATE

48. FED-TAX-RATE

49, SOC-SEC-DEDUCATION

50. NORMAL~HOURS

51. TOTAL-ALLOCATIONS

52. STATE-TAX-RATE

53. LOCAL-TAX-RATE

The first task is to better organize the information available.
The REAL-WORLD-ENTITIES can be compared with the INPUTS and CUTPUTS.
The INPUT TIME-CARD-DOCUMENT has no source. A REAL-WORLD-ENTITY
(number 9) DEPARTMENT is established. Similarly Figure 29 shows that
" the majority of REAL-WORLD-ENTITIES have neither INPUTS nor OUTPUTS.
This indicates that the PSL statement is incomplete. Continuing, the
PROCESSES can be drawn to show the structure involved (Figure 30). The
process flow yields the required INPUTS, OUTPUTS and/or ENTITIES.

Figure 31 shows this flow and identifies newly created objects.
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Figure 29. RWE/INPUT, RWE/OUTPUT MATRICES
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Figure 30. Process Structure
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Thg.prchss fiqw and thg assqciatgd data flqw in Figure 31 begin
to point out certain deficiencies in the PSL; both in éontents and in
form; First of all ENTITIES and GROUPS (and SETS if they were used) are
defined in a rather arbitrary fashion by the problem definer. Analysis
of the data flow requires that the data be as unstructured as possible.
Although GROUPS are useful concepts for describing the information, the
_grouping which they apply is arbitrary (user defined) and must not force
the final data structure (as output from system design). Similarly,
ENTITIES and SETS, although frequently specified by the user and left
unchanged by the design process, should not force design. The example
also shows problems with expressing arrays and tables (such as GROUP 7,
PAY-RATE-TABLES); this is both a shortcoming in the current PSL imple-
mentation and a possible matter involving the understanding of PSL by
different users. The RSM should choose a single method for describing
an array or table then provide forms oriented towards describing the
array or table and finally a translator module which will best express
this structure in the PSL.

Before beginning a detailed attempt at record design, the process
structure and flow should be considered. The structure implied is that
the seven processes originally specified identified tasks or groups of
processes, as in an overview. Processes 8 thru 29 are the breakdown
into more elementary processes. PROCESS 14, GROSS-PAY-COMP (computation)
is both visually and via precedence analysis central to the overall pro-
cess. ELEMENT 41, GROSS-PAY, the output of this process is also very
critical. The user specification of document (INPUT or OUTPUT) contents

becomes an important consideration here. If the PAYCHECK is required to
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Figure 31. Process Flow
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show GRQ§$-PAY in addition to NET-PAY, GROSS-PAY becomes an important
consideratfon here. If the PAYCHECK is required to show GROSS-PAY in
addition to NET-PAY;‘GROSS-PAY becomes part of an output; On the other
hand if a PAYCHECK showing only NET-PAY is acceptable, GROSS-PAY would
be an internally used ELEMENT which is never output or input. The
effects of document contents on the target system is via data structure
and grouping (record design); For examp]e; if a report describing a
PART required the pay classification of the employee who packed it, a
PART oriented record (or set) might have to add employee data to it, and
updates of employee pay classification would have to be posted to the
part oriented record(s) in addition to the employee oriented file.

Another form of analysis for record design is REAL-WORLD-ENTITY(RWE)
source/destination analysis of the ELEMENTS. Figure 32 attempts to show
the relation of RWE's to ELEMENTS in matrix form. It can be seen that
RWE 1, PAYROLL-PROCESSING-OFFICE, is the source of nearly all the ele-
ments and over half of the outputs from the system also go to this
office. Thus an analysis based on this flow may be hindered by poor
input data or input data which leaves 1ittle basis for discrimination or
grouping.

An anaiysis of the flow of elements into and out of process using
incidence matrices may also be a useful approach. Nunamaker[28,29] dis-
cusses this in addition to the grouping of processes based on data flow,
etc. Ho[30] emphasizes the use of history (ADS history elements are
equivalent to master files in a physical representation) elements for
record design. He states, fLogical data base design examines the set of

history relational structures used by each program module [group of
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prchssgs] in qrdgr tq.dgriyg the 1qgica] relationships among the struc-
tures that would bg represented in the data base; ‘For each program
module, the history relational structures that are used by the module
are partitioned into classes characterized by identifier sets of and by
the processing cycle of the relational structures belonging to the class.
Then, each partition class is analyzed for logical relationships char-
acterized by the identifier sets of the structures belonging to the
c]ass.f Although following these and similar concepts may frequently
produce a "good" design, no closed form solution to the record design
problem has been found. An approach analagous to the clustering methods
of AID, THAID and MNA may be a useful search tool to search through and
evaluate various alternative groupings of elements into records. Chap-
ter five explores this in greater depth. Emphasis on the RSM approach
is enhanced when feedback from various design methods indicates possible
fcosts“ associated with given record design based on user (problem

definer) stated requirements for outputs, etc.

Set Design

With the use of a data base, the set structuring problem becomes
one of satisfying each user in providing him with data structured as he
sees it. In the language and concepts of the CODASYL committee, each
user should be allowed to express the way he sees the system (thus devel-
oping sub-schemas) and the design process will then develop a schema
which is satisfactory to all users. The restraint this puts un the user
is that he be consistent (with his other pronouncements) and complete in
his Data Description Language (DDL) specification of the sub-schema; It

may be advisable to incorporate a cost/benefit approach into the
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prchdurg fqr chgcgjng qf sub-schgma in rg]atiqn to other sub-schemas.

Is it worth the cost to a]]ow.a single user to view the data in a frame-
work which is radically different from everyone else? The RSM will

allow for feedback in this area. A general approach is to allow every
user his own (consistent and complete) sub-schema. The first attempt at
designing a schema is then the union (or combination) of the sub-schemas.
Each sub-schema represents data structure via either tree or plex struc-
tures. Figure 33 shows a simple tree structure. and the corresponding

precedence matrix and reachability matrix representations.

A PRECEDENCE MATRIX
\ _ ABCDE
| I A 1 1
B C B
l ¢ 1 1
™ -1 D
D E E

REACHABILITY MATRIX

A B C D E
A 1 1 2 2
B
c 11
D
E

Figure 33. Tree Structure and Associated Matrices
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A sgcqnd trgg structurg (frqm a second sub-schema) can then be
addgd tq.the éXisting sub-schema in order to form a schema. Figure 34
shows such an addition. If we discount loops, the matrix representa-
tions are still useab]e; Figure 35 shows a representation which includes
a loop. As the combination of sub-schemas yeilds more cdmp]ex struc-
tures, plex and cross-reference structures may occur; A plex is a struc-
ture where more than one relation may link two objects; (In a tree the
owner/member relation is the only Tink.) Figure 36 shows a cross-refer-

ence structure. Figure 37 shows a plex structure and the equivalent

tree representations.

Plant
Division
ijice
Slot

(stot record) *STot-Number, STot-Skill1-Code, Slot-Skill-Level,
' Slot-Pay-Grade, Slot-Name, Slot-Occupant-SSAN
//
/
e

/
(employee record) *Employee-SSAN, Employee-Name ....

[*Identifier]
Figure 36. Cross-Reference Structure

The set design process must resolve Toops (conflicts among sub-
schema) and accommodate plex, cross-reference and other complex struc-

tures. The resolution of a Toop such as that in Figure 35 is
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PRECEDENCE MATRIX
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PRECEDENCE MATRIX
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Figure 34. Combining Two Sub-Schemas.
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D PRECEDENCE MATRIX
~— C DG K I
6 H
I—'L-'l c :
¢ I D 11
o G
Sub-Schema 3 uh 1
I
A
|
r |
, ? 19' PRECEDENCE MATRIX
F b E ABCDETFGHI
.—-J—-, A 11
€ T B 1
1 c 11
. D 11
;(’ Resulting Schema E
F
6
H 1 1
1
REACHABILITY MATRIX
ABCODTETFG GH:I
Al 1012 22333 [4] via I
B [3]1 12 2 3 [3] via 1
c 11 2 2 3
D [2] 11 2 [2] via I
E
F
o LOOP CD>H
M (13 1 H>C
I

Figure 35. Schema With Loop
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PLEX STRUCTURE s

Plant
DiYision
Ofiice
Slot
_______ ———
[eligible] [choosen]
_______ —_— o~

{record) Em? oyee

“*EMPLOYEE -SSAN, EMPLOYEE-NAME, EMP-SKILL-CODE, EMP-SKILL-LEVEL

TREE_STRUCTURE

Pl?nt

Diyision

Oﬁfice

Slot

- |
Eligible-Employee Choosen-Employee
(record)...as above (record)...as above

ALTERNATE TREE STRUCTURE
Plant
J..
D1y1s1on
Office
|
Slot

(record) Eﬂp1oyee

. ¥Eligible/Choosen-Code, *EMPLOYEE-SSAN, EMPLOYEE-NAME

[*Identifier]

Figure 37. Plex Structure
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accomplished by either having a second (copy) occurrence of the set C or
a total reevaluation and restructuring of the data base schema. This
will involve the RSM in asking the user to redefine the sub-schema or
evaluating new sub-schema alternatives (based on other sub-schema and
the schema). If, for example, sub-schema 1 was respecified so that set
D was owned by B, not C, a new schema might be found (Figure 38).

An important concept in data base schema design is the establish-
ment of 1inks among the sets. Figure 39 shows a network structure with
various additional links. Should, for example, the 1ink from U.S.A.
directly directly to Individual be maintained in the schema. A formal
approach to solving this important problem is now presented. This
approach is (1) to find the minimum structure (2) determine the cost/
benefits of alternative links and (3) to choose from among the possible
links.

Finding the minimum structure involves reducing the network back to
a tree (if possible). First the precedence matrix is obtained. The
reachability matrix is then derived. The precedence matrix is then
modified so no relation Pij = 1 exists for any i and j where the Rij #0
(excluding the direct precedence itself). Figure 40 shows such a reduc-
tion. The determination of this minimum structure is done via a matrix
operation similar to Nunamaker's[27] use of the Warshall algorithm[48]
in determining reachability. A reachability matrix is formed using the
maximum (as opposed to minimum) reachability. Then if R;j #1 [R' is
used to indicate this new reachability matrix.] and P;; = 15 P45 is an
extraneous 1link and set equal to zero. This method will not reduce the

network to a tree if “"ties" exist. That is if there are two or more

nodes i which directly precede node j--i.e. j has multiple owners.
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Sub-Schema 1 (revised)
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c_ w—
m_ n_ﬂ

Revised Schema
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Y
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PRECEDENCE MATRIX
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1.1

Figure 38. Revised Sub-~Schema/Schema
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SCHEMA

//_ul.s.A.

Federal
Reserve
District

Individua

SUB-SCHEMAS (sample)

U.5.A. U-5.A. U.S.A.
Federal  state £1p Code
feserve, street
State gf:iﬁggt Address
U.S.A. State State
Individual InJividua] County
cily

Figure 39. A Complex Network
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ORIGINAL STRUCTURE

- X MmO O W

A
| 3 H
- : \
l |
D E F G
o
H I
PRECEDENCE MATRIX
ABCDETFGH.I
1 1
11 - 1 R* MAX REACHABILITY MATRIX
L ABCDETFGH.I
A 11222223
11 B 11222
c 112 2
D
E 1
F 11
G
MINIMUM STRUCTURE H
A I
B c
D E\ F G
i I

Figure 40. Reducing to Minimum Structure.
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The cost of establishing {(or re-establishing) an additional Tink
(set ownership/membership) involves the pointers required to maintain
this Tink and the associated storage and update costs. In general three
such pointers are needed; a pointer to the owner record, one to the
prior record and one to the next record. Swenson[37] shows this in
Figure 41. The benefit associated with an additional 1link involves the
speed and simplicity of access. This determination begins with the
determination of the volume along any 1ink.

Let Vij be the volume (for a given period) of direct requests
(query or program) for access to records in j within i--if i represents
State and jJ represents City, requests for City within State.

Let V*ij be the total volume (for a given period) of requests
(direct or otherwise) for access to records in j within i. Thus if
vik = 10 and the path from i to k is via j, V*ij is incremented by 10.

A procedure for the search and evaluation follows:

Step 1. Form the minimum structure representation (per above).

Step 2. Determine Precedence and Reachability matrices.

Step 3. Gather Vij from documentation in RSM.

Step 4. Determine which nodes have no precedence. (Pji =0
for all j indicates that i has no precedence.)’ These

are "lead" nodes.

Step 5. For each such node i loop through all nodes j with
R.. = 2. Determine V*ij = SUM (all k such that Rjk # 0).

iJ

Vi t Vij'
Step 6. Determine a threshold volume Vij (see below).
Step 7. If V*ij is greater than Vij add 1ink ij.
Step 8. Repeat Step 5 until no more lead nodes exist.

Step 9. Remove all lead nodes from the structure and procede
from Step 2 for all remaining structures.
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This procedure evaluates the cost/benefit of each additional Tink.
If the minimum structure is not a tree {i.e. ties have caused a network
representation) the determination of V* will be modified to include
only those following nodes which are more easily obtained via the cur-
rent node. Figurc 42 shows this situation.

The determination of V,the threshold, is a hueristic which involves
the difficulty of going from i to j (when 1ink ij does not exist). A
formulation which may be acceptable is one which takes in account the
difficulties at each point along the path from i to j, incorporates a
cost for added storage and allow a constant for "fine tuning" this
method:

ik * Dkj Reg)

X is a tuning constant.

S is a storage factor relating to the cost of pointers.
D%k is a difficulty factor for the access of k from i.

RkJ =0or ] (since R'ij = 2)
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4

OWNER
RECORD

Qo JI
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O
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RECORD
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L\

(e
MEMBER
RECORD
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)

Figure 41. Pointers[37]
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U.S.A. (A)
{
Federal
Reserve State (C)
District (B)
City (D)

Individual (E)

given: CD is an easier access path than BD.

V*ac AC

L]
[4,)
+
F -3
+
o
1l

w

Vg = Vpg = 5

Figure 42. Determining V* in a Network.
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CHAPTER V - USING RSM FOR DATA BASE DESIGN

Having used a "backwards" approach, developing the RSM to meet the
information requirements for the systems design process, the true test
of the RSM should be how well itserves the design process. The first
area of evaluation concerns data quality, aptness of presentation and
completeness. The RSM should yield an accurate picture of the require-
mehts. The ability of the RSM to communicate to the system designer
parallels the RSM's ability to provide feedback to the user (the sys-
tem specifier). The PSA outputs are most significant here. The sec-
ond area of interest is using the RSM in conjunction with SODA for
making specific design decisions. This includes data base design,
process design and grouping, and coding and implementation. Thus the
RSM must be evaluated as both a documentation and design tool.

The usefulness of the RSM for communication and documentation is
discussed in chapter two. The various picture reports, the formatted
problem statement and the data dictionary are most useful. A complete
discussion of the PSA outputs was previously cited [44,45]. The em-
phasis of RSM and PSA will focus on specifics, simply serving as a
good communication media is not sufficient. Given a complete and con-

sistent problem statement, the design process begins.
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Record Design Overview

The first portion of design corresponds with Nunamaker's SODA
approach[27,28]. The DID contains all of the information required for
the precedence and incidence matrices. The reachability matrices fol-
low as does the feasible process grouping matrix. A detailed explana-
tion of this phase of the design process is provided by Nunamaker{28].

In applying the methods of the previous chapter to record design,
the systems designer encounters a large combinatorial problem if he
takes the problem statement and "decomposes" the information provided
by the GROUP, ENTITY and SET constructs. Algorithms to solve this
problem would automate the record design phase of systems design while
beginning with all information at the DATA ITEM level--ignoring GROUP,
ENTITY and SET. The RSM can help a hueristic designer make the corre-
sponding transition from logical record design to physical system de-
sign--meeting user requirements but not allowing the user to make
physical design decisions. An evaluation of the RSM helping in this
transition follows.

The logical record design, primarily the specification of
ENTITIES, frequently maps directly into physical record design. The
problem definer has made decisions similar to that of the systems de-
signer in choosing entities-~similarities of useage, same identifier,
etc. The viable candidates for hueristic record design are those
entities with (1) identifiers in common and (2) DATA ITEMS in common

(figure 43),
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12

ENTITY A
T~

,/zz/—z””’ENTITY ’

* identifiers

Figure 43. Intersecting Entities

In figure 43 ENTITY A contains DATA ITEMS 1,2,3,4 and 6; and is identi-
fied by 6. ENTITY B contains DATA ITEMS 3,4,5,6,7 and 8; and is iden-
tified by 5 and 6. Figure 44 shows some possible physical record de-

signs which might be choosen.

DESIGN 1.
0
D;D505 : .
DESIGN 2.
D,D5040,0% D,D,DZ0ZD,Dg
DESIGN 3. '
D,D,Dg D;Db,D%DZ DEDED,Dg

DESIGN 4.

D1°2”3°4D§D€°7DD

Figure 44, Record Design Alternatives

Design 1 has each data item isolated with its identifiers. This
design would have minimum transport volume but maximum storeage re-
quirements. Design 2 has transformed the logical specification di-

rectly into the physical record design. Design 3 isolates the inter-
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section of the two user specified entities. Design 4 combines the two
user specified entities into one record. Using data item/process
incidence and process volume information, the transport volume associ-
ated with each of these four design alternatives can bevcomputed.

The Company 7 example used in chapter three and a PSL specification
of a similar payroll system will be used for a working example. Figure
45 shows the PSA generated process pictures which give an overview of
the processing being described. To aid in conceptualizing the system,
the DATA ITEMS incident to each PROCESS can be added. The consists
matrix report, figure 46, and the consists matrix, figure 47 provide
a view of the data structure showing which ELEMENTS are part of which
ENTITIES, GROUPS, INPUTS and OUTPUTS. Figure 48 shows this same infor-
mation in 1ist form. Figure 49 is a consists comparison report. This
information gives the system designer a partial set of design alterna-
tives. The current PSL does not provide sufficient identifier informa-

tion as an integral part of the above report.
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Figure 46. Payroll Consists Matrix Report
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CONSISTS COMPARISON REPORT

BASIC CONTENTS MATRIX
THE ROWS ARE THE GIVEN INPUT NAMES.

E S ARE THE %UNEST LEVEL OBJECTS
N IN THE ROWS, WITH INTERMEDIATE
UMNS

E
ARE GROUP NAMES, THEN THE
INCOMPLETE.

Ord  yanf

H
0
F A
EFI

HI
RO

CH _ARE
UPS IGNORED.

IF ANY COLUMNS ARE AMBIGUOUS NAMES, THEY ARE POSSIBLE ELEMENTS,

ROW NAMES
1 employment—termination=form INPUT
% hourly=employment=form INPUT

salaried-employment=form INPUT
4 tax-withholding=certificate INPUT
5 time=card INPUT
6 error=listing QuUTPUT
7 hired-employee~report QUTPUT
8 hourl —emp|o{ee-report guYPUT
G pay=statemen QuUTPUT
0 salaried=employee-report DUTPUT
1 terminated-employee=report QUTPUT

SWNFO DD NS W O OO~ NS WM™

POPOINV PO Freb b ot ok o ot ot ok o o

COLUMN NAMES

syrhame

initial

first=name
social=security=number
termination~date
employee=identification=-number
employment-status

sex

birtndate

house=number

street
agartment-number

clt

state

zip=code

phone

Job~=title
pay=rate
current=dste
employment=date
Job=number
pay=-grade=code
supervisor
department

Figure 49. Payroll Consists Comparison Report
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Record Design Hueristic

The first task is to develop a heristic for record design based on
the PSL, primarily using the consists matrix report (figure 47). The
first portion of the procedure simplifies the matrix and searches for
candidates for inclusion into records. This is an expansion of the

method discussed earlier in this chapter.

Step 1. Remove all rows which correspond with GROUPS.

--In this example remove rows 51 through 62.

Step 2. Revise the consists matrix to retain the information lost by
deleting the GROUPS in step 1. This yields a matrix with only DATA
ELEMENTS in the rows. For each GROUP determine the row j and the
column 1 which correspond with it. 'For any DATA ITEM represented by

row i, the row/column incidence Iik is expanded as follows:

1]

Lig = 1 if there exists j such that Ijk Iy = 1.

NOTE: Since the only states of the matrix are 0 and 1, these
states are denoted by a blank and an asterisk, respectively.

--In this example the DATA ITEM incidence with the INPUTS and
OUTPUT is established. To see thi§ compare the consists matrix (fig-

ure 47) with the revised consists matrix (figure 50).

Step 3. Note any columns which are identical and reorder the columns,
grouping those which represent ENTITIES, GROUPS, INPUTS and OUTPUTS.

--In this example columns 6 and 19 are combined.
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Entities Groups Inputs Outputs
1 21 3 465 6 7 8101213151618 9 1417 23 24 19 20 21 22 25 26
1 x x
3 X
9 x X
12 X X X
15 X X x b 3
16 % X x X
21 X X X X X x
26 x X
28 b I X
9 x x X
32 x X X
33 X X X
39 X X X X X X x x
42 -
44 F S X X
46 X . X
49 x x 3 X
16's
1 x x X X X X
2 X X
3 X X
4 X
5§ x x X X X X X X X X x X XA X X x x
6 X
7 X
8 x
identifiers
4 X X X
13 X X X X X x X
14 x x x X X X X X X X X X X X X X X x X X X X %

132

Figure 50.

Revised Consists Matrix
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Step 4. tLocate possible identifiers and isolate these rows at the bot-
tom of the matrix.

--The identifiers found are:

row 4, CHECK-NUMBER

row 13, DEPARTMENT

row 14, EMPLOYEE-IDENTIFICATION-NUMBER

row 39, SOCIAL-SECURITY-NUMBER

A design decision must be made as to whether EMPLOYEE-
IDENTIFICATION-NUMBER or SOCIAL-SECURITY-NUMBER, or both, should be the
identifier(s) for the various columns. This may cause a slight revi-
sion of the logical system specification and will have significant
effect on the performance of the resulting system. The decision made
is that EMPLOYEE-IDENTIFICATION-NUMBER be the identifier; SOCIAL-
SECURITY-NUMBER will remain a DATA ITEM contained in various records.

Step 5. Find rows which are identical to other rows and combine these
forming "temporary-groups" (TG's). If any of these TG's correspond
with an existing columns (GROUP, ENTITY, etc.) be sure to note this.
Name the TG's for clarity.

--The following TG's are formed:
TG 1. 2 523 40 43 50 [DATA ITEMS] Corresponds with ADDRESS GROUP.
T6 2. 3538 To be called MISC-EMPLOYEE-DATA.
TG 3. 6781011 To be called CUMULATIVE~PAY-DATA.
TG 4. 18 19 41 48 To be called PAY-TG.
TG 5. 20 24 45 Corresponds with EMPLOYEE-NAME GROUP.
TG 6. 22 31 36 Corresponds with TIME-CARD GROUP.
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TG 7. 25 34 To be called JOB-PAYRATE-TG.
T6 8. 30 37 47 Corresponds with DEPARTMENT-RECORD- ENTITY.

Step 6. Form a revised consists matrix. Use the TG's instead of the
individual DATA ITEMS. Give each DATA ITEM and TG the same column
incidence as the GROUP(S) it is a member of, i.e. if row i belongs

to column j and the corresponding row 1 in the original matrix belongs
to column k, then row i now belongs to column K.

--Figure 50 is the resulting matrix after steps 1 through 6.
Note: when column j (a GROUP) is a subset of column k (an INPUT,
QUTPUT, ENTITY or GROUP) and DATA ITEM i is a member of this same
GROUP j then DATA ITEM i is also contained in column k (per above).

Step 7. Partition the problem by identifiers and timing information
forming an identifier incidence matrix.

--The matrix (Figure 51) shows that EMPLOYEE-IDENTIFICATION-
NUMBER "dominates" this problem. In this example, little is gained
by partitioning. In many examples timing information (weekly vs:
annual reports, etc ) may be most useful in partitioning a large
record design probiem. Historical data, usually in ENTITIES, is

frequently seperated from more volatile data in this manner.

Step 8. Form a consists comparison matrix and determine which columns
are subsets of others, also which are highly similar.

~--Figure 52 is the matrix formed.

Because of the formulation of this example, groups which were
represented by rows are subsets of INPUTS or OUTPUTS. The following
is a listing of GROUPS followed by the INPUTS or OQUTPUTS which they
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Entities Groups

Inputs Qutputs T16's
914172324 192021222526 123456178

1 211 3 45 6 7 B1012131)51618
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x x 0 X oAk N h k ko k) O Pk Kk W * * * * x 000000
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Figure 51. Identifier Incidence Matrix
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Figure 52. Augmented Consists Comparison Matrix
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are subsets of:

(GROUP) (is a subset of...)
5 CHECK 19 PAY-STATEMENT (OUTPUT)
16 ERROR-LISTING-ENTRY 20 ERROR-LISTING (OUTPUT)
13 H-EMP-REPORT-ENTRY 21 HOURLY-EMPLOYEE~REPORT (OUTPUT)
15 HIRED-REPORT-NETRY 22 HIRED-EMPLOYEE-REPORT (OUTPUT)

8 HOURLY 23 HOURLY-EMPLOYEE-FORM (INPUT)
4 PERSONAL-DATA 23 HOURLY-EMPLOYEE-FORM (INPUT)
4 PERSONAL-DATA 24 SALARIED-EMPLOYMENT-FORM { INPUT)

12 S-EMP-REPORT-ENTRY 25 SALARIED-EMPLOYEE-REPORT (OUTPUT)
10 SALARIED-JOB-DATA 24 SALARIED-EMPLOYMENT-FORM (INPUT)

7 TERM-REPORT-ENTRY 26 TERMINATED-EMPLOYEE-REPORT (OUTPUT)
6 PAY-STUB 19 PAY-STATEMENT (QUTPUT)

The following information is also directly available from the matrix:

(Column) (is a subset of ...) (is highly similar to ...)
1 - 2
2 ]
3 1 2 4 7 10 9 23
24 26 .
4 - 2 7 23 24 26
5 6 19 1 2
6 19 (equals)
7 .- 1 26
8 23 10 24
10 23 24
12 13 21 25 1 2 6 7
13 21 6 12 25
15 22 19 23 24 26
16 4 7 15 17 23 19 6 7
20 21 26

18 1 2 45 6 12 13
: 15 16 9 23 24 19
20 21 22 25 26

9 1 2 23 24 26

14 --

17 1 2 7 26

23 -- 24

24 23

19 6 (equals)

20 4 6 7 15 16 23 24

21 13 25 21

22 15 21 6 7 26 23 24 19
25 12 13 21

26 7 1
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Step 9. Using the results of Step 8 gather alternative record designs

and evaluate them:

A. Consider the data incident to given processes.

B. Determine alternative record combinations.

C. Evaluate the alternatives.

--A. (example) PERSONAL-DATA (Column 4) is incident to various
processes.

B. Alternative 1, column equais record.

DATA ITEMS 3, 39, 14 (Identifier, EMPLOYEE-IDENTIFICATION-

NUMBER) plus Temporary Groups 1, 2 and 5.

Alternative 2, complete fragmentation with identifier (14)
duplicated.
Record 1. TG 1 ( = column 3) ADDRESS GROUP plus identifier
Record 2. TG 2 (MISC-EMPLOYEE-DATA) plus identifier
Record 3. TG 5 ( = column 18) EMPLOYEE-NAME GROUP plus
identifier.
Record 4. DATA ITEM 3 (BIRTHDATE) plus identifier
Record 5. DATA ITEM 39 (SOCIAL~SECURITY-NUMBER) plus

identifier..

Alternative 3, a combination.
Record 1. TG 1 plus identifier
Record 2. TG 2 plus DATA ITEMS 3, 39 plus identifier
Record 3. TG 5 plus identifier
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The five possible records shown in alternative 2 can be considered
five items to be grouped, five, four, three, two and one item at a time,
thus generating all possible atternatives. Record size restrictions
may, however, reduce the number of alternatives.

C. Evaluating an alternative involves computing the transport
volume, storeage costs and the maintenance costs for the given

alternatives.

Clustering Methods and Record Design

The problem encountered in determining record design is one of
size. The possible record design for a system containing N DATA ITEMS
is equal to the number of groups, of any size 1 through N, which can
be derived from these DATA ITEMS. This number of possible design al-
ternatives quickly grows. For a system with only five DATA ITEMS the
number of alternatives to be considered is over 60; for any IPS with
as few as 50 DATA ITEMS, the number of alternatives is too large for
enumerative methods.

The clustering methods proposed would begin with either (1) DATA
" ITEMS as individual items, (2) a partitioning of DATA ITEMS either by
identifier or timing requirements per step 7 of the record design
hueristic described in the previous section or (3) after step 9 of the
hueristic with each item being, itself, a grouping which will be
involatile.

The first problem with using a clustering method is defining the
proper distance or stress measure. For record design the "wasted" or
excess transport volume incurred when a DATA ITEM or GROUP is added to

another GROUP is the appropriate measure. Unfortunately this measure
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is not completely additive. The following derivation explains the
distance measure used.

Consider items to be DATA ITEMS, Di i=1, N.
A "commonality" of the process incidence must be found. That is the
number of processes which the DATA ITEMS are concurrently incident or
not incident to. The incidence matrix (Figure 53) shows which items i
are input (Iij'= 1) or gutput (Iij = -1) from a given process j. The
commonality matrix (Figure 54} shows how many times two items have a
common incidence. Cij is this number, Cii is the row sum for item i
in the incidence matrix. The commonality matrix is, of course, sym-
metrical, Cij = cji . The asterisks indicate a commonality defined as
negative infinity--the two items may not be grouped. This situation

occurs when an item is input to a process from which the other item is

output. The anti-commonality is defined as follows:

1 0 i=3j
* (infinity) Cij = %

Thus the anti-commonality, A.., gives the "waste" or added transport

1
required wheﬁ jtem i is grouped with item j (Figure 55).

Having developed a concept of commonality and anti-commonality,
the distance measure or stress can be derived from the incidence matrix.
This measure now determine how frequently item i would be "dead weight"

in processes which item j is incident to and vice versa. The measure

is then multiplied by the appropriate volumes and record sizes:
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Item/Process
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Figure 53. Sample Incidence Matrix
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Let C'..\ ={:} if 1;,=0 and I, =1
otherwise

Let Vk be the volume of PROCESS k.
Let Ls be the length (size in wards) of item i.

Define Stress, S;; = §%ﬂ_ Clijk Ve by §%ﬂ_ C'ijk Ve Lj_

The problem with this stress measure is that after any initial
clustering, the new stress measure must be recomputed. If, for example,
jtems 1 and 2 are combine, the stress between that grouping and item 3,
i.e., the "waste" of adding item 3 into that group must be computed--
it is not a function of 513 or 523. It is necessary to recompute the
C', commonality, between the group (items 1 and 2) and item 3. A
computer program was developed to perform clustering via these methods.
Figure 56 1is a flowchart of that program. A listing of the program,
together with outputs for the example depicted in figure 31 appears as
appendix E. Had the stress measure been additive, a math programming
solution to the record design problem would be possible.

The clustering method represents a significant automated approach
to record design. Record design is, however, highly dependent on
process grouping and on the resultant incidence matrix. The RSM might
well include a feedback Toop to use results from the record design
stage to serve as input for re-evaluating the logical system specifi-
cations and proposed changes to them. This falls within the area of

sensitivity analysis.
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INPUT DATA ITEM NAMES & LENGTHS

INPUT PROCESS NAMES & VOLUMES

INPUT INCIDENCE MATRIX

—COMPUTE TOTAL TRANSPORTATION VOLUME FOR EACH ROW

COMPUTE COMMONALITY & WASTED TRANSPORTATION VOLUME FOR ALL ij
A

K?S < FEASIBLE ? NO

FIND MIN TV WASTE CLUSTER STOP CLUSTERING
—-RECOMPUTE INCIDENCE MATRIX RECAP EACH CLUSTER

PRINT

STOP

Figure 56. Record Design Program Flowchart
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The Clustering Algorithm

The objective function of the clustering algorithm is to minimize
the transport volume (TV). Therefore the first approach to grouping
items (DATA ITEMS, GROUPS or clusters) 1is to do so in a manner which
minimizes the wasted transport volume (WTV). The WTV, roughly, is a
measure of the times data is input to a process but not used by it.
Minimizing WTV may not be a straight forward as first appears. Consider

the following rows from a data item/process incidence matrix:

PROCESS 1 2 3 4 5 6 7 8 9
DATA ITEM/ 1. 1 1 1 -1 1 0 0 1 1
(length) 2. 1 1 0 -1 1 0 0 1 1
3. 0 1 1 0 0 0 0 0 0 (4)
4. O 0 1 0 0 0 0 0 0
5. 1 1 -1 -1 1 0 0 1 1
process volume 70 20 5C 70 90 60 50 40 90

Figure 57. Data Item/Process Incidence Matrix

The WTV for grouping DATA ITEMS 1 and 2 together is obtained by
comparing their rows in the incidence matrix. The waste is caused by

transporting DATA ITEM 2 into PROCESS 3 where it is not used:
IrJTV]2 = L2 V3 = .5x50 = 250

For a more complex example, the stress measure defined in the previous
section could be used to derive the same result (there is only one
c'ijk term which is non-zero, that is C'2,1,3). Similarly, the WTV
for grouping items 3 and 4 equals 140. Using minimum WTV to determine
which grouping should take place first we choose to form a cluster
containing DATA ITEMS 3 and 4. This, even though DATA ITEMS 1 and 2

appear to have more similar process incidence.
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This problem is significant because the order of the clustering
does matter. In the above exampie DATA ITEMS 1 and 5 are not compatible
because 1 is input to PROCESS 3 and 5 is output. Thus if DATA ITEMS
1 and 2 are clustered, then DATA ITEM 5 is not compatible with that
cluster. If on the other hand DATA ITEMS 2 and 5 are clustered, then
DATA ITEM 1 is not compatible. Thus the order of the clustering will
determine the final configuration. Various alternate expressions of the
objective function are possible. Two which have an intuitive appeal
are:

1]
Minimize wTVij / Tvi

Minimize W,y /7 TV + TV5)

Both of these expressions adjust the WTV by a proportionality factor,
in effect resulting in a minimum percent WTV. The second expression
was also tested by the clustering program.

Figure 58 recaps a portion of the clustering using WTV as an
objective function. Figure 59 recaps a similar portion of the cluster-
ing using the second expression (above) for making the clustering
decision. (NOTE: Figure 58 results from a restatement of Figure E10
and Figure 59 from E12.) As expected the resulting clusters are
different. For clarity those clusters with zero incidence (groups
of DATA ITEMS with zero incidence) were ignored.

The end condition for the clustering algorithm is to stop when
there are no more feasible (WTV finite) clusters remaining. This does
not take in account the trade-offs involved with record design. The
point at which additional wasted transport volume incurred by cluster-

ing is not worthwhile is, of course, hardware dependent.
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Cluster Number T.

1 2 3 4 11 22 32 39 40 44 49
1. Combine 1ike Rows (WTV = 0) 1-2-50, 39-40

2. Iteration number 22, combine 22 & 32 (WTV = 400)
1-2-50 22-32 39-40 3 4 11 44 49

3. Iteration number 23, combine 3 & 4 (WTV = 400)
1-2-50 3-4 22-32 39-40 11 44 4%

4, Iteration number 34, combine 11 & 39 (WTV = 1500)
1-2-50 3-4 11-39-40 22-32 44 49

5. Iteration number 35, combine 3 & 22 (WTV = 1600)
1-2-50 3-4-22-32 11-39-40 44 49

6. Iteration number 36, combine 44 & 49 (WTV = 2200)
1-2-50 3-4-22-32 11-39-40 44-49

7. lteration number 42, combine 1 & 11 (WTV = 6000)
1-2-11-39-40-50 3-4-22-32 44-49

8. Iteration number 44, combine 3 & 44 (WTV = 8400)

1-2-11-39-40-50  3-4-22-32-44-49

9, Iteration number 48, combine 1 & 3 (WTV = 34600)
cluster contains all DATA ITEMS

Figure 58. Cluster Recap

50
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Cluster Number 1.

14.

1 2 3 45 6 7 10 11 14 16 22 29 32 36 39 40 42 50

. Combine like Rows 1-2-50 10-36 39-40,

Iteration number 27, combine 1 & 32.
Iteration number 28, combine 1 & 22.
Iteration number 29, combine 1 & 4.
Iteration number 30, combine 1 & 3
Iteration number 31, combine 1 & 10.

1-2-3-4-10-22-32-36-50 39-40 7 11 14 16 29 42

. Iteration number 32, combine 1 & 42.

. Iteration number 33, combine 1 & 16.

Iteration number 34, combine 1 & 29.

. Iteration number 35, combine 1 & 5.
. Iteration number 36, combine 11& 14.
. Iteration number 37, combine 1 & 11.

. Iteration number 38, combine 1 & 39.

1-2-3-4-5-10-11-14-16-29-32-36-39-40-42-50 7

Iteration number 39, combine 1T & 7.

Figure 59. Cluster Recap, Alternate

The above figure shows that a large cluster tends to "attract

additional DATA ITEMS because the large denominator results in a smaller

value for the objective function. The percentage WTV also obscures the

actual WTV involved with each iteration and makes it more difficult to

develop a good stopping criterion.
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This chapter has developed a hueristic and a clustering method for
the record design problem. Coupled with the closed form solution for
set design presented in the previous chapter, this solves the problem
of data base design from logical system specifications. The RSM has
been employed as the means of both communicating the specification
information and (via PSA) for providing tools for the systems designer.
The following chapter will outline certain extensions to the RSM which

are expected in the future.
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CHAPTER VI - EXTENSIONS

In formulating the Requirements Statement Methodology and applying
it to data base design, the various problems solved have also opened the
door to new questions which remain to be answered. The areas for exten-
sion include implementation, expansion and interfacing. The many con-
cepts and features of the RSM need to be implemented, tested and eval-
uated. The scope of the DID needs to be expanded to include the special
considerations such as a customized query language. Finally, the various
PSA, RSM and data base design tools need to be interfaced with each other

to provide a system which features feedback to the problem definer and

sensitivity analysis.

Implementation

First on the list of features to be implemented is, of course, the
interactive RSM. A full implementation may feature state of the art
graphic disb]ay terminals and various other features to insure ease of
use. The three forms presented as Figure 8, 9 and 10 are in need of
additional software to help in their parsing and use. Similarly the use
of generated forms (Figure 11 and 12) could use additional software.

The current implementation (over 1000 FORTRAN statements) could be
enhanced to the point of a commerical report generator. If various
specjalized terminals become part of the user specification system,

they, too, could aid in this area. Certain of the matrices and
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a1gorithms used for record and set design should be further automated
and made easier to use. Monitoring functions such as those which apply
to query oriented systems need to be implemented and extensive work is
needed in optimizing these types of systems. The last area for possible
RSM expansion is in the project control and documentation area. Soft-

ware to keep track of the system being specified and designed is clearly

needed for large projects.

The primary areas for possible expansion are those additional fea-
tures mentioned in the discussion of the DID. The determination of
actual timing requirements along the real-time versus batch continiuum
would be a major step in the progress of PSL. PSL and PSA need to be
expanded to include various additional language constructs. The first
construct would be an expansion of the ATTRIBUTES statement so>that
could be declared, given structure and then fegufred as part of the PSL
statement of requirements. For example, the ATTRIBUTE SECURITY-CLASSI-
FICATION could be declared, given a structure (say READ-ONLY-LEVEL,
WRITE-ONLY-LEVEL, OVERRIDE, etc.) and all DATA ITEMS would then be
required to have SECURITY-CLASSIFICATION data in their specification.
Various features of the RSM should be come integral parts of the PSL and
PSA. The data directory is one such feature.

The area of designing for existing systems has been overlooked in
most efforts to date. The majority of systems being designed today are,
in fact, replacing other systems. Such areas as decompilation from
existing software to PSL documentation provide both theoretical and

pragmatic challenges. This neatly leads into the area of performance
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gva!uation,,where the RSM can compare the actual (implemented
system with the desired system.
" Interface

The area of interfacing the various mode]s; languages and techniques
may seem like a programming task, but it offers much more opportunity
than that. By linking all the parts of the systems design methodology
together under the umbrella of the RSM the consistency and completeness
the many steps to design could be determined. The possibitity of pro-
viding feedback to the specification process along with sensitivity
analysis opens an untapped door to better, more efficient and cheaper
systems. To date there is no perfected method for weighing the impli-
cations of any requirements in the logical system specification on the
implemented system. By finally putting together all of the pieces of
the design process into one compatible model, various system design
alternatives could be tested at minimum cost. Any step in this process
could be more readily evaluated and such areas as automatic code gen-
eration would have an ideal test environment. The uitimate goal for
such a system would be to be able to simulate the design, implementation
and operatibn of any given system (for a given PSL statement) and pro-
vide sensitivity analysis on various critical logical system

specifications.
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A REQUIREMENTS STATEMENT LANGUAGE[5]
Objectives of a useful requirements statement language

The discussion in the first two sections has established the need
for a better way of stating information needs. The analysis in the pre-
vious section has shown that, while there have been attempts to develop
such languages, they have not been successful in the sense that they are
not in wide use today.

The need for such a language exists even more strongly today and
therefore research, development, experimentation and evaluation are
needed to develop a satisfactory medium for communicating requirements.
A set of objectives for a Requirements Statement Language(RSL) is pro-
posed in this section.

The T1anguage should accommodate the statement of requirements
of the kind that are occurring now as well as those that will
occur in the future. It is becoming more and more obvious
that the cost of changing from one programming language to
another is very high. Unfortunately, the present progression
from COBOL, to COBOL with extensions, to Data Base Management
Systems results in relatively small incremental improvements.
The RSL should provide a quantum jump to a completely new
generation of capabilities. The characteristics of the situ-
ation to be expected in the future that must be accommodated
are:

i. Hardware features will increase in quality and reli-
ability. There will be larger hardware with more
parallel capabilities-~this implies that unnecessary
precedence constraints should be avoided whenever
possible.

ii. Interrelationship of varying requirements will
increase, e.g., jobs with varying priorities,
inquiries to be answered, status data to be moni-
tored, outputs required at predetermined times,
data to be gathered and resuits to be distributed
over geographically dispersed points, automatic
monitoring and control, etc.

iii. The number and type of users with varying inter-
face requirements will increase, e.g., online



iv.

vi.

vii.

157

interaction; data entry such as transaction recorder;

interrogation, e.g., reservation clerk, users with no

programming needed; system builders; analysts and pro-
grammers; data administrators; operators; etc.

Systems will become larger and Targer and they will
become more integrated. This implies: common data
bases, any given programmer does not know what else

is going on, new functions such as data administrator,
etc.

Requirements will be more unstructured; immediate
response will be required and requirements will be
changing rapidly; jobs require more consistency in
data and business data function specifications.
This implies that the "user" must be able to com-
municate with the computer system more directly.

The performance of systems will become more impor-
tant and hence there will be greater emphasis on
more explicit recognition and statement of the
criteria by which performance is measured and
requirements parameters which affect performance.

There will be more need to monitor the system in
operation. The systems change over time either

in the volume or the capabilities and consequently
there must be provision for changing the internal
structure of the system without affecting the cor-
rect achievement of the requirements.

The language should be suitable for use by humans in the neces-
sary activity of determining and stating requirements.

i.

The language or part of it must be usable by the
manager or his assistants. This is necessary to
eliminate the (computer) systems analyst as inter-
mediary in order to reduce the chance for mis-
understanding and to reduce the implementation
time. To some, this specification implies that
the language must be a subset of English. How~
ever, the fact that a subset of English is not
English can severely 1imit the value of a subset
of English as a requirements language. One of the
objections sometimes raised against anything other
than a natural language as a requirements language
is that a manager will never take the time to use
what to him is an unnatural language. It is
unlikely that top managers will ever specify
detailed requirements. The situation here will
be analogous to the current situation in account-
ing. When a manager starts out in his career, he
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is very familiar with the details of accounting and
prepares statements for his immediate superior from
the reports furnished by the accounting department.
As he rises in the organization, he delegates more
and more of this to his assistants but he still
understands the accounting language and procedures.
The career path of the person using the require-
ments language will be through the management ranks
rather than the computer ranks.

ii. The language must be suitable for the top-down
approach for problem definition. Most large sys-
tems are defined from the top down. The broad,
overall outline is developed first and then suc-
cessively more details are filled in. The Tanguage
should permit this process and permit checking the
problem statement for consistency and unambiguity
at each level before proceeding to the succeeding
Tower levels. The language should, of course, not
prohibit the bottom-up approach where this is
appropriate. '

iii. The language should be suitable for helping in the
determination of requirements. It should augment the
capabilities of the analysts or teams of analysts
who are carrying out the requirements determination.

jv. The language should facilitate the testing and
“"exercising”" of requirements. It is extremely
important that statements of requirements be
tested before they are implemented. Tests should
be made for consistency and completeness. In
addition, the person developing the requirements
should be able to state data and test conditions
that can be used to verify correctness of the
requirements statement.

The laﬁguage should be suitable for building the system to accom-
plish the requirements.

i. The language should permit the statement of
requirements only and prevent the statement of
data processing procedures. This is absolutely
necessary in order to make the requirements
statement hardware independent and to avoid
reconversion costs when the capabilities of the
equipment change., It is also necessary to pre-
vent the introduction of restrictions which may
l1imit the efficient use of hardware resources in
the later stages of systems building.
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The requirements statement must be analyzable by com-
puter programs. The problem statement should not only
be readable by a computer program so that the require-
ments can be stored, but it should also be analyzable
so that the problem can be restructured for optimum
implementation efficiency without being limited by

the sequence used by the problem definers. This is
also necessary to permit the automatic construction

of the system.

The requirements statement language must permit state-
ment of details necessary for the production of object
code. This is necessary if the system is to be con-
ccructed automatically. In accordance with the above
specifications, however, this detail should not have
to be provided all at one time and as much as possible
should be available from a library that is built up
over time.

The language should permit statements to facilitate
the transition process. In most cases, systems
already exist with files and programs and it is
desirable to be able to move from the present sys-
tem to the future system in an organized, controlled
fashion to reduce inconvenience to the user and
reduce cost.

The language should be as independent as possible
of the particular area of application so that the
cost of maintaining separate systems for a number
of different applications is eliminated.
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"DATA DICTIONARY (INPUT) FORM

The data dictionary in used to store all the relevant charac-
teristics of a given data item (PSL ELEMENT). The forms serves as a
convenient method of communicating much of this information to the
data dictionary. Certain items contained in the data dictionary are
generated (by a problem statement analyzer) from information which is
contained elsewhere in the problem statement. Other items may be
input directly via other forms. The layout form, for example, pro-
vides for input of the Picture, Validation Rules, etc. The user may
input at more than one source, it will be checked for consistency.
DATA ITEM NUMBER (DIN) is a unique 4 digit number which allows a

convenient reference to a data item in 1ieu of the data item name.

USER INITIALS to help keep track of the documentation, this translates
into RESPONSIBLE-PROBLEM-DEFINER in PSL.

DATA ITEM NAME (or ELEMENT name) is a unique and descriptive name for
a data item. It may be up to 70 characters in length. Spaces are

not allowed within the name but hyphens may be used to link words.

SYNONYMS must be unique and may be up to 70 characters in length.

Synonyms are provided for user convenience and need not be used.

FORTRAN SYNONYM is a fortran name which is used in existing programs

to identify a given data item. Like other synonyms, it is optional.

COBOL SYNONYM is similar to the Fortran synonym in use. It must be
a "legal” COBOL name.
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 FORMAT/PICTURE may be specified in either Fortran or COBOL syntax.
TYPE I=integer R=real (decimal) D=Double Precision A=Alphanumeric.

JUSTIFICATION L=Teft justified R=right justified C=centered
(the default is left justified for alphanumeric and right justified

for numeric (integer, real or double precision).

VOLUME The total number of occurance of this item. For example, for
EMPLOYEE-NAME, volume would be the number of employees. This can be
expressed by numbers, or by reffering to another data item (such as
NUMBER-OF-EMPLOYEES) which is equal to that number. This reference is
made using the DIN. The "times" entry allows for a multiplication
factor to be added. For example, for item DEPENDENT-NAME the "depends
on" clause can be used to reference the DIN corresponding to NUMBER-OF~
EMPLOYEES and "“times" can be set to 3.1, meaning there are approximately
3.1 times dependents as employees. Alternatively, NUMBER-OF-DEPENDENTS
could have been defined via a process {as equal to 3.1 times NUMBER-OF-

EMPLOYEES).
RANGE A minimum.and maximum allowable range is entered. 5 digits max.

VOLATILITY is a fraction with a number of time units. The number is
entered in the first space, the time unit code (1=year 2=quarter
3=month 4=week 5=weekday 6=day 7=hour 8=minute 9=second) follows.

For example, "3.0 6" means 3 days. 1i.e., the data item lasts for 3 days.

VALIDITY RULES for input an output are entered as appropriate. A check

mark indicates that such rules exist.
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SECURITY CATEGORY a four digit security category may be assigned to
each data item. There is no technique, at present, for establishing

and using these categories.

DATA SET INFORMATION refers to the set (data structure) relations
among the data. For example, EMPLOYEE-NAME belongs to EMPLOYEE,
percent occurance is 100. DEPENDENT belongs to EMPLOYEE, percent
occurance is 90 (i.e., 80% of employees have dependents); Conversely,
EMPLOYEE contains DEPENDENT, EMPLOYEE-ADDRESS, EMPLOYEE-NAME, etc.
The user need only define either the "belongs to" (contained-in) or
"contains" (consists-of) clause, the complementary statement is pro-

vided by the PSA.

NARRATIVE may be used as desired to clarify the description.
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INPUT/QUTPUT (LAYOUT) FORM

This is the primary form for identifying data when it is either
input to or output by the system. The form will be used in conjunction
with a graphic layout form which will allow the "picture" of the 1nput
or output to be drawn. Conceptually, a different form will be used
for graphic layout, display of a card, a report, a crt display, etc.
The data items contained on each of these media is identified by -
location (a 3-vector coordinate) on the graphic form. A1l other data
requested on the layout form is optional. The general idea is to
allow the user to fill out whatever bits of information are available
at the time. If picture or format is readily available at the time of
fi11ing out the layout form then the user has the opportunity to enter
that information; if, on the other hand, a validation rule is not yet
established or not readily apparent, it can be filled out at some other
time and referenced via the data dictionary.

The form type, medium and frequency constitute the heading.
Detailed instruction on how these are to be filled out can appear on
the form itself or on separate documentation. The form will have room
for 40 (approximate) lines of data. Date is a group of three 2-digit

number--day, month, year.

FORM NUMBER is 3 digits precede by an "L". The page number allows
for continuation of information unto other forms. Page number is

two digits.

TITLE is 41 characters maximum and is for convenience in identify the

form.
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FORM TYPE dinput, output, both
MEDIUM card, tape, disc, printer, crt (video display)

FORM FREQUENCY five methods are available to communicate form frequency:
1. X times per Y, where X is a 4 digit number and Y is a 1 digit
code corresponding to given time intervals.
2. X times per Y; where Y represents the day(s) of the week
(1=sunday, 2=monday, etc.)
3. X times per Y, where Y represents day(s) of the month.
example: "1 times per 01 10 20" means something happens
on the first, tenth and twentieth day of the month,
4., 1if a DIN has been defined appropriately, form frequency
can refer to this data item times a constant (default = 1).
5. If desired, the process definition form may be used to

express a logical relation which defines form frequency.

Every item on the graphic layout form is identified by a number which
corresponds to the line number. It's location is identified by the
three vector of three digit number. Example: 1-15-45 means page=1,
line=15 and - column=45. The medium determines what the vector stands
for. The above example was for printer; for card it might mean

card deck number = 1, card number = 15 and card column = 45.

DIN assigned to the data item is entered (without the D prefix).
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THE FOLLOWING ITEMS ARE ALL OPTIONAL
PICTURE or FORMAT as on the Data Dictionary (Input) Form,

VALIDATION RULE enter “V" then:
if number: P 1if number must be positive
N if number must be negative
X if number must not equal zero
"blank" if only constraint is that it be a valid number.
if alphanumeric: "blank" may not exceed size expressed by format.

= must equal size in format
RANGE enter "R" then two 5 digit number, min and max

PROCESS enter "P" then number of process definition form which

defined valid data item.

PERCENT OCCURANCE 1if data does not occur on all forms of this type,

enter percent occurance (default is 100%).
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PROCESS DEFINITION FORM

The process definition form is a combination process description
form and decision table form (suitable for both complex logic and
validation ru]es).' The form is rather free format, but the analyzer
printout of this form will be in more conventional decision table form
(when used as such). The tabs (computations and cunditions) will be
in a rather free (Fortran-like) format.

EXAMPLES OF VALID TABS:

A=B+C+ (4*D*L0G C) a computation-type statement which
defines a process resulting in A.
(A+8B)# (C*D) a conditional tab whicﬁ is part of.

an "if" section for a decision table

Column 9 identifes the type of tab involved:

I "if" a conditional tab

T "then" a computation-type statement which defines a process
dependent on a condition.

A "always" a computation-type statement which defines a process
which always occurs (i.e. is not tied to a conditional tab)

C "continuation" continue the Tine above
"narrative" or comment
"footnote" narrative for bottom of page

iyalid" to identify "THEN VALID" condition

> = m =

"jnvalid" to identify "THEN INVALID" condition

TABS are entered in columns 10-60
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GRID Columns 61-80 have the decision table-~like grids
TorY for true (with conditional tabs)

F or N for false

Tt

* or X to tie computation-type tabs to conditional tabs.
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PSL SYNTAX AND COMPLETENESS CHECKS
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PSL SYNTAX

SECTION A. REAL-WORLD-ENTITY (RWE)

(Structure Statements)

1. PART(OF) RWE (one and only one)
2. SUBPARTS(ARE) RWE's
A tree-structure is formed.

(Document Flow Statements)

3. GENERATES INPUTS (to the IPS)
4. RECEIVES OUTPUTS (from the IPS)
( (Data Structure Statements)

5. RESPONSIBLE(FOR) SETS
Gives sets which are part of this REAL-WORLD-ENTITY.
DISCUSSION: RWE's are the parts of an organization. They
receive and generate documents and are responsible for
given groupings (SETS) of data.
SECTION B. OUTPUT
(Structure Statements) .
1. PART(OF) OUTPUT (one and only one)
2. SUBPARTS(ARE) QUTPUTS
(Document Flow Statements)
3. RECEIVED(BY) RWE's

Data Structure Statements)

4. CONSISTS(OF) GROUPS and/or ELEMENTS
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5. CONTAINED(IN) SETS
(PROCESS/DATA LINKAGE)
6. DERIVED(BY) PROCESS
USING SETS, INPUTS, ENTITIES, GROUPS
and/or ELEMENTS
7. GENERATED(BY) PROCESS (only one)
Derived is used for process which derive values
for the output; Generated is for a single process which
generates the output.

(Timing and Conditional Statements)

8. HAPPENS (system-parameter)
TIME-PER INTERVAL name.

SECTION C. INPUT

(Structure Statements)
1. PART(OF) INPUT {one and only one)
2. SUBPARTS(ARE) INPUT

(Document Flow Statements)
3. GENERATED(BY) RWE

(Data Structure Statements)
4, CONSISTS(OF) GROUPS and/or ELEMENTS
5. CONTAINED(IN)  SETS

(PROCESS/DATA LINKAGE)
6. RECEIVED(BY) PROCESS (one and only one)

(Timing and Conditional Statements)

7. HAPPENS (system-parameter)
TIMES-PER INTERVAL name

SECTION D. ELEMENT

(Data Structure Statements)



1. CONTAINED(IN)

(PROCESS/DATA LINKAGE)

2. DERIVED(BY)
USING

3. UPDATED(BY)
USING
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GROUPS, ENTITIES, INPUTS and/or
OQUTPUTS

PROCESS
SETS, INPUTS, ENTITIES, GROUPS
and/or ELEMENTS

PROCESSES
INPUTS, SETS, ENTITIES, GROUPS
or ELEMENTS

4. USED(BY) PROCESS
(TO)DERIVE SETS, ENTITIES, GROUPS or ELEMENTS
(OTHER Statements)
8
5. SUBSETTING- SET
CRITERION(FOR)

6. ASSOCIATED(WITH) RELATION name
(Descriptive Statements)
7. VALUES(ARE)
8. IDENTIFIES
SECTION E. GROUP

(min) THRU (max)
ENTITIES

(Data Structure Statements)
1. CONSISTS(OF)
2. CONTAINED(IN)

GROUPS and/or ELEMENTS
ENTITIES, INPUTS, OUTPUTS or

GROUPS
(PROCESS/DATA LINKAGE)
3. DERIVED(BY) PROCESSES
USING SETS, INPUTS, ENTITIES, GROUPS
or ELEMENTS
4. UPDATED(BY) PROCESSES
USING INPUTS, SETS, ENTITIES, GROUPS
or ELEMENTS
5. USED(BY) PROCESS
(TO)DERIVE/ SETS, ENTITIES, GROUPS or ELEMENTS

UPDATE
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(OTHER Statements)

6. SUBSETTING-
CRITERION(FOR)

7. ASSOCIATED(WITH)
(Descriptive Statements)
8. IDENTIFIES
SECTION F. SET
(Structure Statements)
1. SUBSET(OF)
2. SUBSETS(ARE)

(Data Structure Statements)

3. CONSISTS(OF)

4. RESPONSIBLE-REAL-
WORLD-ENTITY(IS)

(PROCESS/DATA LINKAGE)
5. DERIVED(BY)
USING

6. UPDATED(BY)
USING

7. USED(BY)
(TO)DERIVE/
UPDATE

(OTHER Statements)

8. SUBSETTING-
CRITERIA(ARE)
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SET

RELATION name

ENTITIES

SETS
SETS

INPUTS, OUTPUTS and ENTITIES
RWE

PROCESSES
SETS, INPUTS, ENTITIES, GROUPS
or ELEMENTS

PROCESSES
SETS, INPUTS, ENTITIES, GROUPS
or ELEMENTS

PROCESSES

SETS, ENTITIES, GROUPS or ELEMENTS

SUBSETTING-CRITERION,
ELEMENT or GROUP

(Timing and Conditional Statements)

9. VOLATILITY-
MEMBER

10. VOLATILITY-SET

(comment-entry)

(comment-entry)
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(Descriptive Statements)
11. DERIVATION (comment-entry)
12. CARDINALITY(IS) (system-parameter)
SECTION G. ENTITY
(Data Structure Statements)
1. CONSISTS(OF) GROUPS and/or ELEMENTS
2. CONTAINED(IN)
(PROCESS/DATA LINKAGE)

3. DERIVED(BY) PROCESSES
USING SETS, INPUTS, ENTITIES, GROUPS
or ELEMENTS
4. UPDATED(BY) PROCESSES
USING SETS, INPUTS, ENTITIES, GROUPS
or ELEMENTS
5. USED(BY) PROCESSES
(TO)DERIVE/ SETS, ENTITIES, GROUPS or ELEMENTS
UPDATE

(OTHER Statements)

6. RELATED(TO) ENTITY
VIA RELATION name

(Timing and Conditional Statements)
7. VOLATILITY {comment entry)
(Descriptive Statements)
8. CARDINALITY(IS) (system-parameter)
9. IDENTIFIED(BY) GROUP or ELEMENT
SECTION H. PROCESS
(Structure Statements)
1. PART(OF) PROCESS (one and only one)
2. SUBPARTS(ARE) PROCESSES
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(PROCESS/DATA LINKAGE)

L 3. DERIVES SETS, OUTPUTS, ELEMENTS, ENTITIES
or GROUPs
USING ELEMENT, GROUP, INPUT, ENTITY or
SETS
4. GENERATES OUTPUTS
5. RECEIVES INPUTS
6. UPDATES ENTITIES, SETS, GROUPS or ELEMENTS
USING INPUTS, SETS, ENTITIES, GROUPS or
ELEMENTS
7. USES SETS, GROUPS, ELEMENTS, INPUTS or
ENTITIES
(TO)DERIVE/
UPDATE SETS, ENTITIES, GROUPS or ELEMENTS
8. UTILIZED(BY) PROCESSES
S. UTILIZES PROCESSES
(OTHER Statements)
{ 10. MAINTAINS RELATION names or SUBSETTING-
CRITERIA

(Timing and Conditional Statements)

11. HAPPENS (system-parameter)
TIMES-PER INTERVAL name
12. INCEPTION- EVENTS
CAUSES
13. TERMINATION- EVENTS
CAUSES

14. TRIGGERED(BY) EVENTS
(Descriptive Statements)
15. PROCEDURE (comment-entry)
SECTION I. CONDITION
(TRUE/FALSE)} WHILE (comment-entry) BECOMING (TRUE/FALSE) IS
P CALLED EVENT name.
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This allows a descriptive statement to define a condition

which is defined as an EVENT.

SECTION J.

EVENT

(Timing and Conditional Statements)

SECTION K.

SECTION L.

SECTION M.

1-

2.
3.

4.
5.

HAPPENS
- TIMES-PER

(system-parameter
INTERVAL name

(ON)INCEPTION(OF) PROCESSES

(ON) TERMINATION
(OF)

TRIGGERS

WHEN
BECOMES

INTERVAL

PROCESSES

PROCESSES

CONDITION name

(TRUE/FALSE)

INTERVAL (name) CONSISTS(OF) (system-parameter)
INTERVAL name

5.
6.

1.
2.

RELATION

ASSOCIATED-
DATA(IS)

BETWEEN
and

CARDINALITY(IS)
CONNECTIVITY(IS)

DERIVATION(IS)
MAINTAINED(BY)
PROBLEM-DEFINER
MAILBOX(IS)
RESPONSIBLE(FOR)

ELEMENT or GROUP
ENTITY

ENTITY
(system-parameter)

(system~parameter) TO (system-
parameter.

i.e. many to one, etc.
(comment-entry)

PROCESSES

MAILBOX name

any name
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SECTION N. DEFINE

1. APPLIES(TO) KEYWORD, SECURITY, SOURCE or
MAILBOX
2. MAINTAINED(BY) PROCESS
3. SUBSETTING- SETS
CRITERION(FOR)

4. VALUES(ARE) (min) THRU (max) etc.
The Defines statement allows information to be added out-
side the section in which it would normally appear.
SECTION 0. DESIGNATE
DESIGNATE (name) AS A SYNONYM FOR (name)
SECTION P. MEMO
1. APPLIES(TO) any name except anothér MEMO
In addition to the PSL sections, there are certain state-
ments which apply to nearly all sections:

1. ATTRIBUTES(ARE). Record additional characteristics of the
data such as type, length, frequency, etc. The attribute
is flexible in that it allows a Tist of additional char-
acteristics to be supplied. It is restrictive in that it
js Jimited to list structure. Future implementation of
PSL and PSA may allow more complex attributes statements;
or may "hard-wire" (i.e. establish statements) certain
characteristics into the PSL.

2. DESCRIPTION (comment entry). This allows narrative to be
entered to state information which cannot be stated easily

within the syntax of the given PSL section.
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KEYWORDS(ARE). Keywords are established to link the areas
of interest. Thus all sections dealing with payroll can be
assigned the keyword payroll. The PSA allows retrieval on
the keyword (see discussion of PSA below).
RESPONSIBLE-PROBLEM-DEFINER assigns the user (problem-definer)
to the section being defined.

SECURITY(IS) is the current implementation of security keys.
This is security for the PSL (to keep praoblem-definers from
entering PSL sections which are not their own) as opposed to
security for the target system.

SOURCE(IS) 1inks information with its source, say a part of
the previous documentation for the system or the person

interviewed.

SYNONYMS{ARE) allows the user to define additional synonyms.

An important complement to the PSL is the PSA. The full use

of PSA is explained in the appropriate manuals. The following

discussion briefly reviews the types of reports (and analysis)

available from PSA:

1.

CONSISTS-COMPARISON. This report compares the contents of
SETS, INPUTS, OUTPUTS, ENTITIES and/or GROUPS. Each of
these is broken down into its smallest components (ELEMENTS
or GROUPS) by tracing the CONSISTS statements in the PSL.

A BASIC CONTENTS MATRIX is drawn with the SETS, INPUTS,
OUTPUTS, ENTITIES and GROUPS specified as rows and the
columns corresponding to ELEMENTS or GROUPS. An asterisk
indicates that the ELEMENT or GROUP in a given column
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appears in the "object" corresponding to a given row. The
I-J'th entry indicates the number of items (ELEMENTS or
GROUPS) objects I and J have in common. A report, the

CONTENTS SIMILARITY SUMMARY, shows which "objects" are subsets

of, or equivalent to, other "objects."
CONSISTS-MATRIX. This report also uses the CONSISTS and
CONTAINS statements in the PSL to show which objects con-
tain given ELEMENTS, GROUPS, INPUTS, OUTPUTS or ENTITIES.
This is then shown via a 1ist and with the aid of a matrix.
The number of objects which contain the given ELEMENT (etc.
is also given.
CONTENTS. This report uses the CONSISTS statement to show
the CONTENTS of SETS, INPUTS, OUTPUTS, ENTITIES and GROUPS.
The structure is presented to show the heirarchy of the
items contained. For example, A contains B which contains
C and D, is represented as:
CONTENTS REPORT for A
1. B
2 C
2 D
DATA-PROCESS. This report provides information about PRO-
CESSES and data objects (SETS, INPUTS, OUTPUTS, ENTITIES,
GROUPS and ELEﬁENTS). The DATA PROCESS INTERACTION MATRIX
shows which data objects are INPUT, OUTPUT or UPDATED by
a given process. The PROCESS INTERACTION MATRIX shows which

processes interact with each other (i.e. which precede or

succeed each other via data flow).
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DICTIONARY. The dictionary report 1ists all names used in
the PSL and such information as DESCRIPTION, SYNONYM, KEY-
WORDS, etc.

ENTITY-IDENTIFIER. The IDENTIFIER INFORMATION REPORT is

a matrix showing ELEMENTS versus the ENTITIES which are
IDENTIFIED(BY) these ELEMENTS.
FORMATTED-PROBLEM-STATEMENT. This report takes all the
information presented in the PSL and presents it in a
clear manner. Information which is presented via a com-
plementary statement is added to the report, etc. Thus
regardless of the method or location of entry of given
information, it is captured and reported with the appro-
priate name.

FREQUENCY. The HAPPENS statement is traced to all the
INPUTS, OUTPUTS, EVENTS and PROCESSES which have HAPPENS
statements.

KWIC. The KWIC INDEX permutes names about the dashes

and presents a listing of all these names and their
permutations in the PSL. This is most useful when pro-
blems with redundant names, etc. occur. The KWIC INDEX
may also serve to retrieve information which concerns a
given area of interest (similar to using KEYWORD).
NAME-GEN. The NAME-GEN provides a list of names retrieved
using some selection criteria. These criteria include

KEYWORDS, name TYPE (i.é. all PROCESSES), all SUBPARTS of

a given name, all sections defined by a given PROBLEM-DEFINER,
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12.

13.

14.

15.

16..
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etc. The NAME-GEN is most useful in limiting the con-

tents of other reports. Thus, for example, a CONSISTS-
MATRIX for those sections defined by a given PROBLEM-
DEFINER or dealing with given KEYWORDS can be extracted.
NAME-LIST. The NAME-LIST produces a listing of all names

in the PSL data base. Ordering may, optionally, be by

TYPE, thus all SETS are listed together, etc.

PICTURE. The PICTURE presents data in a graphical format.
The PICTURE may be generated for SETS, INPUTS, OUTPUTS,
ENTITIES, GROUPS, ELEMENTS, REAL-WORLD-ENTITIES and PRO-
CESSES. Options include "NOFLOW" to omit information
relating PROCESSES with their INPUTS and OUTPUTS; "NODATA"
to exclude data relating PROCESSES with SETS, ENTITIES,
GROUPS and ELEMENTS; "NOSTRUCTURE" to omit structure infor-
mation (from SUBPARTS, CONSISTS and SUBSETS statements.
PRINT-ATTRIBUTE-VALUES. The ATTRIBUTE REPORT 1isfs each
ATTRIBUTE name for every name which has this ATTRIBUTE,
lists the VALUE.

PROCESS-INPUT-OUTPUT. This report provides data flow infor-
mation by 1inking PROCESSES to INPUTS and OUTPUTS via USES,
RECEIVES, GENERATES, DERIVES and UPDATES statement.
PUNCH~COMMENT-ENTRY. This report retrieves comment-entries
used in DESCRIPTION, DERIVATION, PROCEDURE, VOLATILITY, etc.,
statements.

STRUCTURE. This report presents the structures which result
from use of the SUBPARTS statement. It can be called for
REAL-WORLD-ENTITIES, INPUTS, OUTPUTS and PROCESSES.
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COMPLETENESS CHECKS[46]

COMPLETENESS CHECKS FOR SPECIFCATION OF INPUTS
System Flow '

1. Every INPUT must be GENERATED by some RWE.

Structure

1. A1l INPUT structures having SUBPARTS must terminate in INPUTS which
have a media ATTRIBUTE (whose value can be "TO BE DETERMINED", TBA)
and which contain data values.

2. An INPUT cannot have both a SUBPART statement and a CONTAINS state-
ment. Only the lowest level INPUT can CONTAIN ELEMENTS.

Data Contents

1. A1l INPUTS at the lowest level, i.e. those that have the media
ATTRIBUTE must consist of GROUPS and ELEMENTS. Any groups must be
reducible to ELEMENTS.

Processing

1. A11 INPUTS must be RECEIVED by a PROCESS or it must have SUBPARTS
all of which are RECEIVED by PROCESSES.

2. Every ELEMENT contained in an INPUT must be USED by one of the
PROCESSES which RECEIVED the INPUT.

Size and Volume

1. Every INPUT must have a HAPPENS/TIMES statement.
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COMPLETENESS CHECKS FOR SPECIFICATION OF OUTPUTS

System Flow

1. Every OUTPUT must be RECEIVED by some RWE.

Structure

1. A11 OUTPUT structures having SUBPARTS must terminate in OQUTPUTS
which have a media ATTRIBUTE (whose value can be "TO BE DETERMINED",
TBA) and which contain data values.

2. An OUTPUT cannot have both a SUBPART statement and a CONTAINS
statement. Only the lowest level OUTPUT can CONTAIN ELEMENTS.

Data Contents

1. A1l QUTPUTS at the lowest level, i.e. those that have the media
ATTRIBUTE must consist of GROUPS and ELEMENTS. Any groups must
be reducible to ELEMENTS. .

Processing

1. A11 OUTPUTS must be GENERATED by a PROCESS or it must have SUBPARTS
all of which are GENERATED by PROCESSES.

2. Every ELEMENT CONTAINED in an OUTPUT must be DERIVED by one of the
PROCESSES which GENERATED the QUTPUT.

Size and Volume

1. Every OUTPUT must have a HAPPENS/TIMES statement or the PROCESS
which GENERATES it must have a HAPPENS/TIMES statement. :
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COMPLETENESS CHECKS FOR SPECIFICATION OF SETS

Structure '

13

1. A1l SETS must "eventually" consist of INPUTS, OUTPUTS or ENTITIES.

Processing
1. Every SET must be USED or UPDATED by some PROCESS.

Size and Volume

'1. Every SET must have a CARDINALITY.

2. Every SET must have a VOLATILITY-MEMBER and VOLATILITY-SET
statement.

COMPLETENESS CHECKS IN SPECIFICATION OF ENTITIES
1. Every ENTITY must be CONTAINED in at least one SET.

Data Contents

1. Al1 GROUPS in an ENTITY must CONSIST of ELEMENTS.

Processing

1. Every ENTITY must be UPDATED by some PROCESS.
2. Every ELEMENT in an ENTITY must serve at least one purpose:

- IDENTIFIER of the ENTITY
- USED by some PROCESS, or
- UPDATED by some PROCESS.

Size and Volume

1. Every ENTITY must have a VOLATILITY statement.
2. Every ENTITY must have CARDINALITY.
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'COMPLETENESS CHECKS FOR SPECIFICATION OF GROUPS

Data Structure

- 1. Every GROUP must "eventually" CONSIST of ELEMENTS.

Processing

1. Processing statements in which GROUPS appear must apply to all
_ ELEMENTS in the GROUP.

COMPLETENESS CHECKS FOR SPECIFICATIONS OF ELEMENTS

Data Structure

1. Ev$¥¥ ELEMENT must be CONTAINED in at least one INPUT, QUTPUT or
ENTITY.

2. An ELEMENT cannot be CONTAINED in a GROUP, ENTITY, SET, INPUT or
OUTPUT more than once.

Processing

1. Every ELEMENT CONTAINED in an INPUT must be USED in some way.
2. Every ELEMENT CONTAINED in an ENTITY must serve a purpose.

3. Every ELEMENT CONTAINED in an OUTPUT must be DERIVED by some
PROCESS.

COMPLETENESS CHECKS IN SYSTEM DYNAMICS

1. Every PROCESS must be triggered by some EVENT.

2. Every PROCESS must have a HAPPENS/TIMES statement.

3. Every CONDITION must be named in at Jeast one EVENT.

4. Every EVENT must TRIGGER at least one PROCESS.

5. Every CONDITION must have a TRUE WHILE or a FALSE WHILE statement.
6. Every EVENT must be caused by one of the following:

1) a CONDITION,
ii) the INCEPTION of an EVENT, or
iii) the TERMINATION of an EVENT.



COMPLETENESS CHECK FOR SPECIFICATIONS OF EVENTS

_}

Size and Volume

1. Every EVENT must have a HAPPENS/TIMES statement or the equivalent
information must be derivable from EVENT and CONDITIONS statements.

System Dynamics

1. Every EVENT must TRIGGER at least one PROCESS.
2. Every EVENT must be caused by one of the following:

i)  a CONDITION,
ii) . the INCEPTION of an EVENT, or
iii) _the TERMINATION of an EVENT.

COMPLETENESS CHECK FOR SPECIFICATIONS OF CONDITIONS

1. Every CONDITION must have a TRUE WHILE or a FALSE WHILE statement.
2. Every CONDITION must be named in at least one EVENT.

COMPLETENESS CHECKS IN SYSTEM FLOW

1. Every RWE must either GENERATE some INPUT or RECEIVE some OUTPUT
or be RESPONSIBLE for some SET.

2. Every INPUT must be GENERATED by some RWE and RECEIVED by some
PROCESS.

3. Every OUTPUT must be GENERATED by some PROCESS and RECEIVED by
some RWE.

4, Every SET must be USED or UPDATED by some PROCESS.
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COMPLETENESS CHECKS FOR SPECIFICATIONS OF PROCESS

‘Structure

1. A PROCESS which does not have any SUBPARTS, must have a PROCEDURE

statement.

‘Processing

1. Every PROCESS must acquire some data either by USING or UPDATING.
2. Every PROCESS must produce data by DERIVING data or by UPDATING it.

Size and Volume

1. Every PROCESS must have a HAPPENS/TIMES statement or the equivalent
information must be derivable from EVENT and CONDITION statements.

System Dynamics

1. Every PROCESS must be triggered by some EVENT.

OTHER COMPLETENESS CHECKS

SYSTEM PARAMETER

1. Should have a value.

2. Every CONSISTS OF statement in INPUTS, OUTPUTS, ELEMENTS, GROUPS,
ENTITY, SETS which does not have a SYSTEM PARAMETER will be listed.

ATTRIBUTES

1. Should have an attribute value

ATTRIBUTE-VALUE

1. Should not apply to more than 1 ATTRIBUTE.

UNDEFINED NAMES

1. Should not exist



COMPLETENESS AND CONSISTENCY CHECKS IN
SYSTEM STRUCTURE '
| -

A1l the completeness statements in system flow apply to each sub-
part as it is defined.

At each subdivision, the totality of statements about the subparts
must be consistent with the statement about the objects to which
the parts belong.

COMPLETENESS CHECKS ON SYSTEM
SIZE AND VOLUME STATEMENTS

Every INPUT must have a HAPPENS/TIMES statement.

Every OUTPUT must have a HAPPENS/TIMES statement or the Process
which GENERATES it must have a HAPPENS/TIMES statement.

Every EVENT and PROCESS must have a HAPPENS/TIMES statement or the

equivalent information must be desirablie from EVENT and CONDITION
statements.

Every SET, ENTITY and RELATION must have a CARDINALITY.

Every CONSISTS OF statement in INPUTS, OUTPUTS, ELEMENTS, GROUPS,
ENTITY, SETS which does not have a SYSTEM PARAMETER will be Tisted.

Every SET must have a VOLATILITY-MEMBER and VOLATILITY-SET
statement. '

Every ENTITY must have a VOLATILITY statement.

CONSISTENCY CHECKS ON SYSTEM
SIZE AND VOLUME STATEMENTS

If the completeness check may be satisfied in more than one way,
as in checks 2 and 3, and if both are stated, they must lead to
the same result.
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COMPANY Z, EXCERPTS

Figure D1 through D5 give a glimpse of the Company Z system design
problem. The user is given an introduction to the problem (figure D1)3
a description of the organization (figure D2) and detailed specifica-

tions for the information processing required for Company Z.
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Company 2

Introduction

Company Z 1is ; medium size manufacturer of an electricai widgit
and ranks second in an industry of four major manufacturers. Last
year's sales totaled $12,000,000. All wanufacturing, distributing,
and administration functions are performed in one plant, located on
the outskirts of a large West Coast city.

The structure of the firm with respect to data processing is as
follows: |

a) All data processing is carried oué in the DPC. It is

f;sbonsible for preparing documents and reports for
each department and fa;.management.
.b) Each department has the responsibility for carrying out
its individual functions, as described in more detail
. below. Their only responsibilities in the area of data
processing are to ensure that documents going to DPC
are completé and correct ;ith respect to format.

c) Control is exercised by having each department compile

certain activity and control totals. These totals are

sent to the Internal Audit Department, and in some cases

to DPC.

Figure D1. Company Z, Introduction
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The fuﬁc:ions of'thq'depgrcmenta are outlined below:

a)

gglgg. The function of the Sales Department is to obtain
a8 large a dollar volume of sales as possible. It #ffects
the sales levels through its relations with customers.
Customers' orders are documenteé and the information passed

on to DPC.. In return, the Sales Department needs reports

showing sales.

b) Accounting. This department has the task of managing

c)

accounts recelvables and accounts payables and of gener-
atiné payrolls. It strives to minimize credit losses and
&t the same time attempcing'to offer as liberal credit
terms as possible. In managing accounts payable, it
strives to take advantage of all trade credit offered from
vendorp, Invoices to customers and payaments from customers,
invoices from vendors and payments to vendors, and payroll
go through this department. It needs frequent Treports on
a;atup'of.cuscomer éccounts,‘summary reports showing the
extent to which avallable discounts are used by customers,
cuafomer invoices, payment authorizations, and other
reports and documents to fulfill its‘objeétives.
Shipping.’ Ths-Shipping Department is responsible for
ensuring efficient delivery at mdnimum costs. It needs

reports showing weights and volumes shipped, breakage and

other expenses by type of transportation.

Figure D2. Company Z, Departments



d)

e)

£)

8)

T

ﬁhféﬁouse. The whtehquse-attempﬁs to maximize the use

of apac; vhile minimizing the cost.of handling gooda,

parts, aﬁd raw materials. It recelves picking tickets

in the order in which the items are stored in the warehouse.
It needs reborts on the frequency with which i;ems are

received from vendors and are ordered by the production

department and by customers.

Receiving. This department.performs primarily gn inspection
function. It receives a copy of purchase o;deté on which
the quantity ordered has not been entered. After inspection,
the copy 18 marked with quantity accepted, quantity rejected
end additional costs, if any, and then returned to DPC.
Pdrchaaing. This department is responsible for obtaining

as favorable terms as possible from vendors and for locating
sour?es of supply. It needs reporés showing the performance
of each vendor. All purchase orders to vendors go through
the Purchasing Department. It ié responsible for keepiug

DPC informed about any new information on vendors,

Production. The Production Department is responsible for

producing an economical product, in accorxdance with quality
standards and in time to meet scheduled needs. The depart-
ment produces components of.the fianished product from

raw materials and assembles these together with purcﬁased
pa?ts into the finished prodqct. It needs reports 6n cpst

and volume performance.

Figure D2, cont.




Internally Initiated Reports

An 1nternaliy'initia£éd report is due strictly to soma naedYW1th1n
the company for‘information.. With one exception, all reports in this
categ;ry come from‘the DPC. Time cards are the only 1qut to the DPC
other than the input% which were described under externally initiated

reports. The following documents are internally initiated:
FROM DPC:

1. Paychecks
2. Tax Report-Employee

3. Tax Report-Company

&. AccOunts.Receivable'neport
5. Accounts Payable Report
6. Inventory Status Report
7. Profit Analysis Report
8. Back-Order Report
9., Customer Report
10. Credit Report
11. | Warehouse Report
12, Sales Report

Tb_DPC:
1. Time Cards

Each of these reperts are specified below:

Figure D3. Company Z, Internally Initiated Reports
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. i.ﬂﬂ“fﬁﬂﬂtﬂﬁz Paycheck

Bach department holas the responaibility for presenting the D?C
with the labor information for its employees. This report is created
once a week, It should include the following information: social
security number, employee name, department number, hourly or salary
employee, regular hours worked, overtime hours worked,

INPUT:

As the DPC recelves the time cards from the department 1t prepares the
information for processing. The format will -be as follows:

FIELD SIZE NATURE OF DATA

9 social-security-number
20 employee—naﬁe
1l department-number
1 wage-code
8 regular-hours
8 overtime-hours
PROCESSING:

The following steps will be perfornmed to process a time-card:

1. Using the social-security-number as a key, the emplouyee's record
is accessed, This record gives the employee's wage rate or
salary and holds cumulative totals on wages, taxes, etc. Once

the record is accessed, further processing can continue.

2. Calculate Pay.

a) 1if wage~code = 0 (salaried)
then go to b,
Llse regular-wage = regular-hours * wage-rate,
ovéttime-wage = ogvertime-hours * wage-rate * 1.5,
total-wage = repular-wage + overtime-wage, go to 3.

b) total-wage = galary-wage

Figure D4. Company Z, Paycheck
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Calculate Deductions =~ federal and state taxes, social
secﬁrity, ete, |

‘ - Print CheCk .

OUTPUT:

1. Paychecks.

The paychecks will be printed‘on.pre-printed forms. The form
will be in two parts -~ one part above the other. The upper part
being the check and the lower a record of all earnings and de-
ductions to that time. The check will contain the following items:
employee name, employee address, date,Aamount. The lower part

will provide space for the follo&ing information: date, amount

security tax, federal income tax, state income tax, total. deduc-

tions, net pay, total earnings to date, total social security
tax withheld to date, total federal income tax withheld to date,
total state income tax withheld to date. The two parts of the

form vill be separated by a perforated edge.

Figure D4, cont.

of check, period for which payment is made, total earnings, social




19y

195

2. PROBLEM: Tax Réport-Employee

N

The Tax Reéort is generated by the DPC at the request of the Accounting
Department. Its purpose iy to report the total amount of FICA, Federal

and State Tax withheld from each employee.

INPUT:
There i3 no input requirement from the aécounting department. Tﬁe report
can be generated from the totals maintained in the history items foq each
employee. - |
PROCESSING:
Because all the information meeded to gemerate the report can be found
in each employee's record, the only processing required to generate the
report will be to transport the data from the employee record to the
output medium. No calculations will be required.
OUTPUT :
For each employee, the report will contain the following information:

( 'LINE NO..  FIELD DATA~ITEM

1 1-20 employee-name

' 21-23 blank
254-34 social-security-number
35-37 blank
38-45 total-soéial—security-tax
4648 blank
49-56 total-federal-tax
57-59 *+ blank '

60-67 total-state~tax

Figure D5. Company Z, Tax Report-Employee

~
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THE CLUSTERING PROGRAM

The clustering algorithm developed in chapter five is presented in
this appendix. Figure El1 is a 1isting of the FORTRAN program which was
written per the flowchart presented in that chapter. The input data
follows. Figure E2 is the printout of the DATA ITEM names and lengths
(in words). Similarly Figure E3 is the printout of the PROCESS names
and the volumes associated with each process. The DATA ITEM/PROCESS
Incidence Matrix appears as Figure E4. (A "1" indicates that the DATA
ITEM is input to the PROCESS and a "2" is used to indicate that the
DATA ITEM is output. This change in notation allows a neater repre-
sentation of large matrices.) A]though the matrix was input to the
algorithm manually, it could be generated by the RSM in future
implimentations.

Figure E5 is the first output of the program. The transport vol-
ume is computed for each DATA ITEM. Note that certain DATA ITEMS have
a zero transport volume. This indicates a gap in the input data
which is typical of user specified data. Certain DATA ITEMS were not
given any incidence and this is the result. The first step of the
algorithm is to group rows which have like process incidence. Here,
again, the zero incidence DATA ITEMS cloud the picture as they are
all grouped together. The groupings which are of interest are 1-2-50,

7-8, 10-36 and 39-40. Figure E7 shows the output after the first
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iteration of the clustering algorithm itself. DATA ITEMS 22 and 32 have
been grouped with a resulting wasted transport volume (WTV) of 400. The
clusters formed to this point are listed serially along with their vol-
ymes. Figure E8 1lists those DATA ITEMS which are not yet in any cluster
or grouping. Figure E9 shows the results of the last feasible iteration
using this objective function. DATA ITEMS 6 and 14 have been combined
with a WTV of 104300. The combination of DATA ITEMS which are already
in a cluster serves fd combine those clusters. Notationally each cluster
is represented by the lowest numbered DATA ITEM in it. Figure E10 is a
recap of the clustering showing the chronological order of the cluster-
ing. It is the basis for the last section of chapter five. Figure E11
shows the last iteration of the algorithm as modified to use a differ-
ent clustering objective function and Figure E12 is the corresponding
recap of the clustering. This also is discussed in the last section

of chapter five.
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Figure ET, cont.
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DATA ITEM NAMES AND LENGTHS
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Figure E2. Data Item Names and Lengths
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PROCESS NAMES AND VOLUMES
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DATA ITEM/PROCESS INCIDENCE MATRIX
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Figure EA. Data Item/Process Incidence Matrix
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Figure E5. Data Item Transport Volume and Length
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Figure E10. Recap of Clustering
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Figure E12. Recap of Clustering with Alternate Objective Function



VITA



o

213

Carl Allen Singer was born on the third of May, 1946, on a west-
botnd freight train heading towards Stettin, Poland. He came to the
United States of America in 1949 and grew up in Cleveland, Ohio.

After graduating from Charles F. Brush High School in Lyndhurst;

Ohio, he attended Case Institute of Technology, receiving a B.S. in
Organizational Sciences in 1968. He then was a graduate student in
the Operations Research Department of Case Western Reserve University.
After working as a systems analyst in industry, he attended the
University of Michigan, receiving an M.S. in Industrial Engineering
(Management Information Systems) in 1970. He then joined the U.S.
Army serving as a military analyst in the Office of the Chief of Staff.
He received a direct commission and is currently a Captain in the

U.S. Army Reserve, Ordnance Corps. Upon leaving active duty, Mr.
Singer worked as an Operations Research Analyst and Systems Analyst
for the Defense Department. In 1973 he enrolled at Purdue University
to complete his doctorate. Mr. Singer is currently a Management

Scientist with Chase Econometrics in Bala Cynwyd, Pennsylvania.



	A Methodology for The Determination and Communication of Requirements for an Information Processing System
	00001.tif

