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In this thesis, we address some questions about certain chaotic dynamical systems. In particular, the objects of our studies are chaotic billiards. A billiard is a dynamical system that describes the motions of point particles in a table where the particles collide elastically with the boundary and with each other.

Among the dynamical systems, billiards have a very important position. They are models for many problems in acoustics, optics, classical and quantum mechanics, etc.. Despite of the rather simple description, billiards of different shapes of tables exhibit a wide range of dynamical properties from being complete integrable to chaotic. A very important and also very interesting type of billiards is chaotic (or hyperbolic) billiards. In a hyperbolic billiard system, two nearby trajectories in the phase space can be separated exponentially fast in future.

In the first two Chapters, we prove the Central Limit Theorem and the Almost Sure Invariance Principle for a class of billiard systems with flat points. They are two among the important statistical properties for chaotic systems. In the last chapter, we introduce a random perturbation to a wide class of billiards and prove that even if the original system is completely integrable, the perturbed system can be chaotic even under arbitrarily small random perturbation.
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## C H A P T ER 1

## INTRODUCTION

The mathematical area of dynamical systems studies models in which things evolve over time and in a state space. The motivations of such models come from many different fields, including mathematics, physics, chemistry, engineering, economics, finance. Methods used for analysing these systems include but not limited to analysis, geometry, probability and measure theory, numerical computation and simulation.

Perhaps a dynamical system that is familiar to everyone is the weather. There are many different variables considered when models are built to predict the temperature or other conditions of the atmosphere in the future for any given location. However, long-term prediction of the weather is nearly impossible. This is partly due to of the huge number of variables involved that cannot be all included in a mathematical model. Even within a fixed model, there are many small errors in measurements and computations. These small differences in initial conditions at the beginning could lead to very different outcomes in the future. This is an example of a chaotic deterministic dynamical system. See [64] for a more detailed treatment.

In this thesis, we address some problems about certain chaotic dynamical systems. In particular, the objects of our studies are dynamical billiards. In the first 2 chapters, we prove the Central Limit Theorem and the Almost Sure Invariance Principle for billiards with zero curvature points on the boundary. In the last chapter, we introduce a random perturbation to a wide class of billiards and prove that the perturbed systems are chaotic, even if the random perturbation is arbitrarily small.

Before continuing, we need to introduce some notation to describe chaos in dynamical systems. In mathematics, a discrete-time dynamical system consists of phase space $M$ and a function $F: M \rightarrow M$. We will assume that $M$ is a complete separable metric space. If we start from the initial state $x$, then at time 1 the new state is $x_{1}=F\left(x_{0}\right)$, and similarly the state at time $n$ is given by $x_{n}=F^{n}(x)$. A mathematical structure will be equipped to the set $M$ depending on each problem. In our setting, the set $M$ and the map $F$ are in the category of probability and measure spaces, but usually also has other structures. There are many texts on introduction to measure theory such as [66], [28]. We also include in this thesis a short appendix on basic measure theory to fix notation.

Consider a $\sigma$-algebra $\mathcal{B}$ of subsets of $M$ that contains the empty set $\emptyset$ and is closed under complementation and countable unions, then the pair $(M, \mathcal{B})$ is a measurable space. If there is a function $\mu: \mathcal{B} \rightarrow[0, \infty]$ such that $\mu(\emptyset)=0$ and $\mu$ satisfies the countable additivity condition then the triple $(M, \mathcal{B}, \mu)$ is called a measure space. Furthermore, if $\mu(M)=1$ then $(M, \mathcal{B}, \mu)$ is a probability space; an element $B$ in $\mathcal{B}$ could be viewed as an event and $\mu(B)$ is the likelihood of that event. Given two measurable spaces $(M, \mathcal{B})$ and $(G, \mathcal{G})$, a map $f:(M, \mathcal{B}) \rightarrow(G, \mathcal{G})$ is called measurable
if $f^{-1}(E) \in \mathcal{B}$, where $f^{-1}(E)=\{x \in M: f(x) \in E\}$, for any $E \in \mathcal{G}$,
We consider a probability space $(M, \mathcal{B}, \mu)$ and a measurable map $F:(M, \mathcal{B}) \rightarrow$ $(M, \mathcal{B})$. Assume further that $\mu$ is $F$-invariant, that is if $\mu\left(F^{-1}(B)\right)=\mu(B)$ for any $B \in \mathcal{B}$. Then $(M, \mathcal{B}, \mu, F)$ is called a measure-preserving dynamical system.

For measure-preserving dynamical system, there are several properties to characterise different levels of chaos, including hyperbolicity, ergodicity, weakly mixing, mixing, multiple mixing, K-mixing, Bernoulli which represent the increasing degree of chaos [[17] chapter 7]. However, we give in this thesis an example where the system is ergodic but not hyperbolic. A great presentation on introduction to ergodic theory is [65]. The dynamical system $(M, \mathcal{B}, \mu, F)$ is called ergodic if whenever $F^{-1} B=B$ we must have that $\mu(B)$ is either 0 or 1 . In an ergodic system, $\mu$-almost every point moving in $M$ will eventually visit every set of positive measure. A stronger level of chaos is called mixing. The map $F$ is called mixing with respect to $\mu$ if for all measurable sets $A, B \in \mathcal{B}$,

$$
\begin{equation*}
\lim _{n \rightarrow \infty}\left|\mu\left(F^{-n}(A) \cap B\right)-\mu\left(F^{-n}(A)\right) \mu(B)\right|=0 \tag{1.1}
\end{equation*}
$$

The mixing property says that for the event $x \in B$ at present will become asymptotically independent on the event $F^{n}(x) \in A$ in the future at time $n$.

We denote by $\mu(f)$ the integral $\int_{M} f(x) \mu(d x)$ for any $f: M \rightarrow \mathbf{R}$ any measurable function (or also known as observable) that is integrable. Let $L_{\mu}^{2}(M)$ be the space of square integrable functions. The correlation function of any two square integrable
functions $f$ and $g$ on $M$ are given by:

$$
\begin{align*}
C_{f, g}(n) & =\int_{M} f(x) \cdot\left(g \circ F^{n}\right)(x) \mu(d x)-\int_{M} f(x) \mu(d x) \int_{M} g(x) \mu(d x)  \tag{1.2}\\
& =\mu\left(f \cdot\left(g \circ F^{n}\right)\right)-\mu(f) \mu(g)
\end{align*}
$$

It is very important to know rate of decay of the correlation for any $f, g \in L_{\mu}^{2}(M)$ as it characterises the mixing speed. The mixing condition (1.1) is in fact equivalent to the convergence to 0 of the correlation as $n \rightarrow \infty$ for every $f, g \in L_{\mu}^{2}(M)$.[[17] page 302.]

Let $f: M \rightarrow \mathbf{R}$ be any observable. The sequence $X_{n}=f \circ F^{n}$ is a stationary stochastic process defined on $(M, \mu)[[17]$ Lemma 7.1]. The statistical properties of this process, such as the decay rate of correlations, Central Limit Theorem, Invariance Principles and other limit theorems, display the similarity between the dynamics given by $(M, \mu, F, f)$ and sequences of independent identically distributed random variables. See [17], Chapter 7 for these definitions and a nice introduction to statistical properties. A great article on this topic is [69].

The Birkhoff partial sum $S_{n}$ of the process $\left(X_{n}\right)$ is defined by:

$$
\begin{equation*}
S_{n}=X_{0}+X_{1}+\cdots+X_{n-1} . \tag{1.3}
\end{equation*}
$$

If the system is ergodic and the observables are integrable, then the process $\left(X_{n}\right)_{n \geq 0}$ satisfies the Birkhoff's Ergodic Theorem:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{S_{n}}{n}=\mu(f) \tag{1.4}
\end{equation*}
$$

We say that the process $\left(X_{n}\right)_{n \geq 0}$ satisfies the Central Limit Theorem if we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left\{\frac{S_{n}-n \mu(f)}{\sqrt{n}}\right\}=\frac{1}{\sqrt{2 \pi} \sigma_{f}} \int_{-\infty}^{z} e^{-\frac{z^{2}}{2 \sigma_{f}^{2}}} d z \tag{1.5}
\end{equation*}
$$

for $-\infty<z<\infty$. The constant $\sigma_{f} \geq 0$ is given by the Green-Kubo equation:

$$
\begin{equation*}
\sigma_{f}^{2}=C_{f, f}(0)+2 \sum_{n=1}^{\infty} C_{f, f}(n) \tag{1.6}
\end{equation*}
$$

The next step in the study of the statistical properties of the sequence $X_{n}=f \circ F^{n}$ is the invariance principle. We say that the process $\left(X_{n}\right)_{n \geq 0}$ satisfies the Almost Sure Invariance Principle if there exists a standard Brownian motion $W(\cdot)$ on $M$ with respect to the measure $\mu$ so that for some $\lambda>0$ we have:

$$
\begin{equation*}
\left|\frac{S_{n}-n \mu(f)}{\sigma_{f} \sqrt{N}}-W\left(\frac{n}{N}\right)\right|=\mathcal{O}\left(N^{-\lambda}\right) \tag{1.7}
\end{equation*}
$$

for $\mu$-almost every $x \in M$, integers $N \geq 1$ and $0 \leq n \leq N$.
From a different viewpoint, a typical characteristic of a chaotic dynamical system is its sensitivity to initial conditions. A chaotic system in this sense is also called a hyperbolic system. To study hyperbolicity, we need to view the phase space $M$ as a compact Riemannian manifold and let $F: M \rightarrow M$ be a diffeomorphism on an open dense subset of full measure in $M$, and also $\mu$-preseving. The mathematical tool to measure the senitivity to initial conditions of the system $F: M \rightarrow M$ is the Lyapunov exponents. Their definition is given by the Oseledets's multiplicative ergodic theorem:

Theorem 1.1 (Oseledets) [17] Let $M$ be a compact Riemannian manifold and $F$ : $M \rightarrow M a C^{2}$ diffeomorphism on an open dense subset of full measure, preserving a Borel probability measure $\mu$ on M. Suppose that

$$
\begin{equation*}
\int_{M} \log ^{+}\left\|D_{x} F\right\| \mu(d x)<\infty \text { and } \int_{M} \log ^{+}\left\|D_{x} F^{-1}\right\| \mu(d x)<\infty \tag{1.8}
\end{equation*}
$$

where $\log ^{+}=\max \{\log , 0\}$. Then there exists an $F$-invariant set $H \subset M$ of full measure, on which all iterations of $F$ are defined on $H$, such that and for each $x \in H$ there is a DF-invariant decomposition of the tangent space:

$$
\begin{equation*}
T_{x} M=E_{1}(x) \oplus \cdots \oplus E_{m}(x) \tag{1.9}
\end{equation*}
$$

for some $m$ depends on $x$, such that for each non-zero vector $v \in E_{i}(x)$ the following limit exists:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|D_{x} F^{n} v\right\|=\lambda_{i}(x) \tag{1.10}
\end{equation*}
$$

where $\lambda_{1}(x)>\cdots>\lambda_{m}(x)$.

Remark The Lyapunov exponents are invariant under the map $F$. If the map $F$ is ergodic with respect to $\mu$ then the Lyapunonv exponents are constant $\mu$-almost everywhere.

By (1.10), we can see that if $\lambda_{i}>0$ then any non-zero tangent vector $v \in E_{i}(x)$ will grow with rate approximately $\lambda_{i}(x)$ in the future. A point $x$ is said to be hyperbolic if $\lambda_{i}(x)$ exists and $\neq 0$ for all $i$. The system $F: M \rightarrow M$ is said to be hyperbolic if $\mu$-almost every point in $M$ is hyperbolic.

Among the dynamical systems, billiards have a very important position. They are models for many problems in acoustics, optics, classical and quantum mechanics, etc.. Billiards also appear in the study of Riemann surfaces. Inside a billiard, one or more point particles move and collide with the boundary and with each other. The collision is elastic: the pre-collisional angle of incidence equals to the post-collisional angle of reflection. Despite of the rather simple description, billiards of different
shapes exhibit a wide range of dynamical properties from being complete integrable to chaotic. Birkhoff showed that elliptic billiards are integrable. The collision space $M$ for the billiard map in an elliptic billiard is foliated by 1-dimensional invariant manifolds. He also conjectured that the only strictly convex integrable billiards are elliptic billiard. A nice discussion on Birkhoff's theorem and Birkhoff's conjecture is in [63] chapter 5.


Figure 1. Phase space of a circular billiard


Figure 2. Phase space of an elliptic billiard

The conjecture is still an open problem and attracts lots of interest. At the other end of the spectrum, billiards with chaotic properties have been also studied for a long time such as the Boltzmann hard balls models, Lorentz gas. But only until 1970 the mathematical theory of chaotic billiards was introduced by Sinai in [60]. In his seminal paper, he constructed the dispersing billiards in which a wavefront of parallel trajectories will disperse after colliding with the dispersing obstacles. Dispersing billiards have strong chaotic properties: ergodic, mixing, Bernoulli, hyperbolic and exponential decay of correlations [60] and thus satisfies limit theorems [[17], Lemma 7.60].

With exponential decay of correlations, the Central Limit Theorem is known to be true [8]. Since then, the central limit theorem and other limit theorems have been proved for various billiards, including ones with slow mixing rate. A common assumption in these examples is that the observables are Hölder continuous and the diffusion constant is given as an infinite series by the Green-Kubo formula in equation (1.6).

By using the martingale approximation technique on induced systems, we proved the Central Limit Theorem and the Almost Sure Invariance Principle billiards with flat points. For the Central Limit theorem, the observables are assumed to be only piecewise Hölder continuous functions and moreover, we are able to represent the diffusion constants in an explicit and simple formula. With the Almost Sure Invariance Principle, the observables are integrable but could be unbounded. However, they provide good approximation for most regular observables.

Since the discover of dispersing billiards, many billiard models with focusing arcs
have been studied. Bunimovich discovered the elegant defocusing mechanism [7] in billiards with focusing arcs and the hyperbolicity has been proved for many models. After that, Wojtkowski, Markarian, Donnay and Bunimovich developed methods to design hyperbolic billiards with focusing boundary components $[67,47,26,6]$. The idea was to used the invariant cones or quadratic forms. Interesting billiards, for instance the Lemon billiards [11, 10], were proved to be hyperbolic using this invariant cones technique. However, there are still many classes of billiards whose hyperbolicity or ergodicity is still not confirmed for example the Moon billiards [21]. In this methods, we have to construct a cone in the tangent space at each point on either the collision space $M$ or a subset of $M$. Then we need to show that the cones will be at least eventually strictly invariant under iterations of the derivative map $D F$ or induced map if the cones are on a subset of $M$. In any case we have to keep track of the dynamics of the cones along each trajectory. This is a problem for many billiards as the task of choosing the right moment for the cones to shrink is rather challenging.

Instead of keeping track of each individual and deterministic trajectory, we add a small randomness into the systems, so that the image of points in $M$ are determined not just by the billiard map. In this new setting, the evolution of the system is governed by a Markov transition function $P(x, B)$, for each $x \in M$ and $B \in \mathcal{B}$ where $\mathcal{B}$ is the Borel $\sigma$-algebra of $M$. For each point $x \in M$, it jumps to $F(x)$ and then perturbed to a nearby point according to the distribution $P(x, \cdot)$. By iterating this process, we obtain a Markov chain with values in $M$. If there is no perturbation, any realisation of this Markov chain is a real orbit of a point in the phase space
M. By evaluating the derivative map $D F$ along this Markov chain, we obtain a stationary sequence of invertible matrices. It is shown in [44] that the Lyapunov exponents $\lambda_{1} \geq \lambda_{2}$ exist for this process of matrices (there are at most two distinct Lyapunov exponents for billiards since $\operatorname{dim} M=2$ ). Moreover, in [45] and later in [1], a necessary condition for $\lambda_{1}=\lambda_{2}$ is presented. If $\lambda_{1}=\lambda_{2}$, a special measurability condition must be satisfied [1, 45].

There has been several works on random billiards. The perturbation to the system in these works also described by a Markov transition function on the phase space. The randomness introduced into the systems may be due to external force as in [15], the microscopic surface structures as in [31], [32], [30], [20], [49], change in table configuration as in [61], [24]. Also the hyperbolicity of the random billiards are not addressed in many cases. In our case, the random billiards have the same invariant measure as the original ones, and this invariant measure is in fact the only one. Hyperbolicity is also established for many random billiards. Two interesting examples are circular billiards and non-circular elliptic billiards. Their random versions are all ergodic, but the random circular billiards still have zero Lyapunov exponent at all point, while the random elliptic billiards have positive Lyapunov exponent for any magnitude of the noise.

The thesis is organised as follows:
Chapter 2 is the paper [54]. This is a joint work with HongKun Zhang. We proved the central limit theorem for billiards with flat points.

Chapter 3 is the paper [12]. This is a joint work with Jianyu Chen. We proved the invariance principles for ergodic systems with slow $\alpha$-mixing inducing base.

Chapter 4 is a joint work with Jinxin Xue and HongKun Zhang. We introduced a perturbation to several classes of billiards and study the ergodicity and hyperbolicity of the perturbed systems.

## CHAPTER 2

# CENTRAL LIMIT THEOREM FOR BILLIARDS WITH FLAT POINTS 

### 2.1 Introduction to the main result

Billiards are natural models to many different physical problems, especially in classical and statistical mechanics. They have a wide range of properties depending on the shape of the tables. Sinai introduced in 1970 the so-called Sinai (or dispersing) billiards where the boundary of the table is smooth and concave with positive curvature. These billiards are strongly chaotic: they are ergodic, mixing and have exponential decay of correlations. The central limit theorem is known to be true for these systems, see [8]. Since then, the central limit theorem and other limit theorems have been proved for various billiards, including ones with slow mixing rate. In many This chapter is a slightly modified version of [54].
cases, the observables considered in those examples are Hölder continuous and the diffusion constant is given as an infinite series by the Green-Kubo formula.

In their paper [18], Chernov and Zhang introduced a family of dispersing billiard models. They were able to prove that the correlations for the collision map decay as $\mathcal{O}\left(1 / n^{a}\right)$ for any constant $a \in(1, \infty)$, by introducing an induced system together with a first return time function. Instead of using the traditional methods, we constructed a filtration generated by the first return time function. Then we are able to construct a stationary martingale difference sequence to approximate the process adapted to this filtration. With this new tool, we are going to the central limit theorem for this billiard family for a class of piecewise Hölder continuous functions. One achievement of our results is that we are able to represent the diffusion constants in an explicit and simple formula, comparing to the infinite series using the Green Kubo formula. Before we proceed to the main result, let us briefly recall some basic notions; more detailed exposition can be found in, for example, [17].

The billiard table $\mathcal{D}$ considered in [18] is bounded by the curves $y=|x|^{\beta}+1$, $y=-\left(|x|^{\beta}+1\right)$ and some strictly inward convex curves with nowhere vanishing curvature and no cusps. A point mass moves inside the table and bounces off its boundary $\partial \mathcal{D}$ elastically.

Let $\mathcal{M}$ be the collision space of the billiard dynamics on $\mathcal{D}$. We parameterize $\partial \mathcal{D}$ by arclength in the clockwise direction and thus each collision is determined by its position $r$ on $\partial \mathcal{D}$ and its angle of reflection $-\pi / 2 \leq \varphi \leq \pi / 2$ (that formed with the inward normal vector). They are natural coordinates $\mathcal{M}$ and we can write $\mathcal{M}=[0,|\partial \mathcal{D}|] \times[-\pi / 2, \pi / 2]$, where $|\partial \mathcal{D}|$ is the length of $\partial \mathcal{D}$. The collision map


Figure 3. In either table, $P$ and $Q$ are the only flat points with zero curvature.
$\mathcal{F}: \mathcal{M} \rightarrow \mathcal{M}$ preserves a smooth probability measure $\mu$ on $\mathcal{M}$ defined by:

$$
\begin{equation*}
d \mu=\frac{1}{2|\partial \mathcal{D}|} \cos (\varphi) d r d \varphi . \tag{2.1}
\end{equation*}
$$

Let $f, g \in L^{2}(\mathcal{M}, \mu)$ be two piecewise Hölder continuous with singularities coincide with those of $\mathcal{F}^{k}$ for some $k$. The correlations of $f$ and $g$ are defined by:

$$
\begin{equation*}
C_{n}(f, g, \mathcal{F}, \mu)=\int_{\mathcal{M}}\left(f \circ \mathcal{F}^{n}\right) \cdot g d \mu-\int_{\mathcal{M}} f d \mu \int_{\mathcal{M}} g d \mu \tag{2.2}
\end{equation*}
$$

Chernov and Zhang proved in [18] that these correlations decay polynomially, that is:

$$
\begin{equation*}
\left|C_{n}(f, g, \mathcal{F}, \mu)\right| \leq C \frac{(\ln n)^{a+1}}{n^{a}} \tag{2.3}
\end{equation*}
$$

where $a=\frac{\beta+2}{\beta-2}$ and $C$ is some fixed constant.
For systems with slow rates of decay of correlations like this, it is typical to study the dynamics on a subset of the phase space such that the induced system has exponential decay of correlations, then extend the results to the original space.

Let $M \subset \mathcal{M}$ be a subset of $\mathcal{M}$ obtained by removing the collisions that happen in an arbitrarily small neighbourhood of the flat points. The first return time function $R: M \rightarrow \mathbf{N}$ is defined almost everywhere by:

$$
\begin{equation*}
R(z)=\inf \left\{n \geq 1: \mathcal{F}^{n}(z) \in M\right\} \tag{2.4}
\end{equation*}
$$

Let $M_{n}=\{R=n\} \subset M$ be the $n$-th level set of $R$, for each $n \geq 1$. Moreover, for $n, m \geq 1$, we denote

$$
\begin{equation*}
p_{n, m}:=\frac{\nu\left(F^{-1} M_{m} \cap M_{n}\right)}{\nu\left(M_{n}\right)} \tag{2.5}
\end{equation*}
$$

The quantities $p_{n, m}$ can be thought of as the transition probability of going from cell $M_{n}$ to cell $M_{m}$ in one iteration. It is important to note that everything in $M_{n}$ with $n \geq 3$ must go to $M_{1}$ if the neighbourhood is sufficiently small. From $M_{2}$, although it cannot go to cells of higher indices, it is possible, however, to go back to itself because of the presence of period-four-orbit-like trajectories. There is a positive probability to go from $M_{1}$ to any cells.

Now consider the induced collision map $F: M \rightarrow M$ given by: $F(z)=\mathcal{F}^{R(z)}(z)$. The function $F$ is discontinuous on the lines separating the cells $M_{n}$ 's. Moreover, $F$ preserves the conditional measure $\nu$ on $M$, where for each $B \subset M, \nu(B):=\frac{\mu(B)}{\mu(M)}$. The map $F: M \rightarrow M$ is strongly hyperbolic and has exponential decay of correlations.

Since the set $M$ is partitioned by the cells $M_{n}$ 's, we also have a partition for $\mathcal{M}$ :

$$
\mathcal{M}=\cup_{n=1}^{\infty} \cup_{k=0}^{n-1} \mathcal{F}^{k} M_{n}
$$

An element $z \in \mathcal{M}$ can be represented by the pair ( $y, i$ ) where $\Pi(z)=y$ is the projection onto the base $M$ and $z=\mathcal{F}^{i}(y)$ with $0 \leq i \leq R(y)-1$. Let $\mathcal{F}_{0}^{\mathcal{M}}$ be the

$\sigma$-algebra generated by this partition of $\mathcal{M}$. We now state the main theorem of this paper:

Theorem 2.1 Let $\mathcal{D}$ be the billiard table with flat points. Let $f: \mathcal{M} \rightarrow \mathbf{R}$ be a bounded $\mathcal{F}_{0}^{\mathcal{M}}$-measurable function and $\mu(f)=0$. Then we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mu\left\{\frac{\mathcal{S}_{n} f}{\sqrt{n}} \leq t\right\}=\frac{1}{\sqrt{2 \pi} \sigma_{f}} \int_{-\infty}^{t} e^{-\frac{s^{2}}{2 \sigma_{f}^{2}}} d s \tag{2.6}
\end{equation*}
$$

for all $-\infty<t<\infty$. Here:

$$
\mathcal{S}_{n} f=f+f \circ \mathcal{F}+\cdots+f \circ \mathcal{F}^{n-1}
$$

Moreover, $\sigma_{f}^{2}=\frac{\sigma_{f}^{2}}{\nu(R)}$, where $\sigma_{\tilde{f}}^{2}$ is given in Theorem 2.3.

Remark Since $R \in L^{2+\delta}$ with $\delta>0$ (see Lemma 2.2 below), the bounded condition on $f$ can actually be replaced by $f \in L^{2+2 / \delta}(\mathcal{M}, \mu)$, see [48].

### 2.2 Induced function

In order to prove Theorem 2.1, we will first prove that the induced function of $f$ also satisfies a central limit theorem. The induced function of $f$ is given by:

$$
\tilde{f}:=f+f \circ \mathcal{F}+\cdots+f \circ \mathcal{F}^{R-1}
$$

Lemma 2.2 We have that $R \in L^{2+\delta}(M, \nu)$ for any $0<\delta<a-1$.

Proof. The verification of this lemma is straightforward, since:

$$
\begin{equation*}
\nu(R>n) \leq C^{\prime} \cdot n^{-a-1} \tag{2.7}
\end{equation*}
$$

for every $n \geq 1$ and some uniform constant $C^{\prime}$ (see [18]). We recall that $a=\frac{\beta+2}{\beta-2}>1$.

Suppose that $f(z): \mathcal{M} \rightarrow \mathbf{R}$ is $\mathcal{F}_{0}^{\mathcal{M}}$-measurable. Then one can check that $\tilde{f}$ is constant on each cell $M_{n}$ and furthermore $\tilde{f} \in L^{2}(M, \nu)$ since $f \in L^{\infty}(\mathcal{M}, \mu)$.

Theorem 2.3 (CLT for the induced function) Let $f: \mathcal{M} \rightarrow \mathbf{R}$ be defined as in Theorem 2.1 and $\tilde{f}$ its induced function on $M$. Then we have

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \nu\left\{\frac{S_{n} \tilde{f}-n \nu(\tilde{f})}{\sqrt{n}} \leq t\right\}=\frac{1}{\sqrt{2 \pi} \sigma_{\tilde{f}}} \int_{-\infty}^{t} e^{-\frac{s^{2}}{2 \sigma_{\tilde{f}}^{2}}} d s \tag{2.8}
\end{equation*}
$$

for all $-\infty<t<\infty$, where

$$
S_{n} \tilde{f}=\tilde{f}+\tilde{f} \circ F+\cdots+\tilde{f} \circ F^{n-1}
$$

and
$\sigma_{\tilde{f}}^{2}=\operatorname{Var}(\tilde{f})-2\left(\mathbf{E}\left(\tilde{f} \mid M_{1}\right)\right)^{2} \nu\left(M_{1}\right)+2 \frac{p_{2,2}}{p_{1,2}} \mathbf{E}\left(\tilde{f} \mid M_{2}\right) \nu\left(M_{2}\right)\left(\mathbf{E}\left(\tilde{f} \mid M_{1}\right)\left(p_{1,1}-1\right)+\mathbf{E}\left(\tilde{f} \mid M_{2}\right) p_{1,2}-\mathbf{E}\left(\tilde{f} \circ F \mid M_{1}\right)\right)$.

An important special case of Theorem 2.3 is when $\tilde{f}$ is the return time function:

Corollary 2.4 Let $f$ be defined by:

$$
f(z)= \begin{cases}1 & \text { if } z \in \mathcal{M} \backslash M  \tag{2.9}\\ 1-\nu(R) & \text { if } z \in M\end{cases}
$$

then $\tilde{f}=R-\nu(R)$. Thus the (centralised) return time function $R-\nu(R)$ also satisfies the central limit theorem, that is:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \nu\left\{\frac{S_{n} R-n \nu(R)}{\sqrt{n}} \leq t\right\}=\frac{1}{\sqrt{2 \pi} \sigma_{R}} \int_{-\infty}^{t} e^{-\frac{s^{2}}{2 \sigma_{R}^{2}}} d s \tag{2.10}
\end{equation*}
$$

for all $-\infty<t<\infty$, with
$\sigma_{R}^{2}=\operatorname{Var}(R)-2(1-\nu(R))^{2} \nu\left(M_{1}\right)+\frac{p_{2,2}}{p_{1,2}}(4-2 \nu(R)) \nu\left(M_{2}\right)\left(p_{1,2}-p_{1,3}+\nu(R)\left(1+p_{1,3}\right)-\mathbf{E}\left(R \circ F \mid M_{1}\right)\right)$.
Assuming Theorem 2.3, we now show that the Theorem 2.1 is true. This standard result is proved in several references, for example, [2] and [17]. For completeness, we give a proof here. But before we go to the proof of this lemma, we need some basic results.

Lemma 2.5 For each $n \geq 1$, let $n_{x}(n)$ be the number of times the point mass comes back to $M$ during the first $n$ iterations. Then for $\nu$-a.e. $x \in M$ we have:

$$
\lim _{n \rightarrow \infty} \frac{n}{n_{x}(n)}=\nu(R)
$$

Proof. We first note that, for $\nu$-almost every $x, n_{x}(n) \rightarrow \infty$ as $n \rightarrow \infty$. The set of $x$ such that the sequence $\left\{n_{x}(n)\right\}$ is bounded has measure 0 : it is the countable union of all preimages of the set $\{R=\infty\}$.

The induced map $F$ is ergodic and $R \in L^{1}(M, \nu)$, therefore we have, by Birkhoff ergodic theorem:

$$
\lim _{n \rightarrow \infty} \frac{S_{n} R}{n}=\nu(R)
$$

for almost every $x \in M$. For such an $x \in M$, since $S_{n_{x}(n)} R \leq n<S_{n_{x}(n)+1} R$, we have that:

$$
\frac{S_{n_{x}(n)} R}{n_{x}(n)} \leq \frac{n}{n_{x}(n)} \leq \frac{S_{n_{x}(n)+1} R}{n_{x}(n)+1} \cdot \frac{n_{x}(n)+1}{n_{x}(n)}
$$

Therefore we have for almost every $x \in M$ that

$$
\lim _{n \rightarrow \infty} \frac{n}{n_{x}(n)}=\nu(R)
$$

Corollary 2.6 We have:

$$
\lim _{n \rightarrow \infty} \nu\left(\frac{n_{x}(n)-n / \nu(R)}{\sqrt{n}} \leq t\right)=\frac{1}{\sqrt{2 \pi} \sigma} \int_{-\infty}^{t} e^{-\frac{s^{2}}{2 \sigma^{2}}} d s
$$

for all $t \in(-\infty, \infty)$ and $\sigma^{2}=\sigma_{R}^{2} /(\nu(R))^{3}$.

Lemma 2.7 Theorem 2.3 implies Theorem 2.1.

Proof.
In this proof, we will assume for simplicity that the function $f$ is bounded. See [33], Appendix A for a similar but longer proof of the more general case. Without loss of generality, assume that $\mu(f)=0$ and therefore we also have $\nu(\tilde{f})=0$. Let $m=m(n)=\lfloor n / \nu(R)\rfloor$. Corollary 2.6 implies that for any $\epsilon>0$, there exists $A_{\varepsilon}>0$ such that

$$
\nu\left(\left|n_{x}-m\right| \geq A \sqrt{n}\right) \leq \varepsilon .
$$

First we prove that with respect to $\mu$ on $\mathcal{M}$ we have:

$$
\frac{\mathcal{S}_{n} f \circ \Pi}{\sqrt{n}} \Longrightarrow N\left(0, \sigma_{f}^{2}\right) .
$$

We have:

$$
\frac{\mathcal{S}_{n} f}{\sqrt{n}}=\frac{S_{n_{1}} \tilde{f}}{\sqrt{n}}+\frac{S_{n_{2}} \tilde{f}-S_{n_{1}} \tilde{f}}{\sqrt{n}}+\frac{\mathcal{S}_{n} f-S_{n_{2}} \tilde{f}}{\sqrt{n}}
$$

The first term converges to $N\left(0, \sigma_{f}^{2}\right)$ with respect to $\nu$ by our assumption and $\sigma_{f}^{2}=$ $\sigma_{\tilde{f}}^{2} / \nu(R)$. The second and third terms converge to 0 in probability, by Birkhoff ergodic theorem and the fact that $f$ is a bounded function. Thus we have shown that on $(M, \nu)$ :

$$
\begin{equation*}
\frac{\mathcal{S}_{n} f}{\sqrt{n}} \Longrightarrow N\left(0, \sigma_{f}^{2}\right) \tag{2.11}
\end{equation*}
$$

We define a new probability measure $\xi$ on $M$ by $d \xi=R / \nu(R) d \nu$. Since $\xi \ll \nu$, the central limit theorem (2.11) also holds with respect to $\xi$. We have:

$$
\begin{equation*}
\int_{\mathcal{M}} \exp \left(i t \frac{\mathcal{S}_{n} f \circ \Pi}{\sqrt{n}}\right) d \mu=\int_{M} R \exp \left(i t \frac{\mathcal{S}_{n} f}{\sqrt{n}}\right) d \mu=\int_{M} \frac{R}{\nu(R)} \exp \left(i t \frac{\mathcal{S}_{n} f}{\sqrt{n}}\right) d \nu \tag{2.12}
\end{equation*}
$$

This shows that on $(\mathcal{M}, \mu)$ :

$$
\frac{\mathcal{S}_{n} f \circ \Pi}{\sqrt{n}} \Longrightarrow N\left(0, \sigma_{f}^{2}\right)
$$

To complete the prove of this lemma, we will show that $\frac{\mathcal{S}_{n} f}{\sqrt{n}}-\frac{\mathcal{S}_{n} f \circ \Pi}{\sqrt{n}} \longrightarrow 0$ in proba-
bility.

$$
\begin{aligned}
\mathcal{S}_{n} f(y, i)-\mathcal{S}_{n} f(y, 0) & =\sum_{k=0}^{n-1} f \circ \mathcal{F}^{k}(y, i)-\sum_{k=0}^{n-1} f \circ \mathcal{F}^{k}(y, 0) \\
& =-\sum_{k=0}^{i-1} f \circ \mathcal{F}^{k}(y, 0)+\sum_{k=n}^{n+i-1} f \circ \mathcal{F}^{k}(y, 0) \\
& =-\sum_{k=0}^{i-1} f(y, k)+\sum_{k=0}^{i-1} f \circ \mathcal{F}^{n}(y, k)
\end{aligned}
$$

Since $\left|\mathcal{S}_{n} f(y, i)-\mathcal{S}_{n} f(y, 0)\right| \leq 2\|f\|_{\infty} R$, we have that

$$
\frac{\mathcal{S}_{n} f}{\sqrt{n}}-\frac{\mathcal{S}_{n} f \circ \Pi}{\sqrt{n}} \longrightarrow 0 \text { in probability. }
$$

Thus we have shown that Theorem 2.3 implies Theorem 2.1.

### 2.3 Central limit theorem for the induced function

We devote this section to prove a central limit theorem on the induced system $(M, F, \nu)$ of which Theorem 2.3 is a special case:

Theorem 2.8 Let $X: M \rightarrow \mathbf{R}$ be an $\mathcal{F}_{0}$-measurable function such that $X \in$ $L^{2}(M, \nu)$ and $\mathbf{E}(X)=0$. Then

$$
\begin{equation*}
\frac{S_{n} X}{\sqrt{n}} \Rightarrow N\left(0, \sigma_{X}^{2}\right) \tag{2.13}
\end{equation*}
$$

where the variance $\sigma_{X}^{2}$ is given by formula (2.31).

There is a filtration of $\sigma$-algebras on $M$ :

$$
\begin{equation*}
\mathcal{F}_{n}=\sigma\left(R \circ F^{k}:-n \leq k \leq n\right) \tag{2.14}
\end{equation*}
$$

for $n \geq 0$ and $\mathcal{F}_{n}=\{\emptyset, M\}$ for $n<0$. Let $X_{n}=X \circ F^{n}$ for $n \geq 0$. Because $F$ preserves the probability measure $\nu$, the sequence $\left\{X_{n}\right\}_{n \geq 0}$ is a stationary stochastic process adapted to the filtration $\left\{\mathcal{F}_{n}\right\}$. By replacing $X$ by $X-\mathbf{E}(X)$, we can assume that $\mathbf{E}(X)=0$.

Our method in proving that $\frac{S_{n} X}{\sqrt{n}}$ converges to a normal distribution as $n \rightarrow \infty$ is to approximate the Birkhoff sum by a series of martingale differences for which a central limit theorem is already proved, see [36]:

Lemma 2.9 Let $\left\{Z_{j}: j \geq 1\right\}$ be a stationary ergodic sequence of martingale differences such that $\mathbf{E}\left(Z_{1}^{2}\right)=\sigma^{2}<\infty$. Then we have

$$
\frac{S_{n} Z}{\sqrt{n}} \Longrightarrow N\left(0, \sigma^{2}\right)
$$

The convergence here is in distribution.

Our approximation is as follows. Fix any large integer $k \geq 1$. Then for any $n \geq 1$ we have a decomposition:

$$
\begin{equation*}
X_{n}=\mathbf{E}\left(X_{n} \mid \mathcal{F}_{n-k}\right)+h_{k} \circ F^{n-1}+u_{n}^{k}-v_{n}^{k}, \tag{2.15}
\end{equation*}
$$

where $h_{k}=\sum_{i=1}^{k}\left(\mathbf{E}\left(X_{i} \mid \mathcal{F}_{1}\right)-\mathbf{E}\left(X_{i} \mid \mathcal{F}_{0}\right), v_{n-1}^{k}=u_{n}^{k}\right.$ and

$$
\begin{equation*}
u_{n}^{k}=\sum_{i=0}^{k-2}\left(\mathbf{E}\left(X_{n+i} \mid \mathcal{F}_{n-1}\right)-\mathbf{E}\left(X_{n+i} \mid \mathcal{F}_{n-k+i}\right)\right) \tag{2.16}
\end{equation*}
$$

Therefore:

$$
\begin{equation*}
X_{0}+\cdots+X_{n-1}=\sum_{i=0}^{n-2} h_{k} \circ F^{i}+\mathbf{E}\left(X_{0}+\cdots+X_{k-1} \mid \mathcal{F}_{0}\right)-v_{n-1}^{k}+\sum_{i=k}^{n-1} \mathbf{E}\left(X_{i} \mid \mathcal{F}_{i-k}\right) \tag{2.17}
\end{equation*}
$$

Note that $\mathbf{E}\left(X_{i} \mid \mathcal{F}_{i-k}\right)=\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F^{i-k}$ for $i \geq k$, and $v_{n}^{k}=v_{k}^{k} \circ F^{n-k}$. We have:

$$
\begin{aligned}
& \limsup _{n \rightarrow \infty} n^{-1} \mathbf{E}\left(X_{0}+\cdots+X_{n-1}-\sum_{i=0}^{n-2} h_{k} \circ F^{i}\right)^{2} \\
& =\limsup _{n \rightarrow \infty} n^{-1} \mathbf{E}\left(\mathbf{E}\left(X_{0}+\cdots+X_{k-1} \mid \mathcal{F}_{0}\right)-v_{n-1}^{k}+\sum_{i=k}^{n-1} \mathbf{E}\left(X_{i} \mid \mathcal{F}_{i-k}\right)\right)^{2} \\
& \leq 3 \limsup _{n \rightarrow \infty} n^{-1} \mathbf{E}\left(\sum_{i=k}^{n-1} \mathbf{E}\left(X_{i} \mid \mathcal{F}_{i-k}\right)\right)^{2} \\
& =3 \limsup _{n \rightarrow \infty}\left(\frac{n-k}{n} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)\right)^{2}+\frac{2}{n} \sum_{i=1}^{n-k-1}(n-k-i) \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F^{i}\right)\right)
\end{aligned}
$$

Since $X: M \rightarrow \mathbf{R}$ is an $\mathcal{F}_{0}$-measurable function, we can compute the quantities $\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)$ rather explicitly.

Lemma 2.10 Let $\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)=\sum_{n=1}^{\infty} a_{n}^{(k)} \chi_{M_{n}}$, where $a_{n}^{(k)}=\mathbf{E}\left(X_{k} \mid M_{n}\right)$ for $n \geq 1$ and $k \geq 0$. We have a recurrence relation:

$$
\begin{equation*}
a_{i}^{(k+1)}=\sum_{m=1}^{\infty} a_{m}^{(k)} p_{i, m} \text { for } i=1,2 \text {, and } a_{n}^{(k+1)}=a_{1}^{(k)} \text { for } k \geq 0 \text { and } n \geq 3 \tag{2.18}
\end{equation*}
$$

Moreover,

$$
\begin{equation*}
\lim _{k \rightarrow \infty} a_{i}^{(k)}=0, \text { for } i=1,2 \tag{2.19}
\end{equation*}
$$

Proof. Suppose that $\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)=\sum_{n=1}^{\infty} a_{n}^{(k)} \chi_{M_{n}}$. Then

$$
\mathbf{E}\left(X_{k+1} \mid \mathcal{F}_{1}\right)=\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F=\sum_{n=1}^{\infty} a_{n}^{(k)} \chi_{F^{-1} M_{n}}
$$

and thus:

$$
\mathbf{E}\left(X_{k+1} \mid \mathcal{F}_{0}\right)=\sum_{n=1}^{\infty} \mathbf{E}\left(\mathbf{E}\left(X_{k+1} \mid \mathcal{F}_{1}\right) \mid M_{n}\right) \chi_{M_{n}}=\sum_{n=1}^{\infty}\left(\sum_{m=1}^{\infty} a_{m}^{(k)} p_{n, m}\right) \chi_{M_{n}},
$$

where we define $p_{n, m}$ as in (2.5). for $n, m \geq 1$. It is straightforward that $\sum_{m=1}^{\infty} p_{n m}=$ 1 for any $n \geq 1$ since the cells $M_{n}$ 's are disjoint and the map $F$ is invertible. Suppose that $x \in M_{n}$; that means the point mass will enter the neighbourhood of the flat points and come out after $n-1$ collisions with the boundary. For $n \geq 3$, by shrinking the neighbourhood if necessary, once the point mass come out it will not come back to the neighbourhood after at least 2 collisions with the good part of the boundary of the table. That is to say $F^{-1} M_{1} \cap M_{n}=M_{n}$, hence $p_{n, 1}=1$, for $n \geq 3$. In essence, we have a three-state Markov chain. Therefore we have that:

$$
\begin{equation*}
\mathbf{E}\left(X_{k+1} \mid \mathcal{F}_{0}\right)=\left(\sum_{m=1}^{\infty} a_{m}^{(k)} p_{1, m}\right) \chi_{M_{1}}+\left(\sum_{m=1}^{\infty} a_{m}^{(k)} p_{2, m}\right) \chi_{M_{2}}+a_{1}^{(k)} \sum_{n=3}^{\infty} \chi_{M_{n}} . \tag{2.20}
\end{equation*}
$$

Let $z_{k}=\left(a_{1}^{(k)}, a_{2}^{(k)}, a_{1}^{(k-1)}\right)^{t}$, and

$$
\left(A_{i j}\right)=\left(\begin{array}{ccc}
p_{1,1} & p_{1,2} & 1-p_{1,1}-p_{1,2}  \tag{2.21}\\
p_{2,1} & 1-p_{2,1} & 0 \\
1 & 0 & 0
\end{array}\right)
$$

The recurrence can then be written in matrix form as:

$$
\begin{equation*}
z_{k+1}=A z_{k} \quad \text { for } k \geq 1 ; \quad z_{1}=\left(a_{1}^{(1)}, a_{2}^{(1)}, a_{1}^{(0)}\right)^{t} . \tag{2.22}
\end{equation*}
$$

We note that the first row of $A$ is strictly positive, thus $A$ is an irreducible, aperiodic stochastic matrix and the unique stationary probability vector is $\pi=\left(\nu\left(M_{1}\right), \nu\left(M_{2}\right), \nu\left(M_{n \geq 3}\right)\right)$ :

$$
\begin{aligned}
& \nu\left(M_{1}\right) A_{12}=\nu\left(M_{2}\right) A_{21} \\
& \nu\left(M_{1}\right) A_{13}=\nu\left(M_{n \geq 3}\right)
\end{aligned}
$$

It follows that $\lim _{k \rightarrow \infty} a_{i}^{(k)}=\pi \cdot z_{1}$ for $i=1,2$. Furthermore, $\pi \cdot z_{1}=\mathbf{E}\left(\mathbf{E}\left(X_{1} \mid \mathcal{F}_{0}\right)\right)=$ 0 . Thus we have:

$$
\lim _{k \rightarrow \infty} a_{i}^{(k)}=0, \text { for } i=1,2
$$

$\diamond$

Lemma 2.11

$$
\lim _{k \rightarrow \infty} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)\right)^{2}=0
$$

Proof. We recall that

$$
\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)=\sum_{n \geq 1} a_{n}^{(k)} \chi_{M_{n}}=a_{1}^{(k)} \chi_{M_{1}}+a_{2}^{(k)} \chi_{M_{2}}+a_{1}^{(k-1)}\left(1-\chi_{M_{1}}-\chi_{M_{2}}\right) .
$$

Therefore:

$$
\mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)\right)^{2}=\left(a_{1}^{(k)}\right)^{2} \nu\left(M_{1}\right)+\left(a_{2}^{(k)}\right)^{2} \nu\left(M_{2}\right)+\left(a_{1}^{(k-1)}\right)^{2}\left(1-\nu\left(M_{1}\right)-\nu\left(M_{2}\right)\right) .
$$

Thus we have:

$$
\lim _{k \rightarrow \infty} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right)\right)^{2}=0
$$

Lemma 2.12

$$
\lim _{k \rightarrow \infty} \sum_{i=1}^{\infty} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F^{i}\right)=0
$$

Proof. As before we have
$\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k+i} \mid \mathcal{F}_{0}\right)=a_{1}^{(k)} a_{1}^{(k+i)} \chi_{M_{1}}+a_{2}^{(k)} a_{2}^{(k+i)} \chi_{M_{2}}+a_{1}^{(k-1)} a_{1}^{(k+i-1)}\left(1-\chi_{M_{1}}-\chi_{M_{2}}\right)$.

Taking the expectation we have:

$$
\begin{aligned}
\mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k+i} \mid \mathcal{F}_{0}\right)\right) & =a_{1}^{(k)} a_{1}^{(k+i)} \nu\left(M_{1}\right)+a_{2}^{(k)} a_{2}^{(k+i)} \nu\left(M_{2}\right)+ \\
& +a_{1}^{(k-1)} a_{1}^{(k+i-1)}\left(1-\nu\left(M_{1}\right)-\nu\left(M_{2}\right)\right) \\
& =a_{1}^{(k)} \nu\left(M_{1}\right)\left(a_{1}^{(k+i)}-a_{1}^{(k+i-1)}\right)+a_{2}^{(k)} \nu\left(M_{2}\right)\left(a_{2}^{(k+i)}-a_{1}^{(k+i-1)}\right) .
\end{aligned}
$$

To deal with the last term, we have for $n \geq 2$ that:

$$
\begin{align*}
& a_{2}^{(n)}-a_{1}^{(n-1)}=\left(a_{2}^{(n-1)}-a_{1}^{(n-1)}\right) A_{22}  \tag{2.23}\\
& a_{2}^{(n-1)}-a_{1}^{(n-1)}=\frac{a_{1}^{(n)}-a_{1}^{(n-1)}}{A_{12}}+\frac{\left(a_{1}^{(n-1)}-a_{1}^{(n-2)}\right) A_{13}}{A_{12}} . \tag{2.24}
\end{align*}
$$

Thus the series $\sum_{i=1}^{\infty} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F^{i}\right)$ is in fact a telescoping series and noting that $a_{i}^{(k)} \rightarrow 0$ as $k \rightarrow \infty$ for $i=1,2$, it must be the case that:

$$
\lim _{k \rightarrow \infty} \sum_{i=1}^{\infty} \mathbf{E}\left(\mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \cdot \mathbf{E}\left(X_{k} \mid \mathcal{F}_{0}\right) \circ F^{i}\right)=0
$$

Thus for any positive sequence $\varepsilon_{k} \rightarrow 0$ as $k \rightarrow \infty$, there exists a sequence $n_{k} \rightarrow \infty$ as $k \rightarrow \infty$ such that

$$
\limsup _{n \rightarrow \infty} n^{-1} \mathbf{E}\left(X_{0}+\cdots+X_{n-1}-\sum_{i=0}^{n-2} h_{n_{k}} \circ F^{i}\right)^{2}<\varepsilon_{k} .
$$

The sequence $\left\{h_{n_{k}} \circ F^{i}\right\}_{i \geq 0}$ is a stationary sequence of martingale differences adapted to the filtration $\left\{\mathcal{F}_{i}\right\}$. The CLT holds for this sequence:

$$
\begin{equation*}
n^{-1 / 2} \sum_{i=0}^{n-1} h_{n_{k}} \circ F^{i} \Longrightarrow N\left(0, \sigma_{k}^{2}\right) \tag{2.25}
\end{equation*}
$$

where $\sigma_{k}^{2}=\mathbf{E}\left(h_{n_{k}}^{2}\right)$.

Next, we show that the sequence $\left\{\sigma_{k}\right\}$ converges to some limit as $k \rightarrow \infty$.

$$
\begin{aligned}
\left(\sigma_{i}-\sigma_{j}\right)^{2} & \leq \mathbf{E}\left(h_{n_{i}}-h_{n_{j}}\right)^{2} \\
& =n^{-1} \mathbf{E}\left(\sum_{m=0}^{n-1}\left(h_{n_{i}}-h_{n_{j}}\right) \circ F^{m}\right)^{2} \\
& \leq 2\left(\varepsilon_{i}+\varepsilon_{j}\right) .
\end{aligned}
$$

Therefore $\left\{\sigma_{k}\right\}$ is a Cauchy sequence and hence $\sigma_{k} \rightarrow \sigma_{X}$ as $k \rightarrow \infty$ for some constant $\sigma_{X}$ and

$$
\lim _{n \rightarrow \infty} \mathbf{E}\left(\frac{S_{n} X}{\sqrt{n}}\right)^{2}=\sigma_{X}^{2}
$$

Finally, the variance $\sigma_{X}^{2}$ can be computed directly as below:
For any $n \geq 1$ :

$$
\begin{aligned}
\operatorname{Cov}\left(X, X \circ F^{n}\right) & =\mathbf{E}\left(\mathbf{E}\left(X \circ F^{n} \mid \mathcal{F}_{0}\right) \cdot X\right) \\
& =\mathbf{E}\left(\left(a_{1}^{(n)} \chi_{M_{1}}+a_{2}^{(n)} \chi_{M_{2}}+a_{1}^{(n-1)} \sum_{m \geq 3} \chi_{M_{m}}\right) \cdot \sum_{m=1}^{\infty} a_{m}^{(0)} \chi_{M_{m}}\right) \\
& =a_{1}^{(n)} a_{1}^{(0)} \nu\left(M_{1}\right)+a_{2}^{(n)} a_{2}^{(0)} \nu\left(M_{2}\right)+a_{1}^{(n-1)} \sum_{m=3}^{\infty} a_{m}^{(0)} \nu\left(M_{m}\right) \\
& =\left(a_{1}^{(n)}-a_{1}^{(n-1)}\right) a_{1}^{(0)} \nu\left(M_{1}\right)+\left(a_{2}^{(n)}-a_{1}^{(n-1)}\right) a_{2}^{(0)} \nu\left(M_{2}\right) .
\end{aligned}
$$

In particular, for $n=1$ :

$$
\begin{align*}
\operatorname{Cov}(X, X \circ F) & =\left(a_{1}^{(1)}-a_{1}^{(0)}\right) a_{1}^{(0)} \nu\left(M_{1}\right)+\left(a_{2}^{(1)}-a_{1}^{(0)}\right) a_{2}^{(0)} \nu\left(M_{2}\right)  \tag{2.26}\\
& =\left(a_{1}^{(1)}-a_{1}^{(0)}\right) a_{1}^{(0)} \nu\left(M_{1}\right)+\left(a_{2}^{(0)}-a_{1}^{(0)}\right) A_{22} a_{2}^{(0)} \nu\left(M_{2}\right) . \tag{2.27}
\end{align*}
$$

For $n \geq 2$, we have:

$$
\begin{align*}
& a_{2}^{(n)}-a_{1}^{(n-1)}=\left(a_{2}^{(n-1)}-a_{1}^{(n-1)}\right) A_{22}  \tag{2.28}\\
& a_{2}^{(n-1)}-a_{1}^{(n-1)}=\frac{a_{1}^{(n)}-a_{1}^{(n-1)}}{A_{12}}+\frac{\left(a_{1}^{(n-1)}-a_{1}^{(n-2)}\right) A_{13}}{A_{12}} . \tag{2.29}
\end{align*}
$$

Therefore:

$$
\begin{aligned}
& \operatorname{Cov}\left(X, X \circ F^{n}\right)=\left(a_{1}^{(n)}-a_{1}^{(n-1)}\right) a_{1}^{(0)} \nu\left(M_{1}\right) \\
& +\left(a_{1}^{(n)}-a_{1}^{(n-1)}+\left(a_{1}^{(n-1)}-a_{1}^{(n-2)}\right) A_{13}\right) \frac{A_{22}}{A_{12}} a_{2}^{(0)} \nu\left(M_{2}\right) . \\
& =\left(a_{1}^{(n)}-a_{1}^{(n-1)}\right)\left(a_{1}^{(0)} \nu\left(M_{1}\right)+W\right)+\left(a_{1}^{(n-1)}-a_{1}^{(n-2)}\right) A_{13} W,
\end{aligned}
$$

where:

$$
\begin{equation*}
W=\frac{A_{22}}{A_{12}} a_{2}^{(0)} \nu\left(M_{2}\right) . \tag{2.30}
\end{equation*}
$$

We can then compute the variance of $\frac{S_{n} X}{\sqrt{n}}$ as follows:

$$
\begin{aligned}
\operatorname{Var}\left(\frac{S_{n} X}{\sqrt{n}}\right) & =\operatorname{Var}(X)+\frac{2}{n} \sum_{k=1}^{n-1}(n-k) \operatorname{Cov}\left(X, X \circ F^{k}\right) \\
& =\operatorname{Var}(X)+2 \sum_{k=1}^{n-1} \operatorname{Cov}\left(X, X \circ F^{k}\right)-\frac{2}{n} \sum_{k=1}^{n-1} k \operatorname{Cov}\left(X, X \circ F^{k}\right)
\end{aligned}
$$

The second term is:
$\sum_{k=1}^{n-1} \operatorname{Cov}\left(X, X \circ F^{k}\right)=\operatorname{Cov}(X, X \circ F)+\left(a_{1}^{(n-1)}-a_{1}^{(1)}\right)\left(a_{1}^{(0)} \nu\left(M_{1}\right)+W\right)+\left(a_{1}^{(n-2)}-a_{1}^{(0)}\right) A_{13} W$.
Taking limit as $n \rightarrow \infty$, the third term converges to 0 by Kronecker's lemma or by direct verificaton. Thus we have:
$\sigma_{X}^{2}=\lim _{n \rightarrow \infty} \operatorname{Var}\left(\frac{S_{n} X}{\sqrt{n}}\right)=\operatorname{Var}(X)-2\left(a_{1}^{(0)}\right)^{2} \nu\left(M_{1}\right)+2 W\left(a_{1}^{(0)} A_{11}+a_{2}^{(0)} A_{12}-a_{1}^{(0)}-a_{1}^{(1)}\right)$.

Thus we have shown that $\frac{S_{n} X}{\sqrt{n}} \Longrightarrow N\left(0, \sigma_{X}^{2}\right)$ in distribution and completed the proof of Theorem 2.8.

Remark Our method also works for functions $X$ that are $\mathcal{F}_{m}$-measurable for any $m \geq 0$. The martingale approximation is virtually the same, and the estimations of the errors are easily reduced to estimation of the case $X$ is $\mathcal{F}_{0}$-measurable since we are dealing with stationary stochastic sequences. Thus the central limit theorem actually holds for a much larger class of observables than those considered in Theorem 2.1. However, a drawback is that a formula for the diffusion constant would be more complicated.

## C H A P T ER 3

# INVARIANCE PRINCIPLES FOR ERGODIC SYSTEMS WITH SLOWLY $\alpha$-MIXING INDUCING BASE 

### 3.1 Introduction

As a functional generalization of the central limit theorems, the almost sure invariance principle (ASIP) asserts the the partial sum of a random process can be well approximated by a Brownian motion with an almost sure error. There has been a great deal of work on the invariance principles in probability theory, such as $[55,3,29,59,68,23]$, etc., as well as in the context of dynamical systems, for instance, $[9,13,69,70,56,37,62,50,14,51,34,2,25,38]$, etc.. Three major approaches are exploited in the proof of invariance principles: (1) the martingale approximation method (e.g. [55, 14]); (2) the inducing and Young towers (e.g. [50, 51] ); (3) the This chapter is a slightly modified version of [12].
spectral method for transfer operators (e.g. [56, 34]).
In the paper, we study the almost sure invariance principle (ASIP) for a class of ergodic dynamical systems with a slowly $\alpha$-mixing inducing base. Our setting is rather abstract, and does not have any smooth structures. Also, we assume very low regularity for the observable that generates the stationary process, that is, the observable is only integrable but could be unbounded. In this situation, we are able to prove the ASIP for stationary processes that are generated by any adapted observables. Although adapted observables might be a quite narrowed class of functions, they can provide good approximations for most regular observales.

This paper is organized as follows. In Section 3.2, we shall introduce Assumption (H1) on the inducing base and Assumption (H2) for the first return time, and state our main theorem. In Section 3.3, we deliver the proof of the ASIP in four subsections. In Section 3.4, we apply our main result to intermittent maps and billiards with flat points.

### 3.2 Statement of Results

Let $\mathcal{T}$ be an ergodic measure-preserving transformation on a standard probability space $(\mathcal{M}, \mathcal{B}, \mu)$. We choose a subset $M \subset \mathcal{M}$ of positive $\mu$-measure, and denote the first return time to $M$ by

$$
R(x)=\inf \left\{n \geq 1: \mathcal{T}^{n}(x) \in M\right\}, \text { for any } x \in M
$$

Consider the induced base transformation $T:\left(M, \mathcal{B}_{M}, \nu\right) \circlearrowleft$, where

- $T(x)=\mathcal{T}^{R(x)}(x)$ for any $x \in M$;
- $\mathcal{B}_{M}:=\{B \cap M: B \in \mathcal{B}\} ;$
- $\nu$ is the conditional measure of $\mu$ on $M$, i.e., $\nu(\cdot)=\mu(\cdot \mid M)$.

By Poincaré recurrence and the ergodicity of $\mathcal{T}$, we have

$$
M=\bigcup_{n=1}^{\infty}\{R=n\} \quad(\bmod \nu), \quad \text { and } \quad \mathcal{M}=\bigcup_{n=1}^{\infty} \bigcup_{k=0}^{n-1} \mathcal{T}^{k}\{R=n\} \quad(\bmod \mu)
$$

Remark The induced map $T$ must be ergodic, since the original map $\mathcal{T}$ is ergodic.
However, $\mathcal{T}$ may not be mixing, even if $T$ is mixing.

We now impose the following assumptions.
$(\mathbf{H} 1) T$ admits a generating partition $\xi$, i.e., $\mathcal{F}_{0}^{\infty}=\mathcal{B}_{M}(\bmod \nu)$, where $\mathcal{F}_{s}^{t}:=$ $\sigma\left(T^{-s} \xi \vee \cdots \vee T^{-t} \xi\right)$. for any $0 \leq s \leq t \leq \infty$. Moreover, the family $\mathfrak{F}:=\left\{\mathcal{F}_{s}^{t}\right\}_{0 \leq s \leq t \leq \infty}$ is $\alpha$-mixing with polynomial rate $\mathcal{O}\left(n^{-\beta}\right)$ for some $\beta>2$, that is,

$$
\begin{equation*}
\alpha_{\mathfrak{F}}(n)=\sup _{t \geq 0} \sup _{A \in \mathcal{F}_{0}^{+}} \sup _{B \in \mathcal{F}_{t+n}^{+\infty}}|\nu(A \cap B)-\nu(A) \nu(B)|=\mathcal{O}\left(n^{-\beta}\right) . \tag{3.1}
\end{equation*}
$$

(H2) $R \in L^{p}(M, \nu)$ for some $p>2$ satisfying $\frac{1}{\beta}+\frac{1}{p}<\frac{1}{2}$, or equivalently,

$$
\begin{equation*}
\nu\{R>k\}=\mathcal{O}\left(k^{-p}\right) \tag{3.2}
\end{equation*}
$$

Refining $\xi$ if necessary, one may assume that $\{R=n\} \in \mathcal{F}_{0}^{0}$ for each $n \geq 1$. We then naturally lift the partition $\xi$ to the partition $\widetilde{\xi}$ on $\mathcal{M}$, to be precise,

$$
\widetilde{\xi}:=\left\{A \subset \mathcal{T}^{k}\{R=n\}: \mathcal{T}^{-k} A \in \xi, n \geq 1,0 \leq k \leq n-1\right\}
$$

It is clear that $\widetilde{\xi}$ is a generating partition for $\mathcal{T}$. We denote $\widetilde{\mathcal{F}}_{s}^{t}:=\sigma\left(\mathcal{T}^{-s} \widetilde{\xi} \vee \cdots \vee \mathcal{T}^{-t} \widetilde{\xi}\right)$ for any $0 \leq s \leq t \leq \infty$.

A measurable function $f: \mathcal{M} \rightarrow \mathbb{R}$ (or $f: M \rightarrow \mathbb{R}$ ) is said to be an adapted function if $f$ is $\widetilde{\mathcal{F}}_{s}^{t}$-measurable (or $\mathcal{F}_{s}^{t}$-measurable) for some $0 \leq s \leq t<\infty$. In particular, the first return time $R$ is adapted.

Our main result is the following.

Theorem 3.1 Let $q>2$ be such that $\frac{1}{\beta}+\frac{1}{p}+\frac{1}{q}<\frac{1}{2}$. Suppose that $f \in L^{q}(\mathcal{M}, \mu)$ with $\mathbb{E}_{\mu}(f)=0$, and $f$ is an adapted function on $\mathcal{M}$. Then the stationary process $\mathbf{X}_{f}:=\left\{f \circ \mathcal{T}^{n}\right\}_{n \geq 0}$ satisfies an almost sure invariance principle (ASIP) as follows: for any $\lambda \in\left(\max \left\{\frac{1}{4}, \frac{1}{\beta}+\frac{1}{p}+\frac{1}{q}\right\}, \frac{1}{2}\right)$, enlarging to a richer probability space $\left(\mathcal{M}^{\prime}, \mu^{\prime}\right)$ if necessary, there exists a standard Brownian motion $W(\cdot)$ such that

$$
\begin{equation*}
\left|\sum_{k=0}^{n-1} f \circ \mathcal{T}^{k}-W\left(n \sigma^{2}\right)\right|=\mathcal{O}\left(n^{\lambda}\right), \quad \mu^{\prime}-a . s . \tag{3.3}
\end{equation*}
$$

where $\sigma=\sigma(f)$ is defined by (3.18) in Section 3.3.4.

It is obvious from (3.3) that $\sigma=\lim _{n \rightarrow \infty} \frac{1}{n} \mathbb{E}_{\mu}\left(\sum_{k=0}^{n-1} f \circ \mathcal{T}^{k}\right)^{2}$. We shall provide an alternative formula in (3.18) for $\sigma$ from the induced system.

Remark We could easily extend Theorem 3.1 in the invertible case, with the only modification on the families $\mathcal{F}_{s}^{t}$ and $\widetilde{\mathcal{F}}_{s}^{t}$ to be two sided, i.e., $-\infty \leq s \leq t \leq \infty$.

### 3.3 Proof of Theorem 3.1

### 3.3.1 The induced function $\widehat{f}$

For any measurable function $f: \mathcal{M} \rightarrow \mathbb{R}$, we define the induced function on $M$ by

$$
\widehat{f}(x):=\sum_{k=0}^{R(x)-1} f \circ \mathcal{T}^{k}(x), \quad x \in M
$$

Lemma 3.2 Let $f: \mathcal{M} \rightarrow \mathbb{R}$ be a function that satisfies Theorem 3.1. Then
(1) $\mathbb{E}_{\nu}(\widehat{f})=0$;
(2) $\widehat{f} \in L^{r}(M, \nu)$ for any $r \in\left(2, \frac{p q}{p+q}\right)$;
(3) For each $n \geq 0$, the function $\widehat{f} \circ T^{n}$ is adapted on $M$.

Proof. (1) By Kac formula, i.e., $\int_{M} \widehat{f} d \mu=\int f d \mu$, and the fact that $\nu(\cdot)=\mu(\cdot \mid M)$, we have that $\mathbb{E}_{\nu}(\widehat{f})=0$ if $\mathbb{E}_{\mu}(f)=0$.
(2) Note that $\widehat{f}=\sum_{k=0}^{\infty} f \circ \mathcal{T}^{k} 1_{\{R>k\}}$, then by Minkowski's inequality, Hölder inequality and $\mathcal{T}$-invariance of $\mu$, we have

$$
\begin{aligned}
\|\widehat{f}\|_{L^{r}(\nu)} & \leq \sum_{k=0}^{\infty}\left\||f| \circ \mathcal{T}^{k} 1_{\{R>k\}}\right\|_{L^{r}(\nu)} \\
& =\mu(M)^{-\frac{1}{r}} \sum_{k=0}^{\infty}\left(\int|f|^{r} \circ \mathcal{T}^{k} 1_{\{R>k\}} d \mu\right)^{\frac{1}{r}} \\
& \leq \mu(M)^{-\frac{1}{r}} \sum_{k=0}^{\infty}\left\|f \circ \mathcal{T}^{k}\right\|_{L^{q}(\mu)}(\mu\{R>k\})^{1 / r-1 / q} \\
& =\mu(M)^{-\frac{1}{q}}\|f\|_{L^{q}(\mu)} \sum_{k=0}^{\infty}(\nu\{R>k\})^{1 / r-1 / q}
\end{aligned}
$$

The last summation is finite due to Condition (3.2), i.e.,

$$
\sum_{k=0}^{\infty}(\mu\{R>k\})^{1 / r-1 / q}=1+\mathcal{O}\left(\sum_{k=1}^{\infty}\left(k^{-p}\right)^{1 / r-1 / q}\right)<\infty
$$

since $p(1 / r-1 / q)>1$. Therefore, $\|\widehat{f}\|_{L^{r}(\nu)}<\infty$ and thus $\widehat{f} \in L^{r}(M, \nu)$.
(3) Since $f$ is adapted, there are $0 \leq s \leq t<\infty$ such that $f$ is $\widetilde{\mathcal{F}}_{s}^{t}$-measurable. It is easy to see that $\widehat{f}$ is $\mathcal{F}_{s}^{t}$-measurable. Moreover, we have that $\widehat{f} \circ T^{n}$ is $\mathcal{F}_{s+n}^{t+n}$ measurable for each $n \geq 0$, since $T^{-n} \mathcal{F}_{s}^{t}=\mathcal{F}_{s+n}^{t+n}$.

We shall first study the induced process $\mathbf{X}_{\widehat{f}}:=\left\{\widehat{f} \circ T^{n}\right\}_{n \geq 1}$ on $(M, \nu)$.
3.3.2 ASIP for the induced process $\mathbf{X}_{\widehat{f}}$

In this subsection, we establish an ASIP for the induced process $\mathbf{X}_{\widehat{f}}=\left\{\widehat{f} \circ T^{n}\right\}_{n \geq 1}$. We first recall the following special case of an ASIP result by Shao and Lu [59].

Definition 3.3 Given a random process $\mathbf{X}=\left\{X_{n}\right\}_{n \geq 0}$ on $(M, \nu)$, we denote

$$
\mathcal{G}_{m}^{n}(\mathbf{X}):=\sigma\left\{X_{m}, X_{m+1}, \ldots, X_{n}\right\}
$$

for any $0 \leq m \leq n \leq \infty$. The $\alpha$-mixing coefficient of the process is defined by

$$
\alpha_{\mathbf{X}}(n)=\sup _{k \geq 0} \sup _{A \in \mathcal{G}_{0}^{k}(\mathbf{X})} \sup _{B \in \mathcal{G}_{k+n}^{\infty}(\mathbf{X})}|\nu(A \cap B)-\nu(A) \nu(B)| .
$$

Proposition 3.4 Let $\delta \in(0,2]$ and $r \in(2+\delta, \infty]$. If $\mathbf{X}=\left\{X_{n}\right\}_{n \geq 0}$ is a zero-mean random process such that
(i) $\sup _{n \geq 0}\left\|X_{n}\right\|_{L^{r}}<\infty$;
(ii) $\sum_{n=1}^{\infty} \alpha_{\mathbf{X}}(n)^{\frac{1}{2+\delta}-\frac{1}{r}}<\infty$;
(iii) $\liminf _{n \rightarrow \infty} \frac{a_{n}}{n}>0$, where $a_{n}:=\mathbb{E}_{\nu}\left(\sum_{k=0}^{n-1} X_{k}\right)^{2}$,
then for any $\epsilon>0$, enlarging to a richer probability space ( $M^{\prime}, \nu^{\prime}$ ) if necessary, there exists a standard Brownian motion $W(\cdot)$ such that

$$
\left|\sum_{k=0}^{n-1} X_{k}-W\left(a_{n}\right)\right|=\mathcal{O}\left(a_{n}^{\frac{1}{2+\delta}+\epsilon}\right), \quad \nu^{\prime}-a . s .
$$

We now directly apply Proposition 3.4 to adapted stationary processes on $(M, \nu)$.

Lemma 3.5 Let $r>2$ be such that $\frac{1}{\beta}+\frac{1}{r}<\frac{1}{2}$. Suppose that $g \in L^{r}(M, \nu)$ with $\mathbb{E}_{\nu}(g)=0$, and $g$ is an adapted function on $M$. Then the stationary process $\mathbf{X}_{g}=$ $\left\{g \circ T^{n}\right\}_{n \geq 0}$ satisfies an ASIP as follows: for any $\lambda \in\left(\max \left\{\frac{1}{4}, \frac{1}{\beta}+\frac{1}{r}\right\}, \frac{1}{2}\right)$, enlarging to a richer probability space $\left(M^{\prime}, \nu^{\prime}\right)$ if necessary, there exists a standard Brownian motion $W(\cdot)$ such that

$$
\begin{equation*}
\left|\sum_{k=0}^{n-1} g \circ T^{k}-W\left(n \sigma_{g}^{2}\right)\right|=\mathcal{O}\left(n^{\lambda}\right), \quad \nu^{\prime}-a . s . \tag{3.4}
\end{equation*}
$$

where $\sigma_{g}^{2}$ is given by

$$
\begin{equation*}
\sigma_{g}^{2}:=\sum_{n=-\infty}^{\infty} \mathbb{E}_{\nu}\left(g \cdot g \circ T^{n}\right)=\sum_{n=-\infty}^{\infty} \int g \cdot g \circ T^{n} d \nu \tag{3.5}
\end{equation*}
$$

Proof. In the degenerate case when $\sigma_{g}=0$, it is well known that $g$ is a coboundary, i.e., there exists a measurable function $h: M \rightarrow \mathbb{R}$ such that $g=h-h \circ T$ (see e.g. [40], Theorem 18.2.2), and thus (3.8) is automatic.

We now consider the non-degenerate case when $\sigma_{g}>0$, and check conditions in Proposition 3.4 for the stationary process $\mathbf{X}_{g}:=\left\{g \circ T^{n}\right\}_{n \geq 0}$ as follows.

As $\lambda \in\left(\max \left\{\frac{1}{4}, \frac{1}{\beta}+\frac{1}{r}\right\}, \frac{1}{2}\right)$, we pick a sufficiently small $\delta \in\left(0, \frac{1}{\lambda}-2\right)$ such that $\frac{1}{r}<\frac{1}{2+\delta}-\frac{1}{\beta}$. By $T$-invariance of $\nu$, we have $\mathbb{E}_{\nu}\left(g \circ T^{n}\right)=\mathbb{E}_{\nu}(g)=0$ for any
$n \geq 0$, that is, the process is of zero mean. Also, $\left\|g \circ T^{n}\right\|_{L^{r}(\nu)}=\|g\|_{L^{r}(\nu)}$, and thus Condition (i) in Proposition 3.4 holds.

For Condition (ii), we recall that $\mathcal{G}_{m}^{n}\left(\mathbf{X}_{g}\right)$ is the $\sigma$-algebra generated by $g \circ$ $T^{m}, \ldots, g \circ T^{n}$, where $0 \leq m \leq n \leq \infty$. Since $g$ is an adapted function, there are some $0 \leq s \leq t<\infty$ such that $g$ is $\mathcal{F}_{s}^{t}$-measurable. Therefore, $g \circ T^{n}$ is $\mathcal{F}_{s+n^{-}}^{t+n}$ measurable, and hence $\mathcal{G}_{m}^{n}\left(\mathbf{X}_{g}\right) \subset \mathcal{F}_{s+m}^{t+n}$. Hence by (3.1),

$$
\alpha_{\mathbf{X}_{g}}(n) \leq \alpha_{\mathfrak{F}}(n+s-t)=\mathcal{O}\left((n+s-t)^{-\beta}\right)=\mathcal{O}\left(n^{-\beta}\right),
$$

as $n \rightarrow \infty$, which immediately implies Condition (ii) since $\beta\left(\frac{1}{2+\delta}-\frac{1}{r}\right)>1$.
By the covariance inequality in Lemma 7.2.1 in [55], we have

$$
\begin{aligned}
\left|\mathbb{E}_{\nu}\left(g \cdot g \circ T^{n}\right)\right| & \leq 10 \alpha_{\mathbf{X}_{g}}(n)^{1-\frac{2}{r}}\|g\|_{L^{r}(\nu)}\left\|g \circ T^{n}\right\|_{L^{r}(\nu)} \\
& \leq 10\|g\|_{L^{r}(\nu)}^{2} \mathcal{O}\left(n^{-\beta\left(1-\frac{2}{r}\right)}\right)=: \mathcal{O}\left(n^{-\beta_{1}}\right)
\end{aligned}
$$

where we set $\beta_{1}:=\beta\left(1-\frac{2}{r}\right)>2$. Hence the series in (3.5) absolutely converges. We now check Condition (iii).

$$
\begin{aligned}
a_{n}=\mathbb{E}_{\nu}\left(\sum_{k=0}^{n-1} g \circ T^{k}\right)^{2} & =n \mathbb{E}_{\nu}(g)^{2}+2 \sum_{k=1}^{n-1}(n-k) \mathbb{E}_{\nu}\left(g \cdot g \circ T^{k}\right) \\
& =n \sigma_{g}^{2}-n \sum_{|k| \geq n} \mathbb{E}_{\nu}\left(g \cdot g \circ T^{k}\right)-2 \sum_{k=1}^{n-1} k \mathbb{E}_{\nu}\left(g \cdot g \circ T^{k}\right) \\
& =n \sigma_{g}^{2}+\mathcal{O}\left(n \sum_{|k| \geq n} k^{-\beta_{1}}\right)+\mathcal{O}\left(\sum_{k=1}^{n-1} k^{1-\beta_{1}}\right) \\
& =n \sigma_{g}^{2}+\mathcal{O}(1),
\end{aligned}
$$

Therefore, $\lim _{n \rightarrow \infty} \frac{a_{n}}{n}=\sigma_{g}^{2}>0$.

By Proposition 3.4, for any $\epsilon \in\left(0, \lambda-\frac{1}{2+\delta}\right)$, enlarging to a richer probability space $\left(M^{\prime}, \nu^{\prime}\right)$ if necessary, there exists a standard Brownian motion $W(\cdot)$ such that

$$
\begin{equation*}
\left|\sum_{k=0}^{n-1} g \circ T^{k}-W\left(a_{n}\right)\right|=\mathcal{O}\left(n^{\frac{1}{2+\delta}+\epsilon}\right)=\mathcal{O}\left(n^{\lambda}\right), \quad \nu^{\prime}-a . s . \tag{3.6}
\end{equation*}
$$

We recall the following property of standard Brownian motions: for any $s \geq 0$ and $t>0$, the increment $W(s+t)-W(s)$ has the same distribution as $Z(t)$, where $Z(t)$ is normally distributed with mean 0 and variance $t$. Also, it is well known that $\mathbb{E}|Z(t)|^{2 \ell}=t^{\ell}(2 \ell-1)!$ ! for any $\ell \in \mathbb{N}$, where the double factorial is defined by $(2 \ell-1)!!=\prod_{k=1}^{\ell}(2 k-1)$. In particular, $\mathbb{E}|Z(t)|^{4}=3 t^{2}$. See e.g. [27] for details.

Now we compare $W\left(a_{n}\right)$ and $W\left(n \sigma_{g}^{2}\right)$ as follows. Since $a_{n}=n \sigma_{g}^{2}+\mathcal{O}(1)$, by Markov's inequality,

$$
\begin{aligned}
\sum_{n=1}^{\infty} \nu^{\prime}\left\{\left|W\left(a_{n}\right)-W\left(n \sigma_{g}^{2}\right)\right| \geq n^{\lambda}\right\} & \leq \sum_{n=1}^{\infty} \frac{\mathbb{E}_{\nu^{\prime}}\left|Z\left(\left|a_{n}-n \sigma_{g}^{2}\right|\right)\right|^{4}}{n^{4 \lambda}} \\
& =\sum_{n=1}^{\infty} n^{-4 \lambda} \cdot 3\left|a_{n}-n \sigma_{g}^{2}\right|^{2} \\
& =\mathcal{O}\left(\sum_{n=1}^{\infty} n^{-4 \lambda}\right)<\infty,
\end{aligned}
$$

as $\lambda>\frac{1}{4}$. Then by Borel-Cantelli Lemma,

$$
\begin{equation*}
\left|W\left(a_{n}\right)-W\left(n \sigma_{g}^{2}\right)\right|=\mathcal{O}\left(n^{\lambda}\right), \quad \nu^{\prime}-\text { a.s. } \tag{3.7}
\end{equation*}
$$

Therefore, (3.4) immediately follows from (3.6) and (3.7).
Applying Lemma 3.5 to the induced processes, we obtain

Lemma 3.6 The induced process $\mathbf{X}_{\widehat{f}}=\left\{\widehat{f} \circ T^{n}\right\}_{n \geq 0}$ satisfies an ASIP as follows: for any $\lambda \in\left(\max \left\{\frac{1}{4}, \frac{1}{\beta}+\frac{1}{p}+\frac{1}{q}\right\}, \frac{1}{2}\right)$, enlarging to a richer probability space $\left(M^{\prime}, \nu^{\prime}\right)$
if necessary, there exists a standard Brownian motion $W(\cdot)$ such that

$$
\begin{equation*}
\left|\sum_{k=0}^{n-1} \widehat{f} \circ T^{k}-W\left(n \sigma_{\hat{f}}^{2}\right)\right|=\mathcal{O}\left(n^{\lambda}\right), \quad \nu^{\prime}-a . s . \tag{3.8}
\end{equation*}
$$

where $\sigma_{\widehat{f}}^{2}$ is given by (3.5).
Proof. Recall that $\lambda \in\left(\max \left\{\frac{1}{4}, \frac{1}{\beta}+\frac{1}{p}+\frac{1}{q}\right\}, \frac{1}{2}\right)$. Pick a sufficiently small $\delta \in$ ( $0, \frac{1}{\lambda}-2$ ), and choose some $r>2$ such that

$$
\begin{equation*}
\frac{1}{p}+\frac{1}{q}<\frac{1}{r}<\lambda-\frac{1}{\beta} \tag{3.9}
\end{equation*}
$$

By Lemma 3.2, $\widehat{f} \in L^{r}(M, r)$ and $\mathbb{E}_{\nu}(\widehat{f})=0$, and $\widehat{f}$ is an adapted function on $M$. Then (3.8) holds by Lemma 3.5.

### 3.3.3 Comparison between $\mathbf{X}_{f}$ and $\mathbf{X}_{\widehat{f}}$

We now regard $\nu$ as a probability measure on $\mathcal{M}$, although it is not $\mathcal{T}$-invariant. Note that $\nu$-a.s. $x \in \mathcal{M}$ belongs to the induced space $M$. In this subsection, we shall show that the induced process $\mathbf{X}_{\widehat{f}}=\left\{\widehat{f} \circ T^{n}\right\}_{n \geq 1}$ on $(M, \nu)$ is comparable to the original process $\mathbf{X}_{f}=\left\{f \circ \mathcal{T}^{n}\right\}_{n \geq 1}$ on $(\mathcal{M}, \nu)$.

For any point $x \in M$, or equivalently, for $\nu$-a.s. $x \in \mathcal{M}$, we define the following time functions: for any $n \geq 1$, there is a unique integer $\widehat{n}=\widehat{n}(x, n)$ such that

$$
\begin{equation*}
\widehat{n}=\widehat{n}(x, n):=\max \left\{m \geq 1: \sum_{k=0}^{m-1} R \circ T^{k}(x) \leq n\right\} \tag{3.10}
\end{equation*}
$$

We set $\widehat{n}=0$ if the above set is empty. Also, we let

$$
\begin{equation*}
\widetilde{n}=\widetilde{n}(x, n):=n-\sum_{k=0}^{\widehat{n}-1} R \circ T^{k}(x) . \tag{3.11}
\end{equation*}
$$

Lemma 3.7 For any $\epsilon>0$, we have

$$
\begin{equation*}
|\widehat{n}-n \mu(M)|=\mathcal{O}\left(n^{\frac{1}{2}+\varepsilon}\right), \quad \nu-a . s . \tag{3.12}
\end{equation*}
$$

Proof. We first apply Lemma 3.5 to the stationary process

$$
\mathbf{X}_{R}:=\left\{R \circ T^{m}-\mathbb{E}_{\nu}(R)\right\}_{m \geq 0}=\left\{\left(R-\mathbb{E}_{\nu}(R)\right) \circ T^{m}\right\}_{m \geq 0}
$$

on the probability space $(M, \nu)$. Indeed, $R-\mathbb{E}_{\nu}(R) \in L^{p}(\nu)$ and it is of zero mean. Furthermore, $R$ is $\mathcal{F}_{0}^{0}$-measurable, and so is $R-\mathbb{E}_{\nu}(R)$. Hence by Lemma 3.5, enlarging to a richer probability space $\left(M^{\prime}, \nu^{\prime}\right)$ if necessary, there exists a standard Brownian motion $W_{1}(\cdot)$ such that

$$
\begin{equation*}
\left|\sum_{k=0}^{m-1} R \circ T^{k}-m \mathbb{E}_{\nu}(R)-W_{1}\left(m \sigma_{R-\mathbb{E}_{\nu}(R)}^{2}\right)\right|=\mathcal{O}\left(m^{\frac{1}{2}}\right), \quad \nu^{\prime}-\text { a.s. } \tag{3.13}
\end{equation*}
$$

By Kac formula, we have $\mathbb{E}_{\nu}(R)=\frac{1}{\mu(M)}$. It is well known (or use Borel-Cantelli Lemma) that for any $\varepsilon>0, W_{1}\left(m \sigma_{R-\mathbb{E}_{\nu}(R)}^{2}\right)=\mathcal{O}\left(m^{\frac{1}{2}+\varepsilon}\right), \nu^{\prime}$-a.s.. Hence (3.13) implies that

$$
\begin{equation*}
\sum_{k=0}^{m-1} R \circ T^{k}=\frac{m}{\mu(M)}+\mathcal{O}\left(m^{\frac{1}{2}+\varepsilon}\right), \quad \nu-a . s . \tag{3.14}
\end{equation*}
$$

By the definitions in (3.10) and (3.11), we have

$$
\begin{equation*}
|\widetilde{n}|=\left|n-\sum_{k=0}^{\widehat{n}-1} R \circ T^{k}\right| \leq R \circ T^{\widehat{n}}=\mathcal{O}\left(\widehat{n}^{\frac{1}{p}+\varepsilon}\right)=\mathcal{O}\left(\widehat{n}^{\frac{1}{2}}\right), \nu-a . s . \tag{3.15}
\end{equation*}
$$

where we use that $R \in L^{p}(\nu)$ and $p>2$. Hence by (3.14) and (3.15),

$$
n=\frac{\widehat{n}}{\mu(M)}+\mathcal{O}\left(\widehat{n}^{\frac{1}{2}+\varepsilon}\right),
$$

for $\nu$-a.s. $x \in M$. In particular, it follows that $\widehat{n} \rightarrow \infty$ a.s. if and only if $n \rightarrow \infty$, and $\widehat{n}=\mathcal{O}(n)$. Therefore,

$$
n=\frac{\widehat{n}}{\mu(M)}+\mathcal{O}\left(n^{\frac{1}{2}+\varepsilon}\right), \quad \nu-a . s .
$$

from which (3.12) holds.

To compare the partial sums of $\mathbf{X}_{f}$ and $\mathbf{X}_{\widehat{f}}$, we consider

$$
\begin{equation*}
\Delta_{n}(x):=\sum_{k=0}^{n-1} f \circ \mathcal{T}^{k}(x)-\sum_{j=0}^{\widehat{n}-1} \widehat{f} \circ T^{j}(x)=\sum_{k=0}^{\tilde{n}-1} f \circ \mathcal{T}^{k}\left(T^{\widehat{n}}(x)\right) \tag{3.16}
\end{equation*}
$$

for $\nu$-a.s. $x \in M$.
Set $h=|f|$, and let $\widehat{h}$ be its induced function on $M$. Let $\lambda$ be given by Theorem 3.1. We choose $r$ as in (3.9) and pick a sufficiently small $\varepsilon>0$ such that $\frac{1}{r}+\varepsilon<\lambda$. Since $h=|f| \in L^{q}(\mathcal{M}, \mu)$, by the same argument in the proof of Lemma 3.2 (2), $\widehat{h} \in L^{r}(M, \nu)$. By Lemma 3.7 and the expression in (3.16), we get

$$
\begin{equation*}
\left|\Delta_{n}\right| \leq \widehat{h} \circ T^{\widehat{n}}=\mathcal{O}\left(\widehat{n}^{\frac{1}{r}+\varepsilon}\right)=\mathcal{O}\left(n^{\lambda}\right), \quad \nu-\text { a.s. } \tag{3.17}
\end{equation*}
$$

### 3.3.4 ASIP for the original process

We set

$$
\begin{equation*}
\sigma=\sigma(f):=\sigma_{\widehat{f}} \sqrt{\mu(M)} \tag{3.18}
\end{equation*}
$$

where $\sigma_{\widehat{f}}$ is given by (3.5) (in which we let $g=\widehat{f}$ ).
Lemma 3.8 For any $\varepsilon>0$ and any standard Brownian motion $W(\cdot)$ on $(\mathcal{M}, \mu)$,

$$
\begin{equation*}
\left|W\left(n \sigma^{2}\right)-W\left(\widehat{n} \sigma_{\widehat{f}}^{2}\right)\right|=\mathcal{O}\left(n^{\frac{1}{4}+\varepsilon}\right), \quad \text { a.s. } \tag{3.19}
\end{equation*}
$$

Proof. Pick a positive integer $\ell>1 / \varepsilon$. By the basic property of standard Brownian motions, as well as Markov's inequality, Lemma 3.7 and (3.18),

$$
\begin{aligned}
\sum_{n=1}^{\infty} \mu\left\{\left|W\left(n \sigma^{2}\right)-W\left(\widehat{n} \sigma_{\hat{f}}^{2}\right)\right| \geq n^{\frac{1}{4}+\varepsilon}\right\} & \leq \sum_{n=1}^{\infty} \frac{\mathbb{E}_{\mu}\left|Z\left(\left|n \sigma^{2}-\widehat{n} \sigma_{\hat{f}}^{2}\right|\right)\right|^{2 \ell}}{n^{2 \ell\left(\frac{1}{4}+\varepsilon\right)}} \\
& =\sum_{n=1}^{\infty} n^{-2 \ell\left(\frac{1}{4}+\varepsilon\right)} \cdot(2 \ell-1)!!\left|n \sigma^{2}-\widehat{n} \sigma_{\hat{f}}^{2}\right|^{\ell} \\
& =\mathcal{O}\left(\sum_{n=1}^{\infty} n^{-\ell \varepsilon}\right)<\infty
\end{aligned}
$$

Here again $Z(t)$ denotes the normal distribution with mean 0 and variance $t$. Then (3.19) follows from the Borel-Cantelli Lemma.

Let $\lambda$ be given by Theorem 3.1. Again we regard $\nu$ as a probability measure on $\mathcal{M}$, and we show that the original process $\left\{f \circ \mathcal{T}^{k}\right\}_{n \geq 0}$ satisfies an ASIP with rate $\mathcal{O}\left(n^{\lambda}\right)$ with respect to the measure $\nu$.

Note that the almost sure bound for $\left|\Delta_{n}\right|$ in (3.17) also holds with respect to $\nu$ since $\nu$ is absolutely continuous with respect to $\mu$. Then by Lemmas 3.6, 3.7 and 3.8, enlarging $(\mathcal{M}, \nu)$ to a richer probability space $\left(\mathcal{M}^{\prime}, \nu^{\prime}\right)$ if necessary, there is a standard Brownian motion $W(\cdot)$ such that

$$
\begin{aligned}
& \left|\sum_{k=0}^{n-1} f \circ \mathcal{T}^{k}-W\left(n \sigma^{2}\right)\right| \\
\leq & \left|\sum_{k=0}^{n-1} f \circ \mathcal{T}^{k}-\sum_{j=0}^{\widehat{n}-1} \widehat{f} \circ T^{j}\right|+\left|\sum_{j=0}^{\widehat{n}-1} \widehat{f} \circ T^{j}-W\left(\widehat{n} \sigma_{\widehat{f}}^{2}\right)\right|+\left|W\left(\widehat{n} \sigma_{\widehat{f}}^{2}\right)-W\left(n \sigma^{2}\right)\right| \\
= & \mathcal{O}\left(n^{\lambda}\right)+\mathcal{O}\left(\hat{n}^{\lambda}\right)+\mathcal{O}\left(n^{\frac{1}{4}+\varepsilon}\right)=\mathcal{O}\left(n^{\lambda}\right), \quad \nu^{\prime}-a . s .
\end{aligned}
$$

Finally, we need to show the ASIP for the original process $\left\{f \circ \mathcal{T}^{k}\right\}_{n \geq 0}$ with respect to the original measure $\mu$, as the Brownian motion $W(\cdot)$ is not defined in a richer
space of $(\mathcal{M}, \mu)$. Nevertheless, this issue is recently solved by Korepanov[42] and Gouëzel[35]. Here we quote and state Cororally 1.3 in [35] for the our ergodic system $\mathcal{T}:(\mathcal{M}, \mu) \rightarrow(\mathcal{M}, \mu)$ with respect to the two measures $\nu$ and $\mu$.

Proposition 3.9 If the ASIP holds for the process $\left\{f \circ \mathcal{T}^{k}\right\}_{n \geq 0}$ with rate $\mathcal{O}\left(n^{\lambda}\right)$ with respect to $\nu$, and $f \circ \mathcal{T}^{n}=\mathcal{O}\left(n^{\lambda}\right)$ a.s., with respect to both $\mu$ and $\nu$, then the ASIP holds for $\left\{f \circ \mathcal{T}^{k}\right\}_{n \geq 0}$ with the same rate $\mathcal{O}\left(n^{\lambda}\right)$ with respect to $\mu$.

Applying this proposition, we finish the proof of Theorem 3.1 by confirming $f \circ \mathcal{T}^{n}=\mathcal{O}\left(n^{\lambda}\right)$. This is due to the fact that $f \in L^{q}$ and that $\lambda>\frac{1}{q}$.

### 3.4 Applications

### 3.4.1 Intermittent maps

A classical example of one-dimensional intermittent maps is provided by the Manneville-Pomeau map $\mathcal{T}_{\alpha}:[0,1] \rightarrow[0,1]$ defined by

$$
\mathcal{T}_{\alpha}(x)=x+x^{1+\alpha} \quad(\bmod 1)
$$

for any $\alpha \in(0,1)$. It was shown in $[46,70,58,39]$ that bounded Lipschitz observables has the correlation decay in rate $\mathcal{O}\left(n^{1-\frac{1}{\alpha}}\right)$, and satisfies the central limit theorem for $\alpha \in(0,1 / 2)$. In [56], Pollicott and Sharp proved the weak invariance principle for $\alpha \in(0,1 / 3)$.

We consider the case when $\alpha \in\left(0, \frac{1}{2}\right)$. We obtain the induced map $T_{\alpha}$ on $M=$ $[c, 1]$, where $c \in(0,1)$ is such that $\mathcal{T}_{\alpha}(c)=0$. It is well known that the first return
time $R \in L^{1 / \alpha}$, and the natural partition $\xi:=\{[R=n]\}_{n \geq 1}$ is $\alpha$-mixing with exponential rate. An observable $f$ is adapted if there are $0 \leq s \leq t<\infty$ such that $f$ is constant on each element of $T_{\alpha}^{-s} \vee \cdots \vee T_{\alpha}^{-t}$. By Theorem 3.1, the ASIP holds for any $L^{q}$ adapted function with $q>\frac{\alpha}{1-2 \alpha}$.

Remark Of course, here we do not improve results in [56], since we only deal with adapted functions. Nevertheless, we do include some important functions, such as the first return time $R$ itself, and thus our theorem provides an advanced result on the return time distribution.

### 3.4.2 Billiards with flat points

For the basics of chaotic billiards, we refer the reader to [16].
Chernov and Zhang [18] introduced a family of semi-dispersing billiards, for which the decay of correlations for the collision map $\mathcal{T}$ is of order $\mathcal{O}\left(n^{-a}\right)$ for any $a \in(1, \infty)$. By carefully choosing an inducing domain $M$, they obtained a generating partition $\xi$ of $M$ given by the first return time $R \in L^{1+a}$. Also, the two-sided $\sigma$-filtration exhibits $\alpha$-mixing with exponential rate. By Remark, our main theorem implies that the ASIP holds for any $L^{q}$ adapted function with $q>2 \frac{a+1}{a-1}$.

# C H A P T ER <br> LYAPUNOV EXPONENTS OF RANDOM BILLIARD SYSTEMS 

### 4.1 Introduction

One of the important problems in the area of smooth dynamics is to show that a certain system is hyperbolic. A hyperbolic system is very sensitive to initial conditions. A main tool in the studies of these systems is the Lyapunov exponents; they gives us information about the stability of the dynamics if there is a small change in the initial conditions. Let $M$ be the collision space of the billiard and $F: M \rightarrow M$ the billiard map on $M$. The map $F$ is a diffeomorphism on an open dense subset of $M$. We also have that $F$ preserves a natural probability measure $\mu$ on $M$. By Oseledet's theorem [[17] Theorem 3.1], under some integrability conditions and boundedness of the curvature of the boundary, the Lyapunov exponents $\lambda_{1}(x) \geq \lambda_{2}(x)$ exist for $\mu$-almost every point in $M$.

A point $x$ is called hyperbolic if its Lyapunov exponents are nonzero and the map $F$ is called hyperbolic if $\mu$-almost every point in $M$ is hyperbolic.

For the billiards we are considering in this chapter, the two Lyapunov exponents are of opposite sign [[17] Lemma 3.9], so a point is hyperbolic if its largest exponent $\lambda_{1}(x)$ is positive and thus there is a direction with strong expansion (and strong contraction in a different direction) at this point. The standard method to prove positivity of Lyapunov exponent is to establish the existence of a strictly invariant cone field on the tangent space level [26]. However, it is difficult to verify this property for many billiard systems, such as the moon billiards in [21].

One approach to the problem is to add random perturbations to a billiard and study the desired properties on the corresponding stochastic version. Even if this method might not actually solve the deterministic problem, but it still gives us insight on how the system behave under small random perturbation. There are several works in literature on stochastic perturbation to billiards: [15], [31], [32], [30], [20], [49], [61], [24]. However, the invariant measure of the perturbed systems in these works is not the natural measure of the deterministic billiard map as in our situation. Also the Lyapunov exponent is not proved to be positive in those works. Our work perhaps is closest to [49] by Markarian et al. and [4] by Blumenthal, Xue and Young. In [4], the authors considered a random perturbation to a dynamical system such that the perturbed system also has the same invariant measure with the unperturbed one. However, the system considered there is the Chirikov standard map, the phase space is a torus and the perturbation is also a bit different.

We will show in this chapter that by adding a small noise, which refers to a distribution, to a system at each iteration, it is possible to obtain the positivity of the largest Lyapunov exponent if there is some source of hyperbolicity at the beginning.

Even with some systems that have zero Lyapunov exponents in a full measure set, the presence of the noise makes the Lyapunov exponent to be positive no matter how small the noise is. On the other hand, we show that the circular billiards cannot have positive Lyapunov exponent even with large perturbations. This is because the noise is added independently of the points, so practically we do not perturb the derivative, whereas the original circular billiard is linear with zero Lyapunov exponent. On the other hand, in the case of non-circular elliptic billiards, we have positive Lyapunov exponents although the systems are also completely integrable just as for circles. The difference here is that in an elliptic billiard, there is a hyperbolic periodic point and it serves as a source of hyperbolicity. We conjecture that circular billiards are the only smooth and convex billiards that are not hyperbolic after the perturbation added.

In the first section of the chapter, we will collect some important background on Markov processes. The perturbation on the billiard map defines a Markov transition function on the collision space. Because of this, in the perturbed system, each trajectory is a realisation path of a Markov process. In the following section we will define the Lyapunov exponent for a stationary sequence of matrices along a stochastic process. We conclude the section with a necessary condition for the Lyapunov exponents to be zero. In the last part of the chapter, we give a detail description of the perturbation to several classical billiards. We show for these billiards that the perturbed systems are ergodic. We also establish the hyperbolicity for many billiards, and show that the random circular billiards are ergodic but not hyperbolic.

### 4.2 Preliminaries on on Markov processes

In this section, we gather some background on Markov processes. For convenience, basic facts in measure theory can be found in the appendix. Some useful texts on the measure theory and Markov processes are [65], [66], [52], [28], [41].

Let $M$ be a complete separable metric space and $\mathcal{B}$ its Borel $\sigma$-algebra.

## Definition 4.1 $A$ Markov transition function on $M$ is a function $P: M \times \mathcal{B} \rightarrow[0,1]$

 such that:1. for each $x \in M$, the map $P(x, \cdot): B \mapsto P(x, B)$ is a probability measure on $\mathcal{B}$;
2. for each $B \in \mathcal{B}$, the $\operatorname{map} P(\cdot, B): x \mapsto P(x, B)$ is a measurable function on $(M, \mathcal{B})$.

Definition 4.2 Let $P$ be a transition function on $M$. The Ruelle transfer operator $\mathcal{L}$ associated to $P$ is a map $\mathcal{L}: \mathcal{P}(M) \rightarrow \mathcal{P}(M)$ on the set $\mathcal{P}(M)$ of probability measures on $M$, and is defined by:

$$
\begin{equation*}
\mathcal{L} \mu(B)=\int_{M} P(x, B) \mu(d x) \tag{4.1}
\end{equation*}
$$

for any probability measure $\mu \in \mathcal{P}(M)$ and $B \in \mathcal{B}$.

For any $x \in M$, let $\delta_{x}$ be the Dirac probability measure at $x$. That is: for every $B \in \mathcal{B}$ we have:

$$
\delta_{x}(B)= \begin{cases}1 & \text { if } x \in B  \tag{4.2}\\ 0 & \text { if } x \notin B\end{cases}
$$

Then we can apply the transfer operator $\mathcal{L}$ to $\delta_{x}$ to have:

$$
\begin{align*}
\mathcal{L} \delta_{x}(B) & =\int_{M} P(y, B) \delta_{x}(d y)  \tag{4.3}\\
& =P(x, B)
\end{align*}
$$

for every $B \in \mathcal{B}$. Thus the one-step image $\mathcal{L} \delta_{x}$ of the Dirac measure $\delta_{x}$ via the transfer operator $\mathcal{L}$ is equal to the probability measure $P(x, \cdot)$.

We can thus define the $n^{t h}$ power $P^{n}, n \geq 0$ and $n \neq 1$, of the transition function $P$ by setting:

$$
\begin{equation*}
P^{n}(x, B):=\mathcal{L}^{n} \delta_{x}(B) \tag{4.4}
\end{equation*}
$$

for any $x \in M$ and $B \in \mathcal{B}$. By a straightforward induction we have the following proposition:

Proposition 4.3 We have the following recursion relation:

$$
\begin{equation*}
P^{n}(x, B)=\int_{M} P^{n-1}(y, B) P(x, d y) \tag{4.5}
\end{equation*}
$$

for any $x \in M$ and $B \in \mathcal{B}$.

Definition 4.4 Let $(\Omega, \mathcal{A}, \mathbf{P})$ be a probability space. A stochastic process defined on $(\Omega, \mathcal{A}, \mathbf{P})$ with values in $M$ is a sequence $\left(X_{n}\right)_{n \geq 0}$ of random variables:

$$
X_{n}:(\Omega, \mathcal{A}) \rightarrow(M, \mathcal{B})
$$

We are going to construct a stochastic process $\left(X_{n}\right)_{n \geq 0}$ on $M$ with the property that at any time $n \geq 0$, if $X_{n}=x$ then the distribution of $X_{n+k}$ is given by $\mathcal{L}^{k} \delta_{x}$ for any $k \geq 1$. We have the following definition:

Definition 4.5 The stochastic process $\left(X_{n}\right)_{n \geq 0}$ is called a time-homogeneous Markov process with transition probability $P$ and initial distribution $\mu_{0}$ if for every finite sequence of integers $0=t_{0}<t_{1}<\cdots<t_{n}$ and measurable functions $f_{0}, \ldots, f_{n}$ :

$$
\begin{align*}
\mathbf{E}_{\mathbf{P}}\left(\prod_{i=0}^{n} f_{i}\left(X_{t_{i}}\right)\right)= & \int_{M} \mu_{0}\left(d x_{0}\right) f_{0}\left(x_{0}\right) \int_{M} P^{t_{1}}\left(x_{0}, d x_{1}\right) f_{1}\left(x_{1}\right) \ldots  \tag{4.6}\\
& \int_{M} P^{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right) f_{n}\left(x_{n}\right) .
\end{align*}
$$

Note that the left-hand side of equation (4.6) is the expectation of the product $\prod_{i=0}^{n} f_{i}\left(X_{t_{i}}\right)$ with respect to the probability measure $\mathbf{P}$. Suppose that $B_{0}, B_{1}, \ldots, B_{n}$ is a sequence of measurable sets in $\mathcal{B}$. If we choose, for $0 \leq i \leq n, f_{i}=1_{B_{i}}$ the indicator function on $B_{i}$, then:

$$
\begin{align*}
\mathbf{P}\left(X_{0} \in B_{0}, X_{t_{1}} \in B_{1}, \ldots, X_{t_{n}} \in B_{n}\right)= & \int_{B_{0}} \mu_{0}\left(d x_{0}\right) \int_{B_{1}} P^{t_{1}}\left(x_{0}, d x_{1}\right) \ldots  \tag{4.7}\\
& \int_{B_{n}} P^{t_{n}-t_{n-1}}\left(x_{n-1}, d x_{n}\right) .
\end{align*}
$$

Proposition 4.6 Let $\left(X_{n}\right)_{n \geq 0}$ be a Markov process with transition function $P$. Then:

$$
\mathbf{P}\left(X_{k} \in B \mid X_{0}=x\right)=P^{k}(x, B)
$$

for any integer $k \geq 1$ and $B \in \mathcal{B}$.

Proof. The probability $\mathbf{P}\left(X_{k} \in B \mid X_{0}=x\right)$ is the probability of the event $X_{k} \in B$ in future, given that at present $X_{0}=x$. Thus it can be viewed as the probability of the event $X_{k} \in B$ when the Markov process $\left(X_{n}\right)_{n \geq 0}$ is equipped with the initial distribution the Dirac measure $\delta_{x}$ at $x$. The proposition is then a direct application
of equation (4.7):

$$
\begin{align*}
\mathbf{P}\left(X_{k} \in B \mid X_{0}=x\right) & =\mathbf{P}\left(X_{0} \in M, X_{k} \in B\right)=\int_{M} \delta_{x}\left(d x_{0}\right) \int_{B} P^{k}\left(x_{0}, d x_{1}\right)  \tag{4.8}\\
& =P^{k}(x, B)
\end{align*}
$$

Given a transition function $P: M \times \mathcal{B} \rightarrow[0,1]$ and probability measure $\mu_{0}$ on $M$, we now construct a concrete Markov process with transition function $P$ and initial probability measure $\mu_{0}$. We can achieve this using Kolmogorov's Extension Theorem, see Theorem 12.8 in [41].

Let $\Omega=M^{\mathbf{N}}$ be the Cartesian product space of copies of $M$ indexed by the set of non-negative integers $\mathbf{N}$. Each element $\omega \in \Omega$ is a sequence $\omega=\left(x_{0}, x_{1}, \ldots\right)$, where $x_{0}, x_{1}, \ldots$ are in $M$. For each $n \geq 0$, let $X_{n}$ be the coordinate map $X_{n}: \Omega \rightarrow M$ defined by:

$$
X_{n}(\omega)=X_{n}\left(x_{0}, x_{1}, \ldots\right)=x_{n}
$$

A cylinder $A$ is a subset of $\Omega$ the form:

$$
\begin{equation*}
A=\left\{\omega \in \Omega: X_{0}(\omega) \in B_{0}, X_{1}(\omega) \in B_{1}, \ldots, X_{n}(\omega) \in B_{n}\right\} \tag{4.9}
\end{equation*}
$$

for some $n \geq 0$ and finite sequence of sets $B_{0}, B_{1}, \ldots, B_{n}$ in $\mathcal{B}$. Let $\mathcal{A}=\bigotimes_{\mathrm{N}} \mathcal{B}$ be the $\sigma$-algebra generated by these cylinders of $\Omega$. We equip $\Omega$ with this $\sigma$-algebra. Then the coordinate maps $X_{n}: \Omega \rightarrow M$ are in fact $\mathcal{A}$-measurable functions and thus form a stochastic process $\left(X_{n}\right)_{n \geq 0}$ defined on $\Omega$ with values in $M$.

Given any initial probability measure $\mu_{0}$ on $M$, we define a probability measure
$\mu_{n+1}$ on $M^{n+1}$ for each $n \geq 0$ by setting:

$$
\begin{align*}
\mu_{n+1}\left(B_{0}, \cdots, B_{n}\right)= & \int_{B_{0}} \mu_{0}\left(d x_{0}\right) \int_{B_{1}} P\left(x_{0}, d x_{1}\right) \cdots  \tag{4.10}\\
& \int_{B_{n-1}} P\left(x_{n-2}, d x_{n-1}\right) P\left(x_{n-1}, B_{n}\right) .
\end{align*}
$$

for any sequence of sets $B_{0}, B_{1}, \ldots, B_{n}$ in $\mathcal{B}$.
By Kolmogorov's Extension Theorem, there exists a unique probability measure $\mathbf{P}_{\mu_{0}}$ on $(\Omega, \mathcal{A})$ whose restriction to $M^{n}$ is equal to $\mu_{n}$. A statement of the theorem is Theorem A.3.1 in [28].

With the probability measure $\mathbf{P}_{\mu_{0}}$ equipped on the measurable space $(\Omega, \mathcal{A})$, the process $\left(X_{n}\right)_{n \geq 0}$ becomes a Markov process defined on the probability space $\left(\Omega, \mathcal{A}, \mathbf{P}_{\mu}\right)$ with values in $M$. The transition function of $\left(X_{n}\right)_{n \geq 0}$ is given by $P$ and the initial distribution is $\mu_{0}$.

We define a shift map: $\theta: \Omega \rightarrow \Omega$ such that

$$
\begin{equation*}
\theta\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right) \tag{4.11}
\end{equation*}
$$

Note that we have $X_{n+1}=X_{n} \circ \theta=X_{0} \circ \theta^{n}$ for any $n \geq 0$.

Definition 4.7 Let $P$ be a transition function on $M$. A probability measure $\mu$ on $M$ is called invariant with respect to $P$ if $\mathcal{L} \mu=\mu$. That means:

$$
\begin{equation*}
\mu(B)=\int_{M} P(x, B) \mu(d x) \tag{4.12}
\end{equation*}
$$

for any $B \in \mathcal{B}$.

Lemma 4.8 Let $\mu \in \mathcal{P}(M)$ be an invariant measure with respect to the transition function $P$. Then the shift map $\theta: \Omega \rightarrow \Omega$ preserves the measure $\mathbf{P}_{\mu}$. Equivalently, $\mathbf{P}_{\mu}\left(\theta^{-1}(A)\right)=\mathbf{P}_{\mu}(A)$ for any set $A \in \mathcal{A}$.

Proof. We can see that this is true by consider the case where $A$ is a cylinder first, then use the fact that the $\sigma$-algebra $\mathcal{A}$ is generated by these cylinders.
$\diamond$

We can thus think of $\left(\Omega, \mathcal{A}, \mathbf{P}_{\mu}, \theta\right)$ as a measure-preserving dynamical system. The system is called ergodic if for any $A \in \mathcal{A}$ such that $\theta^{-1}(A)=A$ then $\mathbf{P}_{\mu}(A)$ is either 0 or 1 . The system is mixing if for any $A, B \in \mathcal{A}$ we have:

$$
\begin{equation*}
\mathbf{P}_{\mu}\left(\theta^{-n} A \cap B\right)=\mathbf{P}_{\mu}(A) \mathbf{P}_{\mu}(B) \tag{4.13}
\end{equation*}
$$

Definition 4.9 Suppose that $\mu$ is an invariant measure with respect to the transition function $P$.

We say that $\mu$ is ergodic with respect to $P$ if $\left(\Omega, \mathcal{A}, \mathbf{P}_{\mu}, \theta\right)$ is an ergodic measurepresrving dynamical system.

We say that $\mu$ is mixing with respect to $P$ if $\left(\Omega, \mathcal{A}, \mathbf{P}_{\mu}, \theta\right)$ is mixing.

### 4.3 Lyapunov exponents of stationary sequences of matrices

### 4.3.1 Existence of the Lyapunov exponents

In this section, we will collect some background information on the Lyapunov exponents of a stationary sequence of matrices. Most of the materials in this section can be found in [44] and [45].

Let $(\Omega, \mathcal{A}, \mathbf{P})$ be a probability space and $\theta:(\Omega, \mathcal{A}) \rightarrow(\Omega, \mathcal{A})$ a measurable map that preserves the probability measure $\mathbf{P}$. We denote by $\mathrm{GL}(2, \mathbf{R})$ the group of $2 \times 2$ real invertible matrices. When viewed as a measurable space, the group GL(2, R)
is equipped with its Borel $\sigma$-algebra. Let $A: \Omega \rightarrow \mathrm{GL}(2, \mathbf{R})$ be a measurable map. Let $A_{n}=A \circ \theta^{n}$. Then the sequence $\left(A_{n}\right)_{n \geq 0}$ is a stochastic process defined on the underlying probability space $(\Omega, \mathcal{A}, \mathbf{P})$ with values in $\mathrm{GL}(2, \mathbf{R})$. In fact, $\left(A_{n}\right)_{n \geq 0}$ is stationary stochastic process because of the invariance of the measure $\mathbf{P}$ under the $\operatorname{map} \theta$.

We construct another sequence $\left(A^{(n)}\right)_{n \geq 1}$ of matrices by:

$$
\begin{equation*}
A^{(n)}(\omega):=A_{n-1}(\omega) \cdot A_{n-2}(\omega) \cdots A(\omega) \tag{4.14}
\end{equation*}
$$

for any $n \geq 1$.

Definition 4.10 Let $(\Omega, \mathcal{A}, \mathbf{P}, \theta, A)$ be as above. The Lyapunov exponent at $\omega$ of the sequence $\left(A_{n}(\omega)\right)_{n \geq 0}$ is defined to be:

$$
\begin{equation*}
\lambda(\omega)=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A^{(n)}(\omega)\right\| \tag{4.15}
\end{equation*}
$$

if the limit exists. Here the norm $\|\cdot\|$ is the operator norm of a linear map $\mathbf{R}^{2} \rightarrow \mathbf{R}^{2}$.

By the subadditivity of the sequence $\left(\left\|A^{(n)}(x)\right\|\right)_{n \geq 0}$ and stationarity of the sequence $\left(A_{n}\right)_{n} \geq 0$, we have the following lemma:

Lemma 4.11 For $\mathbf{P}$-almost every $\omega$, the Lyapunov exponent at $\omega$ of the sequence $\left(A_{n}\right)_{n \geq 0}$ exists in $\mathbf{R} \cup\{-\infty\}$.

Lemma 4.12 ([44] Proposition 1.1) Let $(\Omega, \mathcal{A}, \mathbf{P}, \theta, A)$ be as defined above. Suppose that:

$$
\begin{equation*}
\int_{\Omega} \log ^{+}\|A(\omega)\| \mathbf{P}(d \omega)<\infty \tag{4.16}
\end{equation*}
$$

where $\log ^{+}=\max (\log , 0)$. Then the following two limits

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \left\|A^{(n)}(\omega)\right\| \mathbf{P}(d \omega) \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \left|\operatorname{det} A^{(n)}(\omega)\right| \mathbf{P}(d \omega) \tag{4.18}
\end{equation*}
$$

exist in the extended real line $\mathbf{R} \cup\{-\infty\}$.

Definition 4.13 Under the conditions of Lemma 4.12, let $\lambda_{1}$ and $\lambda_{2}$ be real numbers such that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \left\|A^{(n)}(\omega)\right\| \mathbf{P}(d \omega)=\lambda_{1} \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \left|\operatorname{det} A^{(n)}(\omega)\right| \mathbf{P}(d \omega)=\lambda_{1}+\lambda_{2} \tag{4.20}
\end{equation*}
$$

We set $\lambda_{1}$ or $\lambda_{2}$ to be $-\infty$ if the first or second limit is $-\infty$. We call the numbers $\lambda_{1}$ and $\lambda_{2}$ the Lyapunov exponents of the stationary process $\left(A_{n}\right)_{n \geq 0}$.

We recall that any real square matrix $A$ can always be decomposed as $A=U \Sigma V^{T}$ where $U$ and $V^{T}$ are orthogonal matrices and $\Sigma=\left(\begin{array}{cc}\sigma_{1}(A) & 0 \\ 0 & \sigma_{2}(A)\end{array}\right)$ is a diagonal matrix with $\sigma_{1}(A) \geq \sigma_{2}(A) \geq 0$. This is called the Singular Value Decomposition of the matrix $A$. This decomposition tells us that geometrically a linear transformation is a composite of a rotation, a scaling and another rotation. The number $\sigma_{1}(A)$ is the larger scaling factor among $\sigma_{1}(A)$ and $\sigma_{2}(A)$. The columns of $V$ and $U$ tell us the directions in $\mathbf{R}^{2}$ in which we will see the largest and the smallest scaling, and where
those directions move to after the transformation. The following lemma allows us to write the Lyapunov exponents in terms of the scaling factors.

Lemma 4.14 Under the same conditions as in Lemma 4.12, we have that:

$$
\begin{equation*}
\lambda_{i}=\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \sigma_{i}\left(A^{(n)}(\omega)\right) \mathbf{P}(d \omega) \tag{4.21}
\end{equation*}
$$

for $i=1,2$. It is then clear that $\lambda_{1} \geq \lambda_{2}$.

In fact, since we have that

$$
\operatorname{det} A^{(n)}(\omega):=\operatorname{det} A_{n-1}(\omega) \cdot \operatorname{det} A_{n-2}(\omega) \cdots \operatorname{det} A(\omega)
$$

and that the map $\theta: \Omega \rightarrow \Omega$ preserves the measure $\mathbf{P}$, which implies that the sequence $\left(A_{n}\right)_{n \geq 0}$ is stationary, we could drop a limit sign to have:

$$
\begin{align*}
\lambda_{1}+\lambda_{2} & =\lim _{n \rightarrow \infty} \frac{1}{n} \int_{\Omega} \log \left|\operatorname{det} A^{(n)}(\omega)\right| \mathbf{P}(d \omega)  \tag{4.22}\\
& =\int_{\Omega} \log |\operatorname{det}(A(\omega))| \mathbf{P}(d \omega) \tag{4.23}
\end{align*}
$$

The Lyapunov exponent $\lambda(\omega)$ at $\omega$ in Definition 4.10 of the sequence $\left(A_{n}(\omega)\right)_{n \geq 0}$ can be viewed as the logarithm of the rate of expansion (or contraction) of vectors along the path starting from $\omega$. If the underlying dynamical system is ergodic, they are constant $\mathbf{P}$-almost everywhere:

Theorem 4.15 ([44] Theorem 2.6) Let $(\Omega, \mathcal{A}, \mathbf{P}, \theta)$ be an ergodic system, $A$ : $\Omega \rightarrow G L(2, \mathbf{R})$ a measurable map such that:

$$
\begin{equation*}
\int_{\Omega} \log ^{+}\|A(x)\| \mathbf{P}(d \omega)<\infty \tag{4.24}
\end{equation*}
$$

Let $\lambda_{1} \geq \lambda_{2}$ be the Lyapunov exponents of the stationary process $\left(A_{n}\right)_{n \geq 0}$. Then we have:

$$
\begin{equation*}
\lambda_{1}=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|A^{(n)}(\omega)\right\| \quad \mathbf{P}-\text { a.s. } \tag{4.25}
\end{equation*}
$$

and

$$
\begin{equation*}
\lambda_{1}+\lambda_{2}=\lim _{n \rightarrow \infty} \frac{1}{n} \log \left|\operatorname{det} A^{(n)}(\omega)\right| \quad \mathbf{P}-\text { a.s. } \tag{4.26}
\end{equation*}
$$

We have a straightforward corollary of the Theorem 4.15 in the case the function $A$ takes values in the set of matrices with determinant equals 1. Let $\operatorname{SL}(2, \mathbf{R})$ denote the set of $2 \times 2$ real matrices with determinant 1 .

Corollary 4.16 Let $(\Omega, \mathcal{A}, \mathbf{P}, \theta)$ be an ergodic system and $A: \Omega \rightarrow S L(2, \mathbf{R})$ a measurable map such that

$$
\int_{\Omega} \log \max \left(\|A(\omega)\|,\left\|A(\omega)^{-1}\right\|\right) \mathbf{P}(d \omega)<\infty
$$

Then both $\lambda_{1}$ and $\lambda_{2}$ are finite and moreover, $\lambda_{1}+\lambda_{2}=0$.

We are interested in the necessary conditions to have $\lambda_{1}=\lambda_{2}$. Later we will use these criteria to show that $\lambda_{1} \neq \lambda_{2}$ for certain systems by way of contradiction. The idea behind these necessary conditions is that if the two Lyapunov exponents are equal then a very special condition on measurability must be satisfied. Avila and Viana in [1] discussed this phenomenon in a more general setting.

Let $\mathbb{P}^{1}$ be the projective space of dimension 1 . Elements in $\mathbb{P}^{1}$ are equivalence classes of the vectors in $\mathbf{R}^{2}$ where two nonzero vectors $v$ and $w$ are said to be equivalent if they are parallel. For any nonzero vector $v \in \mathbf{R}^{2}$ we denote by $[v]$ its equivalent class. For any $\omega \in \Omega$, we have $A(\omega)$ is a matrix in $\operatorname{GL}(2, \mathbf{R})$. The matrix
$A(\omega)$ is a linear transformation on the vector space $\mathbf{R}^{2}$ and hence induces a map on $\mathbb{P}^{1}:$

$$
\begin{equation*}
A(\omega)([v])=[A(\omega)(v)] \quad \text { for any }[v] \in \mathbb{P}^{1} \tag{4.27}
\end{equation*}
$$

Let $\hat{\Omega}=\Omega \times \mathbb{P}^{1}$ and define a map $\hat{\theta}: \Omega \times \mathbb{P}^{1} \rightarrow \Omega \times \mathbb{P}^{1}$ by:

$$
\hat{\theta}(\omega, \hat{v})=(\theta(\omega), A(\omega)(\hat{v}))
$$

Let $\pi_{1}: \hat{\Omega} \rightarrow \Omega$ be the projection map onto the first component. Any probability measure $\xi$ on $\hat{\Omega}$ such that $\pi_{1 *} \xi=\mathbf{P}$ can be disintegrated into a family $\left\{\xi_{\omega}: \omega \in \Omega\right\}$ of probability measures on $\mathbb{P}^{1}$ such that the function $\omega \mapsto \xi_{\omega}$ is $\mathcal{A}$-measurable. This family is essentially unique and each $\xi_{\omega}$ is supported on the fibre $p_{1}^{-1}(\{\omega\}) \cong \mathbb{P}^{1}$. We only consider measures $\xi$ that projects to $\mathbf{P}$.

We have the following theorem of Ledrappier:

Theorem 4.17 ([45] Theorem 1) Let $(\Omega, \mathcal{A}, \mathbf{P}, \theta)$ be a measure-preserving dynamical system, not necessarily ergodic. Let $A: \Omega \rightarrow G L(2, \mathbf{R})$ be a measurable function such that

$$
\int_{\Omega} \log \max \left(\|A(\omega)\|,\left\|A(\omega)^{-1}\right\|\right) \mathbf{P}(d \omega)<\infty
$$

Let $\mathcal{A}_{0} \subset \mathcal{A}$ be a sub $\sigma$-algebra such that both $\theta$ and $A$ are $\mathcal{A}_{0}$-measurable and that $\mathcal{A}$ can be generated by all the iterates $\theta^{n}\left(\mathcal{A}_{0}\right)$ of $\mathcal{A}_{0}, n \in \mathbf{Z}$.

Suppose that $\lambda_{1}=\lambda_{2}$. Then any disintegration of $a \hat{\theta}$-invariant measure $\xi$ is $\mathcal{A}_{0}$-measurable (modulo null sets).
4.3.2 Lyapunov exponents of a stationary sequence of matrices along a Markov process

Let $M$ be a complete separable metric space and $\mathcal{B}$ its Borel $\sigma$-algebra. Let $P$ be a transition function on $M$ and $\mu$ an invariant measure for the corresponding transfer operator $\mathcal{L}$. Consider a Markov process $\left(X_{n}\right)_{n \geq 0}$ with transition function $P$ and take values in $M$ with initial probability measure $\mu$. Let $\left(\Omega, \mathcal{A}, \mathbf{P}_{\mu}\right)$ be the canonical underlying probability space for $\left(X_{n}\right)_{n \geq 0}$ constructed as in section 4.2. Recall that an element $\omega \in \Omega$ is of the form $\omega=\left(x_{0}, x_{1}, \ldots\right)$ and the random variables $X_{n}$ 's are coordinate maps:

$$
X_{n}(\omega)=x_{n} \text { for } n \geq 0
$$

The shift map $\theta$ on $\Omega$ is:

$$
\theta\left(x_{0}, x_{1}, \ldots\right)=\left(x_{1}, x_{2}, \ldots\right)
$$

Since $\mu$ is invariant for $\mathcal{L}$, the shift map $\theta$ preserves the measure $\mathbf{P}_{\mu}$ and thus $\left(X_{n}\right)_{n \geq 0}$ is a stationary Markov process.

Let $A: M \rightarrow \mathrm{SL}(2, \mathbf{R})$ be a measurable map satisfying the condition:

$$
\begin{equation*}
\text { (H1) } \quad \int_{M} \log \max \left(\|A(x)\|,\left\|A(x)^{-1}\right\|\right) \mu(d x)<\infty \tag{4.28}
\end{equation*}
$$

With a slight abuse of notation, we define a function $A: \Omega \rightarrow \operatorname{SL}(2, \mathbf{R})$ by setting:

$$
A(\omega):=A\left(x_{0}\right)
$$

for any $\omega=\left(x_{0}, x_{1}, \ldots\right) \in \Omega$.
As defined in definition 4.13 , let $\lambda_{1} \geq \lambda_{2}$ be the Lyapunov exponents for the process $\left(A_{n}=A \circ \theta^{n}\right)_{n \geq 0}$. By corollary 4.16 we know that $\lambda_{1}+\lambda_{2}=0$.

Lemma 4.18 ([45] Corollary 2) If $\lambda_{1}=0$ then there exists a measurable family $\left\{\xi_{x}: x \in M\right\}$ of probability measures on $\mathbb{P}^{1}$ such that for $\mu$-almost every $x \in M$ :

$$
\begin{equation*}
\xi_{y}=(A(x))_{*} \xi_{x} \tag{4.29}
\end{equation*}
$$

for $P(x,$.$) -almost every y$.

### 4.4 Ergodicity and hyperbolicity of randomly perturbed billiards

In this section, we consider a random perturbation to certain dynamical billiards and prove the ergodicity and hyperbolicity of the perturbed systems. Let us first recall some basic information about billiards. There are several introductory references to billiards including, but not limited to: [17], [43], [63].

Consider a billiard table $\mathcal{D}$ such that the interior $\mathcal{D}_{0}$ is a compact and connected open domain in $\mathbf{R}^{2}$, and that the boundary $\partial \mathcal{D}$ satisfies the assumption (HB). We call such model a classical billiard.

Assumption (HB): the boundary $\partial \mathcal{D}$ consists of finitely many piecewise $C^{3}$ simple closed curves:

$$
\begin{equation*}
\partial \mathcal{D}=\Gamma_{1} \cup \Gamma_{2} \cdots \cup \Gamma_{n}, \quad, n \geq 1 . \tag{4.30}
\end{equation*}
$$

Each curve $\Gamma_{i}$ is given by a piecewise $C^{3}$ map $\gamma_{i}:\left[a_{i}, b_{i}\right] \rightarrow \mathbf{R}^{2}$, which is injective on $\left[a_{i}, b_{i}\right)$ and satisfies $\gamma_{i}\left(a_{i}\right)=\gamma_{i}\left(b_{i}\right)$. Assume further that the intervals $\left(a_{i}, b_{i}\right)$, $i=1, \ldots, n$, are disjoint.

Fix an orientation on each component $\Gamma_{i}$ so that the interior of the table lies on the left-hand side of $\Gamma_{i}$. We parametrised the $\Gamma_{i}$ 's by their arclengths.

A point particle is moving inside $\mathcal{D}$ and colliding with the boundary $\partial \mathcal{D}$. Let $q(t) \in \mathcal{D}$ be the position and $v(t) \in \mathbf{R}^{2}$ the velocity of the particle at time $t \in \mathbf{R}$. Between two collisions with the boundary, $q \in \mathcal{D}_{0}$, the particle moves in the interior with constant velocity. At a collision with the smmooth part of the boundary, $q \in$ $\partial \mathcal{D}$, let $v^{-}$and $v^{+}$denote the pre-collisional and post-collisional velocity vectors, respectively, and let $n$ be the unit normal vector to the boundary at $q$ pointing inward the table. Then we have:

$$
\begin{equation*}
v^{+}=v^{-}-2\left(v^{-}, n\right) n \tag{4.31}
\end{equation*}
$$



Figure 4. Example of a collision in a billiard table

Let $\mathcal{M}$ be the collision space of the billiard map on $\mathcal{D}$. Every point $x \in \mathcal{M}$ is a pair of its position $q$ and post-collisional velocity vector $v$. The boundary $\partial \mathcal{D}$ is parametrised by the arc-length parameter $r$ in the chosen direction. For each point $x \in \mathcal{M}$, the angle of reflection $\varphi$ is the directional angle from $v$ to the inward normal vector $n$. Note that $-\pi / 2 \leq \varphi \leq \pi / 2$. Thus we have a coordinate system $r, \varphi$ on $\mathcal{M}$.

For each $i=1,2, \ldots, n$, let $\mathcal{M}_{i}$ be the collision space for collisions that happen on $\Gamma_{i}$, then:

$$
\begin{equation*}
\mathcal{M}=\mathcal{M}_{1} \cup \cdots \cup \mathcal{M}_{n} \tag{4.32}
\end{equation*}
$$

For each $\Gamma_{i}$, since it is parametrised by arclength, we assume that it has length $\left|\Gamma_{i}\right|=b_{i}-a_{i}$. Let $\mathcal{R}_{i}=\left[a_{i}, b_{i}\right] \times[-\pi / 2, \pi / 2]$. Then $\mathcal{M}_{i}$ is a cylinder obtained by identify the two edges $\left\{r=a_{i}\right\}$ and $\left\{r=b_{i}\right\}$ of $\mathcal{R}_{i}$ with each other.

Let $\mathcal{F}: \mathcal{M} \rightarrow \mathcal{M}$ be the billiard map. It sends a point $(r, \varphi) \in \mathcal{M}$ to $\left(r_{1}, \varphi_{1}\right) \in \mathcal{M}$ at the next collision. Let $|\partial \mathcal{D}|$ be the length of $\partial \mathcal{D}$. By Lemma 2.35 in [17], the collision map $\mathcal{F}: \mathcal{M} \rightarrow \mathcal{M}$ preserves a probability measure $\mu$ on $\mathcal{M}$ defined by:

$$
\begin{equation*}
d \mu=\frac{1}{2|\partial \mathcal{D}|} \cos (\varphi) d r d \varphi \tag{4.33}
\end{equation*}
$$

In this section, however, we will use the coordinate system given by $r$ and $s$, where $s=\sin (\varphi)$. For each $i=1,2, \ldots, n$, let $R_{i}=\left[a_{i}, b_{i}\right] \times[-1,1]$ and $M_{i}$ the cylinder obtained by identify two edges $\left\{r=a_{i}\right\}$ and $\left\{r=b_{i}\right\}$ of the rectangle $R_{i}$ with each other. The collision space in this setting is $M=M_{1} \cup \cdots \cup M_{n}$ and the billiard map is now denoted by $F: M \rightarrow M$.

Let $S_{1}$ be the set of $x \in M$ such that the corresponding trajectory on the billiard table will hit the corners, or tangential to a dispersing wall. The billiard map $F$ is a $C^{2}$ diffeomorphism from $M \backslash S_{1}$ onto its image and $S_{1}$ is considered as the singularity of $F$.

Let $x=(r, \sin (\varphi))$ be any point in $M$ and $x_{1}=F(x)=\left(r_{1}, \sin \left(\varphi_{1}\right)\right)$ be the next collision, where $\left(r_{1}, \varphi_{1}\right)=\mathcal{F}(r, \varphi)$. We denote by $K$ and $K_{1}$ the curvatures of the boundary at the collision points for $x$ and $x_{1}$, respectively, and by $\tau$ the distance of between those 2 collision points in the table. The differential of the billiard map, in
the coordinates $r$ and $s=\sin (\varphi)$, is given by the formula:

$$
D F(x)=\left(\begin{array}{cc}
1 & 0  \tag{4.34}\\
0 & \cos \left(\varphi_{1}\right)
\end{array}\right) \frac{-1}{\cos \left(\varphi_{1}\right)}\left(\begin{array}{cc}
-\tau K+\cos (\varphi) & \tau \\
\tau K K_{1}-K \cos \left(\varphi_{1}\right)-K_{1} \cos (\varphi) & -\tau K_{1}+\cos \left(\varphi_{1}\right)
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\cos (\varphi)}
\end{array}\right)
$$

Note that $\operatorname{det}(D F(x))=1$ and thus the billiard map preserves the multiple of the Lebesgue measure $d m=\frac{1}{2|\partial \mathcal{D}|} d r d s$ on $M$. We are interested in the Lyapunov exponents of billiard map $F$. By Oseledets's theorem, we know that the Lyapunov exponents exist at $m$-almost every point $x \in M$.

Theorem 4.19 ([17] Theorem 3.1) Let $M$ be a 2-dimensional compact Riemannian manifold and $F: M \rightarrow M$ a $C^{2}$ diffeomorphism preserving a Borel probability measure $m$ on $M$. Suppose that

$$
\begin{equation*}
\int_{M} \log ^{+}\|D F(x)\| m(d x)<\infty \text { and } \int_{M} \log ^{+}\left\|D F^{-1}(x)\right\| m(d x)<\infty \tag{4.35}
\end{equation*}
$$

where $\log ^{+}=\max \{\log , 0\}$. Then there exists an $F$-invariant set $H \subset M$ of full measure, on which all iterations of $F$ are defined on $H$ such that for each $x \in H$ there is a DF-invariant decomposition of the tangent space:

$$
\begin{equation*}
T_{x} M=E_{1}(x) \oplus \cdots \oplus E_{k}(x) \tag{4.36}
\end{equation*}
$$

for some $k=k(x)$, such that for each non-zero vector $v \in E_{i}(x)$ the following limit exists:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|D F^{n}(x) v\right\|=\lambda_{i}(x) \tag{4.37}
\end{equation*}
$$

where $\lambda_{1}(x)>\cdots>\lambda_{k}(x)$.

The Lyapunov exponents tell us how nearby trajectories will be separated from each other as the system evolves in time. In our case, $k(x)$ is either 1 or 2 . Let $\lambda_{1}(x) \geq \lambda_{2}(x)$ be its Lyapunov exponents then by Lemma 3.9 in [17]: $\lambda_{1}(x)+\lambda_{2}(x)=$ 0. A point $x \in M$ is hyperbolic if $\lambda_{1}(x)>0$ : nearby trajectories are separated exponentially fast in the future. There are many billiards in which the Lyapunov exponents are zero. For example, the Lyapunov exponents for any circular billiard are 0 at all points: the trajectories are separated at most linearly. Other similar examples are elliptic billiards. In each of these billiard models, the systems are completely integrable and their collision spaces are foliated by invariant curves.

In what follows, we are going to add some noise each time there is a collision. In the deterministic setting, a point $x$ is mapped to $F(x)$. With the noise added, now the image of $x$ could be in some open neighbourhood of $F(x)$. In this way, a point can escape a region with slow or no expansion even if it needs many iterations depending on the added noise is.

Fix an $\epsilon>0$. We denote by $B_{\varepsilon}(x)$ the ball of radius $\varepsilon$ and centred at a point $x \in \mathbf{R}^{2}$. Consider a probability measure $\nu_{\varepsilon}$ on $\mathbf{R}^{2}$ such that $d \nu_{\varepsilon}=\rho d \mathbf{m}$ for some measurable density function $\rho$, here $\mathbf{m}$ is the Lebesgue measure on $\mathbf{R}^{2}$. Suppose that the support of $\rho$ contains $B_{\varepsilon}(0,0)$.

Recall that each cylinder $M_{i}$ is obtained by taking the rectangle $R_{i}$ and identifying the two vertical edges. The system is randomly perturbed as follows: take a point $x=(r, s) \in M_{i}$, then perturb this point to another point in $M_{i}$ with a distribution
law given by:

$$
\begin{align*}
\eta_{\varepsilon}^{x}(B) & =\nu_{\varepsilon}\left\{u \in \mathbf{R}^{2}: u+x \in B \quad \bmod \mathbf{Z} \partial R_{i}\right\} \\
& =C \int_{B} \sum_{v \in \mathbf{Z} \partial R_{i}} \rho(u-x-v) \mathbf{m}(d u) \tag{4.38}
\end{align*}
$$

for any measurable set $B \subset M_{i}$. The set $\mathbf{Z} \partial R_{i}$ consists of vectors $v$ such that $\frac{1}{n} v \in \partial R_{i}$ for some $n \in \mathbf{Z}$; the constant $C$ is the normalising constant.

Example 1 Let $\rho=\frac{1}{\pi \varepsilon^{2}}$ on $B_{\varepsilon}(0,0)$ and $=0$ elsewhere. A point $x$ goes to $F(x)$ and then jump randomly to a point in a disc of radius $\varepsilon$ centred at $F(x)$ following the distribution $\eta_{\varepsilon}^{F(x)}$. If any part of the disc lies above or below $M_{i}$ then this part will cut and translated back to $M_{i}$ by a constant in $\mathbf{Z} \partial R_{i}$.


Figure 5. Random perturbation when $F(x)$ is far from the boundary

Definition 4.20 Given a vector $u \in \mathbf{R}^{2}$, we define a function $F_{u}: M \rightarrow M$ by:

$$
\begin{equation*}
F_{u}(x)=F(x)+u . \tag{4.39}
\end{equation*}
$$

The function $F_{u}$ is called the perturbed billiard map with $u$.


Figure 6. Random perturbation when $F(x)$ is near the boundary

For any sequence of vectors $\underline{u}=\left(u_{0}, u_{1}, \ldots\right)$, the compositions of perturbed map with noise given by $\underline{u}$ is defined by:

$$
\begin{equation*}
F_{\underline{u}}^{n}=F_{u_{n-1}} \circ F_{u_{n-2}} \circ \cdot \circ F_{u_{0}} \tag{4.40}
\end{equation*}
$$

for any $n \geq 1$.
Let $\Upsilon=\left(\mathbf{R}^{2}\right)^{\mathbf{N}}$ be the space of all sequences of vectors in $\mathbf{R}^{2}$, equipped with the probability measure $\nu_{\varepsilon}^{\mathbf{N}}$. This is our sample space for the noise. Let $U_{n}$ be the coordinate mapping:

$$
\begin{equation*}
U_{n}(\underline{u})=U_{n}\left(u_{0}, u_{1}, \ldots\right)=u_{n} \tag{4.41}
\end{equation*}
$$

for any $\underline{u}=\left(u_{0}, u_{1}, \ldots\right) \in \Upsilon$ and $n \geq 0$.
It is easy to see that the process $\underline{U}=\left(U_{n}\right)_{n \geq 0}$ is a sequence of independent and identically distributed random variables taking values in $\mathbf{R}^{2}$ with distribution given by the probability measure $\nu_{\varepsilon}$.

We consider a sequence of random variables $\left(X_{n}\right)_{n \geq 0}$ defined on $\Upsilon$ with values in $M$ such that:

- $X_{0}$ is a random variable with values in $M$ and some distribution $\mu_{0}$,
- for each $n \geq 1, X_{n}$ is defined by the recurrence relation:

$$
\begin{equation*}
X_{n}(\underline{u})=F\left(X_{n-1}(\underline{u})\right)+U_{n-1}(\underline{u}) . \tag{4.42}
\end{equation*}
$$

Remark If $\varepsilon=0$ and there is no perturbation, then $\nu_{\varepsilon}=\delta_{(0,0)}$ and $\nu_{\varepsilon}^{\mathbf{N}}$ is the Dirac measure at the sequence $\underline{0}$ of zero vectors. In this case, the recurrence relation (4.42) is the deterministic billiard map and we obtain a trajectory in the phase space given by the unperturbed billiard map, starting from some point $X_{0}(\underline{0}) \in M$.

Let $\underline{u}=\left(u_{0}, u_{1}, \ldots\right) \in \Upsilon$ be a realisation of the process $\underline{U}$. Let $x_{n}=X_{n}(\underline{u})$. We have:

- $X_{0}(\underline{u})=x_{0}$ is some point in $M$
- for each $n \geq 1$ we have:

$$
\begin{align*}
x_{n} & =F\left(x_{n-1}\right)+u_{n-1}=F_{u_{n-1}}\left(x_{n-1}\right)  \tag{4.43}\\
& =F_{\underline{u}}^{n}\left(x_{0}\right)
\end{align*}
$$

Lemma 4.21 Let $P: M \times \mathcal{B} \rightarrow[0,1]$ be a function defined by:

$$
\begin{equation*}
P(x, B)=\eta_{\varepsilon}^{F(x)}(B) \tag{4.44}
\end{equation*}
$$

for m-almost every $x \in M$ and $B \in \mathcal{B}$. Then $P$ is a Markov transition function on $M$.

Proof. It is clear from the definition of the perturbation in (4.38).

Lemma 4.22 The process $\left(X_{n}\right)$ defined by equation (4.42) is a Markov process with Markov kernel given by the function $P$ with initial distribution $\mu_{0}$.

Proof. It is straightforward from the definition of the process $\left(X_{n}\right)_{n \geq 0}$ in (4.42). $\diamond$

Example 2 Suppose that $\mu_{0}=\delta_{x}$ for some $x \in M$. The distribution of $X_{n}$ tells us all possible images of $x$ under $n$ iterations of the randomly perturbed billiard map.

Lemma 4.23 For any vector $u \in \mathbf{R}^{2}$, the map $F_{u}$ preserves the measure $m$.

Proof. The map $F_{u}$ is the composite of the billiard map $F$ with the translation by $u$. The measure $m$ is $F$-invariant and also translation-invariant, therefore it is $F_{u}$-invariant.

Lemma 4.24 The natural measure $m$ on $M$ is an invariant measure with respect to the Markov transition function $P$ defined in Lemma 4.21.

Proof. For every $B \in \mathcal{B}$ we have:

$$
\begin{aligned}
\mathcal{L} m(B) & =\int_{M} P(x, B) m(d x) \\
& =\int_{M} \nu_{\varepsilon}(u: F(x)+u \in B) m(d x) \\
& =\int_{M} \int_{\mathbf{R}^{2}} 1_{\left\{F_{u}(x) \in B\right\}}(u, x) \nu_{\varepsilon}(d u) m(d x) \\
& =\int_{\mathbf{R}^{2}} \int_{M} 1_{\left\{F_{u}(x) \in B\right\}}(u, x) m(d x) \nu_{\varepsilon}(d u) \\
& =\int_{\mathbf{R}^{2}} m(B) \nu_{\varepsilon}(d u) \\
& =m(B) .
\end{aligned}
$$

Therefore we have $\mathcal{L} m=m$.

Theorem 4.25 Let $\mathcal{D}$ be a classical billiard such that the table's boundary satisfies Assumption (HB). Consider a random perturbation to the system as described in (4.38). Then the resulting random billiard is ergodic.

Proof. By Lemma 4.22, we know that the process $\left(X_{n}\right)$ defined by the composition of the perturbed billiard map is a Markov chain with Markov kernel:

$$
P(x, B)=\eta_{\varepsilon}^{F(x)}(B)
$$

for $x \in M$ and $B \in \mathcal{B}$. We need to prove that the measure $m$ on $M$ is ergodic for this Markov process.

By Lemma 4.24, the measure $m$ is an invariant probability measure for this Markov process. We will now show that this is in fact the unique invariant measure.

Since the transition probability has a density function, we observe that if $B \in \mathcal{B}$ such that $m(B)=0$ then $P(x, B)=0$ as functions of $x$. Thus the support of every invariant measure for $\mathcal{L}$ is also has positive measure with respect to the measure $m$. Thus there can be at most countably many of invariant measures for $\mathcal{L}$.

Recall that such that for any $x \in M$, the density function of the transition probability $P(x, d y)$ is positive on $B_{\varepsilon}(F(x))$. This condition means that if we start from $x$ then in next step of the process we are allowed to go to anywhere in a ball of radius $\varepsilon$ centred at the point $F(x)$. Under this condition, there can be almost countably many ergodic invariant measures with respect to $P$.

Two nearby points are in the same ergodic components due to the perturbation. Because two distinct ergodic measures are either coincide or mutually singular, the Lebesgue measure must be the only ergodic measure. In fact, this implies that it is the only invariant measure with respect to $P$.

Theorem 4.26 Let $\mathcal{D}$ be a classical billiard such that the table's boundary satisfies Assumption (HB). Consider a random perturbation to the system given by the transition function $P$ as defined in Lemma 4.21. Assume that the derivative $D F: M \rightarrow S L(2, \mathbf{R})$ satisfies one of the two hypotheses $(\mathbf{H} 2)$ and $(\mathbf{H 3})$ :
(H2): there exist non-empty open sets $U$ and $V$ in $M$ such that $D F$ has distinct eigenvalues on $U$ and only complex eigenvalues on $V$.
(H3): there exist non-empty open sets $U$ and $V$ in $M$ such that $D F$ has distinct eigenvalues on $U$ and $V$ but the eigenvectors on $U$ are different from those on $V$.

Let $\left(X_{n}\right)_{n \geq 0}$ be the Markov process with transition $P$ and initial distribution $m$. Let $\lambda_{1} \geq \lambda_{2}$ be the Lyapunov exponents associated to the Markov process $\left(X_{n}\right)_{n \geq 0}$ and the derivative map $D F$. Then $\lambda_{1}>0$.

Proof. Suppose to the contrary that $\lambda_{1}=0$. The billiard map satisfies the condition (H1) in Lemma 4.18 as shown in Lemma 3.6 of [17]. Therefore there exists a measurable family $\xi: x \mapsto \xi_{x}$ of probability measures on $\mathbb{P}^{1}$ indexed by $M$ such that for $m$-almost every $x \in M$ :

$$
\begin{equation*}
\xi_{y}=(D F(x))_{*} \xi_{x} \tag{4.45}
\end{equation*}
$$

for $P(x,$.$) -almost every y$.
For any $x \in M$ the support of $P(x,$.$) contains a ball B_{\varepsilon}(F(x))$ of radius $\varepsilon>0$ and centred at $F(x)$. Consider a partition of $M$ by squares of size $\varepsilon / 2$. Since $F$ is an invertible map, $\xi$ is constant on the union of any 4 adjacent squares and hence $m$-almost everywhere on $M$. So there exists a subset $S \subset M$ with $m(S)=1$ such that $\xi$ is constant at every point in $S$. From now on, we will also use $\xi$ to denote the measure $\xi(x)$ of any $x \in S$.

Let $x \in S$, we have that $\xi=(D F(x))_{*} \xi$. By iterating the matrix $D F(x)$ we have

$$
\xi=(D F(x))_{*}^{n} \xi
$$

for every $n \geq 1$.
Suppose that $D F\left(x_{1}\right)$ has distinct real eigenvalues $\alpha_{1}$ and $\alpha_{2}$ for some $x_{1} \in S$. As $\operatorname{det} D F\left(x_{1}\right)=1$, we can assume that $\left|\alpha_{1}\right|>1>\left|\alpha_{2}\right|$. Let $v_{i} \in \mathbf{R}^{2}$ be a unit eigenvector for $\alpha_{i}, i=1,2$. Let $v \in \mathbf{R}^{2}$ be any nonzero vector such that $v \neq v_{2}$ and
consider the sequence of unit vectors:

$$
u_{n}=\frac{D F\left(x_{1}\right)^{n}(v)}{\left\|D F\left(x_{1}\right)^{n}(v)\right\|}
$$

As $n \rightarrow \infty$, the angle between $u_{n}$ and $v_{1}$ converges to 0 or $\pi$. Therefore the probability measure $\xi$ must be concentrated only on the direction of $v_{1}$ and $v_{2}$. In other words, we must have that $\xi=c_{1} \delta_{\left[v_{1}\right]}+c_{2} \delta_{\left[v_{2}\right]}$ for some constants $c_{1}$ and $c_{2}$.

Let $x_{2} \in S$ such that $D F\left(x_{2}\right)$ has complex eigenvalues. By a change of coordinates, $D F\left(x_{2}\right)$ becomes a rotation matrix. We could assume that $D F\left(x_{2}\right)$ 's rotational angle is an irrational multiple of $2 \pi$ as the rotational angle varies continuously wherever the billiard map is $C^{2}$. If the rotational angle is an irrational multiple of $2 \pi$ then the probability measure $\xi$ must be the Lebesgue measure on $\mathbb{P}^{1}$. This is a contradiction to the fact that $\xi$ is discrete.

Let $x_{3} \in S$ such that $D F\left(x_{3}\right)$ has distinct real eigenvalues and eigenvectors $w_{1}$ and $w_{2}$, such that $\left\{\left[w_{1}\right],\left[w_{2}\right]\right\} \cap\left\{\left[v_{1}\right],\left[v_{2}\right]\right\}=\emptyset$. Then $\xi=d_{1} \delta_{\left[w_{1}\right]}+d_{2} \delta_{\left[w_{2}\right]}$ for some constants $d_{1}$ and $d_{2}$. But this contradicts the fact that $\xi=c_{1} \delta_{\left[v_{1}\right]}+c_{2} \delta_{\left[v_{2}\right]}$.

### 4.4.1 Random non-circular elliptic billiards

Theorem 4.27 Let $\mathcal{D}$ be any non-circular elliptic billiard table. Consider any random perturbation to the billiard map on $\mathcal{D}$ as defined in (4.38). The resulting random billiard is ergodic and hyperbolic.

Proof. Let $F: M \rightarrow M$ be the billiard map with coordinates $r$ and $s=\sin (\phi)$ as usual. The derivative map $D F$ in the coordinates $r$ and $s=\sin (\varphi)$ is given by
$D F(x)=\left(\begin{array}{cc}1 & 0 \\ 0 & \cos \left(\varphi_{1}\right)\end{array}\right) \frac{-1}{\cos \left(\varphi_{1}\right)}\left(\begin{array}{cc}-\tau K+\cos (\varphi) & \tau \\ \tau K K_{1}-K \cos \left(\varphi_{1}\right)-K_{1} \cos (\varphi) & -\tau K_{1}+\cos \left(\varphi_{1}\right)\end{array}\right)\left(\begin{array}{cc}1 & 0 \\ 0 & \frac{1}{\cos (\varphi)}\end{array}\right)$
We have $\operatorname{det}(D F(x))=1$ and

$$
\begin{equation*}
\operatorname{trace}(D F(x))=\frac{\tau K-\cos (\varphi)}{\cos \left(\varphi_{1}\right)}+\frac{\tau K_{1}-\cos \left(\varphi_{1}\right)}{\cos (\varphi)} \tag{4.46}
\end{equation*}
$$

At the point $x_{1} \in M$ corresponding to $u=a, v=0, \varphi=\varphi_{1}=0$, we have $\tau=2 a$, $K=K_{1}=\frac{a}{b^{2}}$ and therefore trace $\left(D F\left(x_{1}\right)\right)=\frac{4 a^{2}}{b^{2}}-2>2$.

At the point $x_{2} \in M$ corresponding to $u=0, v=b, \varphi=\varphi_{1}=0$, we have $\tau=2 b, K=K_{1}=\frac{b}{a^{2}}$ and therefore $\operatorname{trace}\left(D F\left(x_{2}\right)\right)=\frac{4 b^{2}}{a^{2}}-2$. It's clear that $\left|\operatorname{trace}\left(D F\left(x_{2}\right)\right)\right|<2$.

Since the derivative is a smooth function, trace $(D F(x))>2$ for any $x$ sufficiently close to $x_{1}$ and similarly $|\operatorname{trace}(D F(x))|<2$ for $x$ sufficiently close to $x_{2}$. Among those $x$ such that $D F(x)$ has complex eigenvalues, there is a subset of them with positive measure such that at those points the derivative corresponds to irrational rotations. Because of this mixture of real and complex eigenvalues, there cannot be any probability measure on $\mathbb{P}^{1}$ that is invariant under $D F(x)$ for $m$-almost every $x$.

### 4.4.2 Random circular billiards

Theorem 4.28 Let $\mathcal{D}$ be any circular billiard table of radius $R>0$. Consider any random perturbation to the billiard map on $\mathcal{D}$ as defined in (4.38). The resulting random billiard is ergodic, but the Lyapunov exponents are always 0.

Proof. The derivative of the billiard map in this case is:

$$
\begin{align*}
D F(x) & =\left(\begin{array}{cc}
1 & \frac{-2 R}{\sqrt{1-s^{2}}} \\
0 & 1
\end{array}\right)=\left(\begin{array}{cc}
1 & \frac{-2 R}{\cos (\varphi)} \\
0 & 1
\end{array}\right)  \tag{4.47}\\
& =\left(\begin{array}{cc}
1 & 0 \\
0 & \cos (\varphi)
\end{array}\right)\left(\begin{array}{cc}
1 & -2 R \\
0 & 1
\end{array}\right)\left(\begin{array}{cc}
1 & 0 \\
0 & \frac{1}{\cos (\varphi)}
\end{array}\right) \tag{4.48}
\end{align*}
$$

Let $\left(X_{n}\right)_{n \geq 0}$ be the Markov process with transition $P$ given in Lemma 4.21 and initial distribution $m$. By Theorem 4.25, the dynamical system $\left(\Omega, \mathcal{A}, \mathbf{P}_{m}, \theta\right)$ associated to $\left(X_{n}\right)_{n \geq 0}$ is ergodic, and thus the largest Lyapunov exponent in this case is:

$$
\begin{align*}
\lambda_{1} & =\lim _{n \rightarrow \infty} \frac{1}{n} \log \left\|\left(\begin{array}{cc}
1 & -2 R\left(\frac{1}{\cos \left(\varphi_{0}\right)}+\cdots+\frac{1}{\cos \left(\varphi_{n-1}\right)}\right) \\
0 & 1
\end{array}\right)\right\|  \tag{4.49}\\
& =\lim _{n \rightarrow \infty} \frac{1}{n} \log \left(2 R\left(\frac{1}{\cos \left(\varphi_{0}\right)}+\cdots+\frac{1}{\cos \left(\varphi_{n-1}\right)}\right)\right) . \tag{4.50}
\end{align*}
$$

for $\mathbf{P}_{m}$-almost every sequence $\omega=\left(x_{0}, x_{1}, \ldots\right)$. In the above equality, we used the max norm for the matrices.

Recall that any point $x \in M$ has two coordinates $r$ and $s=\sin (\varphi)$. Let $g: M \rightarrow$ $[1, \infty)$ be the function defined by:

$$
g(r, s)=\frac{1}{\cos (\varphi)}
$$

where $s=\sin (\varphi)$. We have that:

$$
\begin{align*}
\int_{M} g(x) m(d x) & =\frac{1}{2|\partial \mathcal{D}|} \int_{M} \frac{1}{\cos (\varphi)} d s d r  \tag{4.51}\\
& =\frac{1}{2|\partial \mathcal{D}|} \int_{-\pi / 2}^{\pi / 2} d \varphi \int_{\partial \mathcal{D}} d r  \tag{4.52}\\
& =\frac{\pi}{2} \tag{4.53}
\end{align*}
$$

Therefore, by the Birkhoff's Ergodic Theorem, we have:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \frac{1}{n}\left(\frac{1}{\cos \left(\varphi_{0}\right)}+\frac{1}{\cos \left(\varphi_{1}\right)}+\cdots+\frac{1}{\cos \left(\varphi_{n-1}\right)}\right)=\frac{\pi}{2} \tag{4.54}
\end{equation*}
$$

for $\mathbf{P}_{m}$-almost every sequence $\omega=\left(x_{0}, x_{1}, \ldots\right)$.
Let $\omega=\left(x_{0}, x_{1}, \ldots\right)$ be a sequence such that both Eq. (4.49) and (4.54) hold for $\omega$. Then there exists an integer $N>0$ large enough such that for every $n \geq N$ we have:

$$
\frac{\pi}{3} \leq \frac{1}{n}\left(\frac{1}{\cos \left(\varphi_{0}\right)}+\frac{1}{\cos \left(\varphi_{1}\right)}+\cdots+\frac{1}{\cos \left(\varphi_{n-1}\right)}\right) \leq \pi
$$

Therefore:

$$
\begin{equation*}
\lambda_{1} \leq \lim _{n \rightarrow \infty} \frac{1}{n}(\log (2 R)+\log (n \pi))=0 \tag{4.55}
\end{equation*}
$$

This implies that for $0 \leq \lambda_{1} \leq 0$, therefore $\lambda_{1}=0$.

### 4.5 Mixing property of randomly perturbed smooth and convex billiards

In this section, we consider smooth and convex billiards with random perturbation. Markarian et al. proved in [49] the exponential convergence to the unique invariant measure. Although the random perturbation considered there is different from the perturbation defined in (4.38), the same proof still works in our case.

Lemma 4.29 ([49], Theorem 1) Let $\mathcal{D}$ be a smooth and convex billiard table whose boundary is $C^{3}$. Consider any random perturbation to the billiard map on $\mathcal{D}$ as defined in (4.38). There exist $\gamma_{\varepsilon}>0$ such that, for any probability measure $\mu$ on $\mathcal{B}$ the Borel $\sigma$-algebra on $M$ and $n \in \mathbf{N}$, we have:

$$
\begin{equation*}
\left\|\mathcal{L}^{n} \mu-m\right\| \leq e^{-\gamma_{\varepsilon} n} \tag{4.56}
\end{equation*}
$$

where for any probability measures $\mu$ and $\nu$ on $\mathcal{B}$ :

$$
\|\mu-\nu\|=\sup _{A \in \mathcal{B}}|\mu(A)-\nu(A)| .
$$

Theorem 4.30 Let $\mathcal{D}$ be a smooth $\left(C^{3}\right)$ and convex billiard. Consider a random perturbation to the system given by the transition function $P$ as defined in Lemma 4.21.

Let $\left(X_{n}\right)_{n \geq 0}$ be the Markov process with transition $P$ and initial distribution $m$. Then the process $\left(X_{n}\right)_{n \geq 0}$ is exponential mixing.

Proof. Let $B_{0} \in \mathcal{B}$ be a measurable set on $M$ with $m\left(B_{0}\right) \neq 0$, and consider the probability measure $\mu$ on $\mathcal{B}$ such that:

$$
\begin{equation*}
\mu\left(A_{0}\right)=\frac{m\left(A_{0} \cap B_{0}\right)}{m\left(B_{0}\right)} \tag{4.57}
\end{equation*}
$$

for any $A_{0} \in \mathcal{B}$. Then for $n \geq 0$ :

$$
\begin{align*}
\mathbf{P}_{m}\left(X_{n} \in A_{0}, X_{0} \in B_{0}\right) & =\mathbf{P}_{m}\left(X_{n} \in A_{0} \mid X_{0} \in B_{0}\right) \mathbf{P}_{m}\left(X_{0} \in B_{0}\right)  \tag{4.58}\\
& =\left(\mathcal{L}^{n} \mu\right)\left(A_{0}\right) m\left(B_{0}\right)
\end{align*}
$$

By Lemma $4.29, \lim _{n \rightarrow \infty}\left\|\mathcal{L}^{n} \mu-m\right\|=0$ with exponential rate, we also have that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{m}\left(X_{n} \in A_{0}, X_{0} \in B_{0}\right)=m\left(A_{0}\right) m\left(B_{0}\right) \tag{4.59}
\end{equation*}
$$

with exponential rate.
To prove that the Markov process $\left(X_{n}\right)_{n \geq 0}$ is mixing, it suffices to verify the mixing property for the elementary cylinders. Consider two elementary cylinders

$$
A=\left\{\omega=\left(x_{0}, x_{1}, \ldots\right): x_{i} \in A_{i}, i=0, \ldots, k\right\}
$$

and

$$
B=\left\{\omega=\left(x_{0}, x_{1}, \ldots\right): x_{i} \in B_{i}, i=0, \ldots, l\right\}
$$

for some integers $k, l \geq 0$ and sequences $A_{1}, A_{2}, \ldots, A_{k}$ and $B_{0}, B_{1}, \ldots, B_{k}$ in $\mathcal{B}$.
For $n>l$ :

$$
\begin{align*}
\mathbf{P}_{m}\left(\theta^{-n} A \cap B\right)= & \mathbf{P}_{m}\left(X_{n+k} \in A_{k}, \ldots, X_{n} \in A_{0}, X_{l} \in B_{l}, \ldots, X_{0} \in B_{0}\right) \\
= & \mathbf{P}_{m}\left(X_{n+k} \in A_{k}, \ldots, X_{n} \in A_{k} \mid X_{l} \in B_{l}, \ldots, X_{0} \in B_{0}\right) \mathbf{P}_{m}\left(X_{l} \in B_{l}, \ldots, X_{0} \in B_{0}\right) \\
= & \mathbf{P}_{m}\left(X_{n+k} \in A_{k} \mid X_{n+k-1} \in A_{k-1}\right) \cdots \mathbf{P}_{m}\left(X_{n+1} \in A_{1} \mid X_{n} \in A_{0}\right) \times \\
& \times \mathbf{P}_{m}\left(X_{n} \in A_{0} \mid X_{l} \in B_{l}\right) \mathbf{P}_{m}(B) \\
= & \mathbf{P}_{m}\left(X_{k} \in A_{k} \mid X_{k-1} \in A_{k-1}\right) \cdots \mathbf{P}_{m}\left(X_{1} \in A_{1} \mid X_{0} \in A_{0}\right) \times \\
& \times \mathbf{P}_{m}\left(X_{n-l} \in A_{0} \mid X_{0} \in B_{l}\right) \mathbf{P}_{m}(B) . \tag{4.60}
\end{align*}
$$

By (4.59), we have that

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{m}\left(X_{n-l} \in A_{0} \mid X_{0} \in B_{l}\right)=m\left(A_{0}\right) . \tag{4.61}
\end{equation*}
$$

Therefore

$$
\begin{align*}
& \lim _{n \rightarrow \infty} \mathbf{P}_{m}\left(X_{k} \in A_{k} \mid X_{k-1} \in A_{k-1}\right) \cdots \mathbf{P}_{m}\left(X_{1} \in A_{1} \mid X_{0} \in A_{0}\right) \mathbf{P}_{m}\left(X_{n-l} \in A_{0} \mid X_{0} \in B_{l}\right) \\
& =\mathbf{P}_{m}\left(X_{k} \in A_{k} \mid X_{k-1} \in A_{k-1}\right) \cdots \mathbf{P}_{m}\left(X_{1} \in A_{1} \mid X_{0} \in A_{0}\right) m\left(A_{0}\right) \\
& =\mathbf{P}_{m}\left(X_{k} \in A_{k}, \ldots, X_{0} \in A_{0}\right) \\
& =\mathbf{P}_{m}(A) . \tag{4.62}
\end{align*}
$$

Substitute this into (4.60), we have that:

$$
\begin{equation*}
\lim _{n \rightarrow \infty} \mathbf{P}_{m}\left(\theta^{-n} A \cap B\right)=\mathbf{P}_{m}(A) \mathbf{P}_{m}(B) \tag{4.63}
\end{equation*}
$$

and the rate of convergence is exponential.
Thus we have proved that the Markov process $\left(X_{n}\right)_{n \geq 0}$ is exponential mixing. $\diamond$

# APPENDIX A 

## Measure theory

Let $E$ be any set. A $\sigma$-algebra $\mathcal{E}$ on $E$ is a collection of subsets of $E$ such that it contains the empty set $\emptyset$ and satisfies the following two conditions:

1. If $A \in \mathcal{E}$ then its complement $A^{c} \in \mathcal{E}$
2. If $\left(A_{n}\right)_{n \geq 0}$ is a sequence in $\mathcal{E}$ then $\bigcup_{n \geq 0} A_{n} \in \mathcal{E}$.

We call the pair $(E, \mathcal{E})$ a measurable space and elements in $\mathcal{E}$ measurable sets.
A measure $\mu$ on the pair $\mathcal{E}$ is a function $\mu: \mathcal{E} \rightarrow[0, \infty]$ such that $\mu(\emptyset)=0$ and if $\left(A_{n}\right)_{n \geq 0}$ is a sequence of disjoint elements in $\mathcal{E}$ then

$$
\mu\left(\bigcup_{n \geq 0} A_{n}\right)=\sum_{n \geq 0} \mu\left(A_{n}\right)
$$

We call the triple $(E, \mathcal{E}, \mu)$ a measure space. When $\mu(E)=1$, it is also called a probability measure and $(E, \mathcal{E}, \mu)$ is called a probability space. Depending on the context, we could understand the number $\mu(A)$, for a measurable set $A$, as a sort of size of $A$, or as the probability of event $A$ happening if $\mu$ is a probability measure.

Let $(E, \mathcal{E})$ and $(G, \mathcal{G})$ be 2 measurable spaces. A function $f:(E, \mathcal{E}) \rightarrow(G, \mathcal{G})$ between the 2 spaces is measurable if for any $B \in \mathcal{G}$, its inverse image $f^{-1}(B) \in \mathcal{E}$. Let $\mu$ be a measure on $\mathcal{E}$ then the pushforward measure of $\mu$ is a probability measure $f_{*} \mu=\mu \circ f^{-1}$ on $\mathcal{G}$ and defined by:

$$
f_{*} \mu(B)=\mu\left(f^{-1}(B)\right)
$$

Let $(\Omega, \mathcal{A}, \mathbf{P})$ be a probability space and $(E, \mathcal{E})$ a measurable space. A measurable function $X:(\Omega, \mathcal{A}) \rightarrow(E, \mathcal{E})$ is called a random variable with values in $E$. The pushfoward measure $\mu_{X}=\mathbf{P} \circ X^{-1}$ is called the distribution of $X$ in $E$.

## BIBLIOGRAPHY

[1] A. Avila and M. Viana, Extremal Lyapunov exponents: an invariance principle and applications, Inventiones mathematicae volume 181, pages 115-178,2010.
[2] P. Bálint, N. Chernov, D. Dolgopyat. Limit theorems for dispersing billiards with cusps, Comm. Math. Phys. 308, pp. 479-510, 2011.
[3] I. Berkes and W. Philipp. Approximation theorems for independent and weakly dependent random vectors, Ann. Probab. 7, no. 1, 29-54, 1979.
[4] A. Blumenthal, J. Xue and L-S. Young, Lyapunov exponents for random perturbations of some area-preserving maps including the Standard map, Annals of Mathematics 185 (1), pp.285-310, 2017.
[5] L. A. Bunimovich, On ergodic properties of nowhere dispersing billiards, Communications in Mathematical Physics, vol 65, pp. 295-312, 1979.
[6] L. A. Bunimovich, On absolutely focusing mirrors, In Ergodic Theory and Related Topics III, Lecture Notes in Mathematics, vol 1514, Springer, 1992.
[7] L. A. Bunimovich, Mechanisms of chaos in billiards: dispersing, defocusing and nothing else, Nonlinearity, vol 31, number 2, 2018.
[8] L. A. Bunimovich, Y. Sinai, N. Chernov. Statistical properties of twodimensional hyperbolic billiards, Russ. Math. Surv. 46, pp.47-106, 1990.
[9] L.A.Bunimovich, Y. G. Sinai, and N. I. Chernov. Statistical properties of twodimensional hyperbolic billiards, Russian Math. Surveys. 46, 47-106, 1991.
[10] L.A. Bunimovich, H-K. Zhang, P. Zhang, On Another Edge of Defocusing: Hyperbolicity of Asymmetric Lemon Billiards, Communications in Mathematical Physics, vol 341, pp. 781-803, 2014.
[11] J. Chen, L. Morh, H-K. Zhang, P. Zhang, Ergodicity and coexistence of elliptic islands in a family of convex billiards, Chaos 23, 043137, 2013.
[12] J. Chen, K. Nguyen, Invariance Principles for Ergodic Systems with Slowly $\alpha$-mixing Inducing Base, USUZCAMP 2017. Differential Equations and Dynamical Systems, Springer Proceedings in Mathematics \& Statistics, vol 268, 2018.
[13] N. Chernov, Limit theorems and Markov approximations for chaotic dynamical systems, Probab. Theory Related Fields 101, no. 3, 321-362, 1995.
[14] N. Chernov, Advanced statistical properties of dispersing billiards, J. Statist. Phys. 122, 1061-1094, 2006.
[15] N. Chernov, G.L. Eyink, J.L. Lebowitz, Y.G. Sinai, Steady-state electrical conduction in the periodic Lorentz gas, Communications in Mathematical Physics, vol 154, pp. 569-601, 1993.
[16] N. Chernov, and R.Markarian, Chaotic Billiards, Math. Surveys Monographs 127, AMS, Providence, 2006.
[17] N. Chernov, R. Markarian, Chaotic billiards, Mathematical Surveys and Monographs, vol. 127, AMS, 2007.
[18] N. Chernov, H-K. Zhang, A family of chaotic billiards with variable mixing rates, Stochastics and Dynamics, 5, 535-553, 2005.
[19] N. Chernov, H-K. Zhang, Billiards with polynomial mixing rates, Nonlinearity, 18, 1527-1553, 2005.
[20] T. Chumley, R. Feres, H-K. Zhang, Diffusivity in multiple scattering systems, Trans. Amer. Math. Soc., vol 368, 2016.
[21] M. Correia, H-K. Zhang, Stability and ergodicity of moon billiards, Chaos, vol 25, 2015.
[22] C. L. Cox, R. Feres, H-K. Zhang, Stability of periodic orbits in no-slip billiards, Nonlinearity, vol 31, number 10, 2018.
[23] C. Cuny, and F. Merlevède. Strong invariance principles with rate for "reverse" martingale differences and applications, J. Theoret. Probab. 28, no. 1, 137-183, 2015.
[24] M. Demers, F. Pene, H-K. Zhang, Local limit theorem for randomly deforming billiards, Communications in Mathematical Physics, vol 375, pp. 2281-2334, 2020.
[25] M. Demers and H-K. Zhang. Spectral analysis of hyperbolic systems with singularities, Nonlinearity 27, 379-433, 2014.
[26] V. Donnay, Using integrability to produce chaos: billiards with positive entropy, Communications in Mathematical Physics, vo 141, pp. 225-257, 1991.
[27] R. Durrett. Probability: theory and examples, Fourth edition. Cambridge Series in Statistical and Probabilistic Mathematics, 31. Cambridge University Press, Cambridge, $\mathrm{x}+428$ pp, 2010.
[28] R. Durrett, Probability-Theory and Examples, 5th edition, CUP, 2019.
[29] E. Eberlein. On strong invariance principles under dependence assumptions, Ann. Probab. 14, no. 1, 260-270, 1986.
[30] R. Feres, J. Ng, H.K. Zhang, Multiple Scattering in Random Mechanical Systems and Diffusion Approximation, Communications in Mathematical Physics, vol 323, issue 2, 2013.
[31] R. Feres and H.K. Zhang, The Spectrum of the Billiard Laplacian of a Family of Random Billiards, Journal of Statistical Physics, vol 141, pp. 1039-1054, 2010.
[32] R. Feres and H.K. Zhang, Spectral gaps of Markov operators for random billiards, Communications in Mathematical Physics, vol 313, issue 2, 2012.
[33] S. Gouëzel. Statistical properties of a skew product with a curve of neutral points, Ergodic Theory and Dynamical Systems 27:123-151, 2007.
[34] S. Gouëzel. Almost sure invariance principle for dynamical systems by spectral methods, Ann. Probab. 38, no. 4, 1639-1671, 2010.
[35] S. Gouëzel. Variations around Eagleson's Theorem on mixing limit theorems for dynamical systems, Preprint, 2018.
[36] P. Hall, C.C. Heyde. Martingale limit theorem and its application, Academic Press, 1980.
[37] N. Haydn and S. Vaienti. Fluctuations of the metric entropy for mixing measures. Stoch. Dyn. 4, no. 4, 595-627, 2004.
[38] N. Haydn, M. Nicol, A. Török and S. Vaienti. Almost sure invariance principle for sequential and non-stationary dynamical systems. Trans. Amer. Math. Soc. 369, no. 8, 5293-5316, 2017.
[39] H.Hu. Decay of correlations for piecewise smooth maps with indifferent fixed points, Ergodic Theory \& Dynamical Systems, 24, 495-524, 2004.
[40] I.A. Ibragimov and Y.V. Linnik. Independent and stationary sequences of random variables, Wolters-Noordhoff, Gröningen, 1971. Comm. Math. Phys. 359, no. 3, 1123-1138, 2018.
[41] L.B. Koralov and Y.G. Sinai, Theory of Probability and Random Processes, 2nd edition, Springer, 2007.
[42] A. Korepanov. Equidistribution for Nonuniformly Expanding Dynamical Systems, and Application to the Almost Sure Invariance Principle, Comm. Math. Phys. 359, no. 3, 1123-1138, 2018.
[43] V. V. Kozlov and D. V. Treshchëv, Billiards: A Genetic Introduction to the Dynamics of Systems with Impacts, Translations of Mathematical Monographs, vol 89, 1991.
[44] F. Ledrappier, Quelques proprietes des exposants caracteristiques, In: P.L. Hennequin (eds) École d'Éé de Probabilités de Saint-Flour XII - 1982. Lecture Notes in Mathematics, vol 1097. Springer, Berlin, Heidelberg, 1984.
[45] F. Ledrappier, Positivity of the exponent for stationary sequences of matrices, In: L. Arnold, V. Wihstutz (eds) Lyapunov Exponents, Lecture Notes in Mathematics, vol 1186. Springer, Berlin, Heidelberg, 1986.
[46] C. Liverani, B. Saussol and S. Vaienti. A probabilistic approach to intermittency, Ergodic Theory Dynam. Systems 19, no. 3, 671-685, 1999.
[47] R. Markarian, Billiards with Pesin region of measure one, Communications in Mathematical Physics, vol 118, pp. 87-97, 1988.
[48] I. Melbourne, A. Török. Statistical Limit Theorems for Suspension Flows, Israel Journal of Mathematics 144, 191-209, 2004.
[49] R. Markarian, L. T. Rolla, V. Sidoravicifus, F. A. Tal, M. E. Vares, Stochastic perturbation of convex billiards, Nonlinearity, vol 28, number 12, 2015.
[50] I. Melbourne and M. Nicol. Almost sure invariance principle for nonuniformly hyperbolic systems, Commun. Math. Phys. 260, 131-146, 2005.
[51] I. Melbourne and M. Nicol. A vector-valued almost sure invariance principle for hyperbolic dynamical systems, Ann. Probab. 37, no. 2, 478-505, 2009.
[52] S. Meyn and R.L. Tweedie, Markov chains and stochastic stability, 2nd edition, CUP, 2009.
[53] L. Mohr, H-K. Zhang. Superdiffusions for certain nonuniformly hyperbolic systems, submitted, 2017.
[54] K. Nguyen, H-K. Zhang, Central Limit Theorem for Billiards With Flat Points, USUZCAMP 2017. Differential Equations and Dynamical Systems, Springer Proceedings in Mathematics \& Statistics, vol 268, 2018.
[55] W. Philipp and W. Stout. Almost sure invariance principles for partial sums of weakly dependent random variables, Memoir. Amer. Math. Soc. 161:, 1975.
[56] M. Pollicott and R. Sharp. Invariance principle for interval maps with and indifferent fixed point, Comm. Math. Phys. 229 337-346, 2002.
[57] D. Revuz, Markov chains, revised edition, North-Holland, 1984.
[58] O. Sarig. Subexponential decay of correlations, Invent. Math. 150, 629-653, 2002.
[59] Q.M.Shao and C.R.Lu, Strong approximations for partial sums of weakly dependent random variables, Sci. Sinica Ser. A 30, no. 6, 575-587, 1987.
[60] Y. Sinai, Dynamical Systems with Elastic Reflections, Russian Mathematical Surveys, 25, pp. 137-191, 1970
[61] M. Stenlund, L-S. Young, H.K. Zhang, Dispersing Billiards with Moving Scatterers, Communications in Mathematical Physics, vol 322, 2013.
[62] D. Szász and T. Varjú. Local limit theorem for Lorentz process and its recurrence in the plane, Ergodic Theory Dynam. Systems 24, 257-278, 2004.
[63] S. Tabachnikov, Geometry and Billiards, Student Mathematical Library, vol 30, 2005.
[64] G.K. Vallis, Atmospheric and Oceanic Fluid Dynamics: Fundamentals and Large-Scale Circulation, Cambridge University Press, 2017.
[65] P. Walters, An Introduction to Ergodic Theory, Graduate Texts in Mathematics 79, Springer, 1982.
[66] D. Williams, Probability with Martingales, 1st edition, CUP, 1991.
[67] M. Wojtkowski, Principles for the design of billiards with nonvanishing Lyapunov exponents, Communications in Mathematical Physics, vol 105, pp. 391414, 1986.
[68] W.B. Wu. Strong invariance principles for dependent random variables, Ann. Probab. 35 , no. 6, 2294-2320, 2007.
[69] L. S. Young. Statistical properties of systems with some hyperbolicity including certain billiards, Ann. Math. 147, 585-650, 1998.
[70] L. S. Young. Recurrence times and rates of mixing, Israel J. Math. 110, 153-188, 1999.


[^0]:    This Open Access Dissertation is brought to you for free and open access by the Dissertations and Theses at ScholarWorks@UMass Amherst. It has been accepted for inclusion in Doctoral Dissertations by an authorized administrator of ScholarWorks@UMass Amherst. For more information, please contact scholarworks@library.umass.edu.

[^1]:    Boris Svistunov, Member

