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#### Abstract

In a preceding paper (Bruyère and Carton, automata on linear orderings, MFCS'01), automata have been introduced for words indexed by linear orderings. These automata are a generalization of automata for finite, infinite, bi-infinite and even transfinite words studied by Büchi. Kleene's theorem has been generalized to these words. We prove that rational sets of words on countable scattered linear orderings are closed under complementation using an algebraic approach.


## 1 Introduction

In his seminal paper [14], Kleene showed that automata on finite words and regular expressions have the same expressive power. Since then, this result has been extended to many classes of structures like infinite words [7, 17], bi-infinite words [12, 18], transfinite words [9, 1], traces, trees, pictures...

In [5], automata accepting linear-ordered structures have been introduced with corresponding rational expressions. These linear structures include finite words, infinite, transfinite words and their mirrors. These automata are usual automata on finite words, extended with limit transitions. A Kleene-like theorem was proved for words on countable scattered linear orderings. Recall that an ordering is scattered if it does not contain a dense sub-ordering.

For many structures, the class of rational sets is closed under many operations like substitutions, inverse substitutions and boolean operations. As for boolean operations, the closure under union and intersection are almost always easy to get. The closure under complementation is often much more difficult to prove. This property is important both from the practical and the theoretical
point of view. It means that the class of rational sets forms an effective boolean algebra. It is used whenever some logic is translated into automata. For instance, in both proofs of the decidability of the monadic second-order theory of the integers by Büchi [8] and the decidability of the monadic second-order theory of the infinite binary tree by Rabin [21], the closure under complementation of automata is the key property.

In [5], the closure under complementation was left as an open problem. In this paper, we solve that problem in a positive way. We show that the complement of a rational set of words on countable scattered linear orderings is also rational.

The classical method to get an automaton for the complement of a set of finite words accepted by an automaton $\mathcal{A}$ is through determinization. It is already non-trivial that the complement of a rational set of infinite words is also rational. The determinization method cannot be easily extended to infinite words. In his seminal paper [8], Büchi used another approach based on a congruence on finite words and Ramsey's theorem. This method is somehow related to our algebraic approach. McNaughton extended the determinization method to infinite words [15] proving that any Büchi automaton is equivalent to a deterministic Muller automaton. Büchi pushed further this method and extended it to transfinite words [9]. It is then very complex. In [4], the algebraic approach was used to give another proof of the closure under complementation for transfinite words. In [11], we have already proved the result for words on countable scattered linear orderings of finite ranks. The determinization method cannot be applied because any automaton is not equivalent to a deterministic one. In that paper, we extended the method used by Büchi in [8] using an additional induction on the rank. Since ranks of countable scattered linear orderings range over all countable ordinals, this approach is not suitable for words on all these orderings. In this paper, we prove the whole result for all countable scattered linear orderings using an algebraic approach. We define a generalization of semigroups, called $\diamond$-semigroups. We show that, when finite, these $\diamond$-semigroups are equivalent to automata. We also show that, by analogy with the case of finite words, a canonical $\diamond$-semigroup, called the syntactic $\diamond$-semigroup, can be associated with any rational set $X$. It has the property of being the smallest $\diamond$-semigroup recognizing $X$. A continuation of this paper would be to extend the equivalence between star-free sets, first order logic and aperiodic semigroups $[24,16,3]$ and also between rational sets and the monadic second order theory.

Both hypotheses that the orderings are scattered and countable are really necessary. Büchi already pointed out that rational sets of transfinite words of length greater that $\omega_{1}$ (the least non-countable ordinal) are not closed under complement. It can be proved that the set of all words on scattered linear orderings, viewed as a subset of words on all linear orderings, is not rational although its complement is rational.

Our proof of the complementation closure is effective. Given an automaton $\mathcal{A}$, it gives another automaton $\mathcal{B}$ that accepts words that are not accepted by $\mathcal{A}$. It gives another proof of the decidability of the equivalence of these automata [6].

This paper is organized as follows. Definitions concerning linear orderings and rational sets are first recalled in Sections 2 and 3. Then, Section 4 introduces the algebraic structure of $\diamond$-semigroup. Section 5 sketches the proof that any set accepted by a finte automaton is recognizable and the full proof of the converse is given in Section 6. Since rational sets are exactly those accepted by automata [5], this proves that rational sets are exactly recognizable sets. This algebraic caracterisation proves trivially the closure under complementation of rational sets. Finally, the syntactic $\diamond$-semigroup corresponding to a rational set is defined in Section 7.

## 2 Words on linear orderings

This section recalls basic definitions on linear orderings but the reader is referred to [23] for a complete introduction. Hausdorff's characterization of countable scattered linear orderings is given and words indexed by linear orderings are introduced.

Let $J$ be a set equipped with an order $<$. The ordering $J$ is linear if for any $j$ and $k$ in $J$ such that $j \neq k$, either $j<k$ or $k<j$. Let $A$ be a finite alphabet. A word $x=\left(a_{j}\right)_{j \in J}$ indexed by a linear ordering $J$ is a function from $J$ to $A$. $J$ is called the length of $x$. For instance $\omega$ is the length of right-infinite words $a_{0} a_{1} \cdots$ and $\zeta$ is the length of bi-infinite words $\cdots a_{-1} a_{0} a_{1} \cdots$.

### 2.1 Product of words indexed by linear orderings

For any linear ordering $J$, we denote by $-J$ the opposite linear ordering that is the set $J$ equipped with the opposite ordering. For instance, $-\omega$ is the linear ordering of negative integers.

The sum $J+K$ of two linear orderings is the set $J \cup K$ equipped with the ordering $<$ extending the orderings of $J$ and $K$ by setting $j<k$ for any $j \in J$ and $k \in K$. Next, the sum $\sum_{j \in J} K_{j}$ is the set of all pairs $(k, j)$ such that $k \in K_{j}$ equipped with the ordering defined by $\left(k_{1}, j_{1}\right)<\left(k_{2}, j_{2}\right)$ if and only if $j_{1}<j_{2}$ or $\left(j_{1}=j_{2}\right.$ and $k_{1}<k_{2}$ in $\left.K_{j_{1}}\right)$.

The sum of linear orderings helps to define the products of words. Let $J$ be a linear ordering and let $\left(x_{j}\right)_{j \in J}$ be words of respective length $K_{j}$ for any $j \in J$. The word $x=\prod_{j \in J} x_{j}$ obtained by concatenation of the words $x_{j}$ with respect to the ordering on $J$ is of length $L=\sum_{j \in J} K_{j}$. For instance, if for any $j \in \omega$, we set $x_{j}=a^{\omega^{j}}$, then $x=\prod_{j \in \omega} x_{j}$ is the word $x=a^{\omega^{\omega}}$ of length $\sum_{j \in \omega} \omega^{j}=\omega^{\omega}$. The sequence $\left(x_{j}\right)_{j \in J}$ of words is called a $J$-factorization of the word $x=\prod_{j \in J} x_{j}$.

### 2.2 Scattered linear orderings

A linear ordering $J$ is dense if for any $j$ and $k$ in $J$ such that $j<k$, there exists an element $i$ of $J$ such that $j<i<k$. It is scattered if it contains no dense sub-ordering. The ordering $\omega$ of natural integers and the ordering $\zeta$ of relative integers are scattered. More generally, ordinals are scattered orderings. We denote by $\mathcal{N}$ the subclass of finite linear orderings, $\mathcal{O}$ the class of ordinals and $\mathcal{S}$ the class of countable scattered linear orderings. The following characterization of scattered linear orderings is due to Hausdorff.

Theorem 1. [Hausdorff [13]] A countable linear ordering $J$ is scattered if and only if $J$ belongs to $\bigcup_{\alpha \in \mathcal{O}} V_{\alpha}$ where the classes $V_{\alpha}$ are inductively defined by:

1. $V_{0}=\{\mathbf{0}, \mathbf{1}\}$
2. $V_{\alpha}=\left\{\sum_{j \in J} K_{j} \mid J \in \mathcal{N} \cup\{\omega,-\omega, \zeta\}\right.$ and $\left.K_{j} \in \bigcup_{\beta<\alpha} V_{\beta}\right\}$.
where $\mathbf{0}$ and $\mathbf{1}$ are respectively the orderings with zero and one element.
For instance, $\omega^{2}$ and $\sum_{\omega}-\omega$ belong to $V_{2}$ and for any integer $n, \omega^{n}$ belongs to $V_{n}$. Each scattered linear ordering is defined from the ordering of one element using finite sums, $\omega$-sums and $-\omega$-sums. Intuitively, the rank of a linear ordering is the maximum number of nested $\omega$-sums and $-\omega$-sums. For any ordinal $\alpha$, the class $V_{\alpha}$ does not contain exactly the orderings of rank $\alpha$ since the finite product does not modify the rank. For instance, the ordering $\omega+\omega$ of rank 1 belongs to the class $V_{2}$. Thus, we use slightly different inductive classes : For any ordinal $\alpha$, the class $W_{\alpha}$ is defined by :

$$
W_{\alpha}=\left\{\sum_{j \in J} K_{j} \mid J \in \mathcal{N} \text { et } K_{j} \in V_{\alpha}\right\}
$$

Those classes are strictly intermediate to the previous ones : the inclusions $V_{\alpha} \subset W_{\alpha} \subset V_{\alpha+1}$ are satisfied for any ordinal $\alpha$. Formally, the rank of a linear ordering $J$ is the smallest ordinal $\alpha$ such that $J \in W_{\alpha}$. The orderings of rank 0 are the finite ones. In order to simplify the proofs, we also use the classes $U_{\alpha}$ defined for any ordinal $\alpha$ by

$$
U_{\alpha}=\left\{\sum_{j \in J} K_{j} \mid J \in \mathcal{N} \cup\{\omega,-\omega\} \text { et } K_{j} \in \bigcup_{\beta<\alpha} W_{\beta}\right\}
$$

By Theorem 1, the ranks of scattered linear orderings range over all ordinals $: \mathcal{S}=\bigcup_{\alpha \in \mathcal{O}} W_{\alpha}$. To prove that a property holds for all scattered linear orderings, we often use an induction on the rank. We prove that the property holds for the set of finite orderings $W_{0}$. Then, for any ordinal $\alpha$, we suppose that the property holds for any ordering of rank $\beta<\alpha$ and prove that it is stable under
$\omega$-sums and $-\omega$-sums. This shows that the property is verified for all linear orderings of $U_{\alpha}$. Finally, the case of linear orderings of $W_{\alpha}$ is checked with the finite sum.

$$
W_{\alpha}=\left\{\sum_{j \in J} K_{j} \mid J \in \mathcal{N} \text { et } K_{j} \in U_{\alpha}\right\}
$$

We denote by $A^{\diamond}$ the set of all words over $A$ indexed by countable scattered linear orderings and for any ordinal $\alpha$, we denote by $A^{W_{\alpha}}$ (respectively $A^{U_{\alpha}}$ ) the set of words of rank lower than or equal to $\alpha$ (respectively the set of words whose length belongs to $U_{\alpha}$ ).

## 3 Rational sets of words on linear orderings

Bruyère and Carton have introduced rational expressions and automata for words indexed by countable scattered linear orderings. They have proved that a set of words is rational if and only if it is accepted by a finite automaton. This result is an extention of Kleene's theorem. This section shortly recalls definitions of rational operations and automata but the reader is referred to [5] for more details.

### 3.1 Rational expressions

Let $A$ be a finite alphabet. The set $\operatorname{Rat}\left(A^{\diamond}\right)$ of rational sets of words over $A$ indexed by countable scattered linear orderings is the smallest set containing $\{a\}$ for any $a \in A$ and closed under the following rational operations defined for any subsets $X$ and $Y$ of $A^{\diamond}$ by :

\[

\]

The notation $\hat{J}$ is defined in the next section.

### 3.2 Automata on linear orderings

An automaton on linear orderings is a classical finite automaton with additional limit transitions of the form $P \longrightarrow q$ or $q \longrightarrow P$ where $P$ is a set of states.

Definition 2. An automaton $\mathcal{A}=(Q, A, E, I, F)$ on linear orderings is defined by a finite set of states $Q$, a finite alphabet $A$, a set of transitions $E \subseteq(Q \times$
$A \times Q) \cup(\mathcal{P}(Q) \times Q) \cup(Q \times \mathcal{P}(Q))$ and sets of initial and final states $I \subseteq Q$ and $F \subseteq Q$.

The definition of paths is based on the notion of cut that we explain now. Let $J \in \mathcal{S}$ be a scattered linear ordering. A cut of $J$ is a a partition of $J$ into two intervals $(K, L)$ such that $\forall k \in K, \forall \ell \in L, k<\ell$. The set $\hat{J}$ denotes the set of all cuts of the ordering $J: \hat{J}=\{(K, L) \mid K \cup L=J \wedge \forall k \in K, \forall \ell \in L, k<\ell\}$. Then, a path labelled by a word $x$ of lenght $J$ is a function from the set $\hat{J}$ into the set of states. As the set $\hat{J}$ is naturally equipped with the ordering $\left(K_{1}, L_{1}\right)<\left(K_{2}, L_{2}\right)$ if and only if $K_{1} \subset K_{2}$, a path labelled by a word of length $J$ is a word over $Q$ of length $\hat{J}$.

Let $\gamma=\left(q_{c}\right)_{c \in \hat{J}}$ be a word of length $\hat{J}$ over $Q$, the limit sets of states of $\gamma$ at a given cut $c$ of $\hat{J}$ are defined by:

$$
\begin{aligned}
& \lim _{c^{-}} \gamma=\left\{q \in Q \mid \forall c^{\prime}<c, \exists c^{\prime \prime} \quad c^{\prime}<c^{\prime \prime}<c \text { and } q=q_{c^{\prime \prime}}\right\} \\
& \lim _{c^{+}} \gamma=\left\{q \in Q \mid \forall c^{\prime}>c, \exists c^{\prime \prime} \quad c<c^{\prime \prime}<c^{\prime} \text { and } q=q_{c^{\prime \prime}}\right\}
\end{aligned}
$$

Definition 3. Let $\mathcal{A}=(Q, A, E, I, F)$ be an automaton on linear orderings and let $x=\left(a_{j}\right)_{j \in J}$ be a word of length $J$ on $A$. A path $\gamma$ of label $x$ in $\mathcal{A}$ is a word $\gamma=\left(q_{c}\right)_{c \in \hat{J}}$ of length $\hat{J}$ over $Q$ such that for any $(K, L) \in \hat{J}$ :

- If there exists $\ell \in L$ such that $(K \cup\{\ell\}, L \backslash\{\ell\}) \in \hat{J}$ then $q_{(K, L)} \xrightarrow{a_{\ell}} q_{(K \cup\{\ell\}, L \backslash\{\ell\})} \in E$ else $q_{(K, L)} \rightarrow \lim _{(K, L)^{+}} \gamma \in E$
- If there exists $k \in K$ such that $(K \backslash\{k\}, L \cup\{k\}) \in \hat{J}$ then $q_{(K \backslash\{k\}, L \cup\{k\})} \xrightarrow{a_{k}} q_{(K, L)} \in E$ else $\lim _{(K, L)^{-}} \gamma \rightarrow q_{(K, L)} \in E$.
Thus, if a cut has a predecessor or a successor, usual transitions are used, otherwise the path uses limit transitions.

As $\hat{J}$ has the least element $(\emptyset, J)$ and the greatest element $(J, \emptyset)$ for any linear ordering $J$, a path has always a first and a last state. A word is accepted by an automata if it is the label of a path leading from an initial state to a final state. We denote by $p \stackrel{x}{\Longrightarrow} q$ the existence of a path leading from the state $p$ to the state $q$ of label $x$.
Example 4. For instance, the word $\left(a^{-\omega} b\right)^{\omega}$ of lenght $\sum_{\omega}-\omega$ is accepted by the automaton of Figure 1. It is the label of the path $\left(01^{-\omega}\right)^{\omega} 0$. For any cut of the form $\left((-\omega) * n, \sum_{\omega}-\omega\right)$ where $n$ is a natural integer, this path has $\{1\}$ as right limit set and uses the limit transition $0 \rightarrow\{1\}$. At the last cut $\left(\sum_{\omega}-\omega, \emptyset\right)$, the left limit set is $\{0,1\}$ and the path ends with the limit transition $\{0,1\} \rightarrow 0$.

It has been proved in [5] that automata and rational expressions have the same expressive power.
Theorem 5. [5] A set of words indexed by countable scattered linear orderings is rational if and only if it is accepted by a finite automata.


$$
\begin{aligned}
& 0 \rightarrow\{1\} \\
& \{0,1\} \rightarrow 0
\end{aligned}
$$

Figure 1: Automaton on linear orderings accepting the set $\left(a^{-\omega} b\right)^{\#}$.

## 4 Algebraic characterization of rational sets

A semigroup is a set $S$ equipped with an associative binary product. The semigroup $S$ in which had been added a neutral element is denoted by $S^{1}$. An element $e \in S$ is an idempotent if $e^{2}=e$ and the set of idempotents of $S$ is denoted by $E(S)$. A pair $(s, e) \in S \times S$ is right linked (respectively left linked) if $e \in E(S)$ and $s e=s$ (respectively es $=s$ ). Two right linked pairs ( $s_{1}, e_{1}$ ) and $\left(s_{2}, e_{2}\right)$ are conjugated if there exists $a, b \in S^{1}$ such that $e_{1}=a b, e_{2}=b a$, $s_{1} a=s_{2}$ and $s_{2} b=s_{1}$. The conjugacy relation is an equivalence relation on right linked pairs [19]. Recall that the Green's relations are defined from the following preorders:

$$
\begin{aligned}
s \leq_{\mathcal{R}} t & \Longleftrightarrow \\
s \leq_{\mathcal{L}} t & \Longleftrightarrow a \in S^{1}, s=t a \\
s \leq_{\mathcal{J}} t & \Longleftrightarrow \exists a \in S^{1}, s=a t \\
& \exists a, b \in S^{1}, s=a t b
\end{aligned}
$$

For any $\mathcal{K} \in\{\mathcal{R}, \mathcal{L}, \mathcal{J}\}, s \mathcal{K} t$ if and only if $s \leq_{\mathcal{K}} t$ and $t \leq_{\mathcal{K}} s$. We also denote by $s<_{\mathcal{K}} t$ iff $s \leq_{\mathcal{K}} t$ and not $t \leq_{\mathcal{K}} s$. Recall that the equivalence relation $\mathcal{D}=\mathcal{R} \mathcal{L}=\mathcal{L} \mathcal{R}$ is equal to $\mathcal{J}$ when $S$ is finite.

## $4.1 \diamond$-semigroups

The product of semigroups is generalized to recognize sets of words indexed by countable scattered linear orderings. A $\diamond$-semigroup is a generalization of a usual semigroup. The product of a sequence indexed by any scattered ordering is defined. For any set $S$, recall that $S^{\diamond}$ denotes the set of words over $S$ indexed by scattered linear orderings.

Definition 6. $A \diamond$-semigroup is a set $S$ equipped with product $\pi: S^{\diamond} \longrightarrow S$ which maps any word of $S^{\diamond}$ to an element of $S$ such that

- for any element $s$ of $S, \pi(s)=s$.
- for any word $x$ of $S^{\diamond}$ and for any factorization $x=\prod_{j \in J} x_{j}$ where $J \in \mathcal{S}$,

$$
\pi(x)=\pi\left(\prod_{j \in J} \pi\left(x_{j}\right)\right)
$$

The latter condition is a generalization of associativity.
For instance, the set $A^{\diamond}$ equipped with the concatenation is a $\diamond$-semigroup.
Example 7. The set $S=\{0,1\}$ equipped with the product $\pi$ defined for any $u \in S^{\diamond}$ by $\pi(u)=0$ if $u$ has at least one occurrence of the letter 0 and $\pi(u)=1$ otherwise is a $\diamond$-semigroup.

For any two elements $s$ and $t$ of a $\diamond$-semigroup $(S, \pi)$, the finite product $\pi(s t)$ is merely denoted by st.

A sub-৫-semigroup $T$ of a $\diamond$-semigroup $S$ is a subset of $S$ closed under product. A morphism of $\diamond$-semigroup is an application which preserves the product. A congruence of $\diamond$-semigroup is an equivalence relation $\sim$ stable under product: If $s_{j} \sim t_{j}$ for any $j \in J$, then $\pi\left(\prod_{j \in J} s_{j}\right) \sim \pi\left(\prod_{j \in J} t_{j}\right)$. The set $S / \sim$ is a $\diamond$-semigroup. A $\diamond$-semigroup $T$ is a quotient of a $\diamond$-semigroup $S$ if there exists an onto morphism from $S$ to $T$. A $\diamond$-semigroup $T$ divides $S$ if $T$ is the quotient of a sub- $\diamond$-semigroup of $S$.

### 4.2 Finite $\diamond$-semigroups

A $\diamond$-semigroup $(S, \pi)$ is said to be finite if $S$ is finite. Even when $S$ is finite, the function $\pi$ is not easy to describe because the product of any sequence has to be given. It turns out that the function $\pi$ can be described using a semigroup structure on $S$ with two additional functions (called $\tau$ and $-\tau$ ) from $S$ to $S$. This gives a finite description of the function $\pi$. The functions $\tau$ and $-\tau$ are the counterpart of limit transitions of automata. This finite description is based on the next Lemma which follows directly from Ramsey's Theorem [22].

Let $x=\prod_{i \in \omega} x_{i}$ an $\omega$-factorization. Another factorization $x=\prod_{i \in \omega} y_{i}$ is called a superfactorization if there is a sequence $\left(k_{i}\right)_{i \in \omega}$ of integers such that $y_{0}=$ $x_{0} \ldots x_{k_{0}}$ and $y_{i}=x_{k_{i-1}+1} \ldots x_{k_{i}}$ for all $i \geq 1$.

Lemma 8. Let $\varphi: A^{\diamond} \longrightarrow S$ be a morphism into a finite $\diamond$-semigroup. For any factorization $x=\prod_{i \in \omega} x_{i}$, there exists a superfactorization $x=\prod_{i \in \omega} y_{i}$ and a right linked pair $(s, e) \in S \times E(S)$ such that $\varphi\left(y_{0}\right)=s$ and $\varphi\left(y_{i}\right)=e$ for any $i>0$.

Such a factorization is called a ramseyan factorization, see Theorem 3.2 in [20].
Definition 9. Let $S$ be a semigroup. A function $\tau: S \longrightarrow S$ (respectively $-\tau$ : $S \longrightarrow S$ ) is compatible to the right with $S$ (respectively to the left) if and only if for any $s, t$ in $S$ and any integer $n$ the following properties hold: $s(t s)^{\tau}=$ $(s t)^{\tau}$ and $\left(s^{n}\right)^{\tau}=s^{\tau}$ (respectively $(s t)^{-\tau} s=(t s)^{-\tau}$ and $\left.\left(s^{n}\right)^{-\tau}=s^{-\tau}\right)$.

The product of a finite $\diamond$-semigroup $S$ can be finitely described by functions compatible to the right and to the left with $S$.

Theorem 10. Let $(S, \pi)$ be a finite $\diamond$-semigroup. The binary product defined for any $s$, $t$ in $S$ by $s \cdot t=\pi(s t)$ naturally endows a structure of semigroup and
the functions $\tau$ and $-\tau$ respectively defined by $s^{\tau}=\pi\left(s^{\omega}\right)$ and $s^{-\tau}=\pi\left(s^{-\omega}\right)$ are respectively compatible to the right and to the left with $S$.
Conversely, let $S$ be a finite semigroup and let $\tau$ and $-\tau$ be functions respectively compatible to the right and to the left with $S$. Then $S$ can be uniquely endowed with a structure of $\diamond$-semigroup $(S, \pi)$ such that $s^{\tau}=\pi\left(s^{\omega}\right)$ and $s^{-\tau}=\pi\left(s^{-\omega}\right)$.

Proof. The first part of the theorem follows directly from the associativity of the product $\pi$. Conversely, let $S$ be a finite semigroup and let $\tau$ and $-\tau$ be functions respectively compatible to the right and to the left with $S$. The product of a word $x=\left(s_{j}\right)_{j \in J}$ over $S$ of length $J \in \mathcal{S}$ is defined by induction on $\alpha \in \mathcal{O}$ for any $J \in W_{\alpha}$ by the following way:

Let $J \in W_{0}$ and let $x \in S^{J}$. There exists an integer $m$ and $s_{1}, \ldots, s_{m}$ in $S$ such that $x=s_{1} \ldots s_{m}$. We set $\pi(x)=s_{1} \cdot s_{2} \ldots s_{m}$.

Let $J \in U_{\alpha}$ where $\alpha>1$ and let $x \in S^{J}$. The linear ordering $J$ can be decomposed as a sum $J=\sum_{i \in I} K_{i}$ where $I \in \mathcal{N} \cup\{\omega,-\omega\}$ and for all $i \in I$, $K_{i} \in \bigcup_{\beta<\alpha} W_{\beta}$. There exists a factorization $x=\prod_{i \in I} x_{i}$ such that for all $i \in I$, $\left|x_{i}\right|=K_{i}$.

- $J=\{1, \ldots, m\} \in \mathcal{N}$ : we set $\pi(x)=\pi\left(x_{1}\right) \ldots \pi\left(x_{m}\right)$.
- $J=\omega$ : There exists a superfactorization $x=\prod_{i \in \omega} y_{i}$ and a right linked pair $(s, e) \in S \times E(S)$ such that $\varphi\left(y_{0}\right)=s$ and $\varphi\left(y_{i}\right)=e$ for any $i>0$. We set $\pi(x)=s e^{\tau}$.
- $J=-\omega$ : Symmetrically to the previous case, we set $\pi(x)=e^{-\tau} s$.

Finally, let $J \in W_{\alpha}$. The linear ordering $J$ can be decomposed as a finite sum $J=K_{1}+K_{2}+\ldots K_{m}$ where for all $1 \leq i \leq m, K_{i} \in U_{\alpha}$. There exists a factorization $x=x_{1} x_{2} \ldots x_{m}$ such that for all $1 \leq i \leq m,\left|x_{i}\right|=K_{i}$ and we set $\pi(x)=\pi\left(x_{1}\right) \ldots \pi\left(x_{m}\right)$.

Since two linked pairs associated with two factorizations of a word are conjugated [20], it can be proved by induction on $\alpha$ that $\pi$ is uniquely defined and associative on $S^{\diamond}$.
Example 11. The $\diamond$-semigroup $S=\{0,1\}$ of Example 7 is defined by the finite product $00=01=10=0$ and $11=1$ and by the compatible functions $\tau$ and $-\tau$ defined by $0^{\tau}=0^{-\tau}=0$ and $1^{\tau}=1^{\tau}=1$.

### 4.3 Recognizability

It is well known that rational sets of finite words are exactly those recognized by finite semigroups. This result is generalized for words indexed by countable scattered linear orderings.

Definition 12. Let $S$ and $T$ be two $\diamond$-semigroups. The $\diamond$-semigroup $T$ recognizes $a$ subset $X$ of $S$ if and only if there exists a morphism $\varphi: S \longrightarrow T$ and $a$
subset $P \subseteq T$ such that $X=\varphi^{-1}(P)$. A set $X \subseteq A^{\diamond}$ is recognizable if and only if there exists a finite $\diamond$-semigroup recognizing it.

Example 13. The set $S=\{0,1\}$ equipped with the product $\pi$ defined for any $u \in S^{\diamond}$ by $\pi(u)=1$ if $u \in 1^{\#}$ and $\pi(u)=0$ otherwise is a $\diamond$-semigroup. It is also defined by the finite product $00=01=10=0$ et $11=1$ and by the compatible functions $\tau$ and $-\tau$ defined by $0^{\tau}=0^{-\tau}=1^{-\tau}=0$ and $1^{\tau}=1$. Define the morphism of $\diamond$-semigroup $\varphi: A^{\diamond} \longrightarrow S$ by $\varphi(a)=1$ for any $a \in A$. The set $A^{\#}$ is recognizable since $A^{\#}=\varphi^{-1}(\{1\})$.

For any finite alphabet $A, \operatorname{Rec}\left(A^{\diamond}\right)$ denotes the set of subsets of $A^{\diamond}$ recognizable by a finite $\diamond$-semigroup.

Theorem 14. A set of words indexed by countable scattered linear orderings is rational iff it is recognizable.
Example 15. The set $X=(a b)^{\diamond}$ is recognized by the $\diamond$-semigroup $S=\{s, t, e, f, 0\}$ whose product is defined by $s t=e, t s=f$, ee $=e, f f=f$, es $=s, f t=t$, $s f=s, t e=t, e^{\tau}=e, e^{-\tau}=e, f^{\tau}=t, f^{-\tau}=s$ where any other product is equal to 0 . Defining the morphism $\varphi: A^{\diamond} \rightarrow S$ by $\varphi(a)=s$ and $\varphi(b)=t$, we get $X=\varphi^{-1}(e)$.

If $X$ is recognized by a morphism $\varphi: S \longrightarrow T$, the set $A^{\diamond} \backslash X$ is also recognized by $\varphi$ since $A^{\diamond} \backslash X=\varphi^{-1}(S \backslash P)$. Therefore, we obtain following theorem.
Theorem 16. Rational sets of words on countable scattered linear orderings are closed under complementation.

Example 17. The set $X=A^{*}$ is recognized by the $\diamond$-semigroup $S=\{0,1\}$ whose product is defined by $11=1,01=10=00=0$ and by the compatible functions $0^{\tau}=0^{-\tau}=1^{\tau}=1^{-\tau}=0$. Define the morphism $\varphi: A^{\diamond} \rightarrow S$ by $\varphi(a)=1$ for any $a \in A$. One gets $X=\varphi^{-1}(1)$ and the complement $A^{\diamond} X=\left(A^{\diamond}\right)^{\omega} A^{\diamond}+A^{\diamond}\left(A^{\diamond}\right)^{-\omega}=\varphi^{-1}(0)$.

The two next sections are devoted the proof of Theorem 14.

## 5 From automata to $\diamond$-semigroups

This proof is just an adaptation of a proof of [4].
Proposition 18. Any rational set of $A^{\diamond}$ is recognizable.
Proof. Let $\mathcal{A}=(Q, A, E, I, F)$ be an automaton on linear orderings accepting a set $X \subseteq A^{\diamond}$. The content of a path is the set of states occurring in the path and $p \underset{P}{x} q$ denotes a path leading from $p$ to $q$ of label $x$ and of content $P$. Let $T=\mathcal{P}(Q)$ be the set of all subsets of $Q$ and $K=\mathcal{P}(T)$ be the set of subsets of $T$. The set $K$ is equipped with the following product and union:

$$
k k^{\prime}=\left\{t \cup t^{\prime} \mid t \in k, t^{\prime} \in k^{\prime}\right\} \text { and } k+k^{\prime}=k \cup k^{\prime}
$$

Let $S$ be the set of all $Q \times Q$ matrices whose entries are in $K$ with product defined by:

$$
\left(m \cdot m^{\prime}\right)_{q, q^{\prime}}=\bigcup_{p \in Q} m_{q, p} \cdot m_{p, q^{\prime}}^{\prime}=\left\{t \cup t^{\prime} \mid \exists p \in Q, t \in m_{q, p}, t^{\prime} \in m_{p, q^{\prime}}^{\prime}\right\}
$$

The semigroup $S$ is finite and by Theorem 10, it suffices to define compatible functions to endow a structure of $\diamond$-semigroup. Define the function $\tau$ by :

$$
m_{q, q^{\prime}}^{\tau}=\left\{t \cup\left\{q^{\prime}\right\} \mid \exists t^{\prime} \subset t, \exists p \in Q, t \in m_{q, p}^{\pi}, t^{\prime} \in m_{p, p}^{\pi} \text { and } t^{\prime} \longrightarrow q^{\prime} \in E\right\}
$$

where $\pi$ is the smallest integer such that $m^{\pi}$ is an idempotent matrix. The function $-\tau$ is defined symmetrically and it can be proved that $\tau$ and $-\tau$ are functions respectively compatible on the right and left with $S$. It remains to define a morphism $\varphi: A^{\diamond} \longrightarrow S$ recognizing $X$. For each letter $a$ of $A$, we define the matrix $m_{a}=\varphi(a)$ corresponding to the edges of $\mathcal{A}$ labelled by $a$ : The entry $\left(q, q^{\prime}\right)$ of $m_{a}$ is equal to $\left\{\left\{q, q^{\prime}\right\}\right\}$ if $q \xrightarrow{a} q^{\prime} \in E$ or $\emptyset$ otherwise. An induction on the rank would show that for all word $x \in A^{\diamond}, \varphi(x)=m$ where the matrix $m$ memorizes the contents of paths labelled by $x$ :

$$
m_{q, q^{\prime}}=\left\{l \mid q \underset{l}{x} q^{\prime}\right\}
$$

A word $x \in A^{\diamond}$ belongs to $X$ iff $\varphi(x)$ has a $(i, f)$ non-empty entry where $i$ and $f$ are respectively initial and final states. Thus $X$ is recognized by $S$.

## 6 From $\diamond$-semigroups to automata

In this section, we prove that a recognizable set is rational. The proof is by induction on the structure of the $\diamond$-semigroup $(S, \pi)$. The problem is first reduced in Lemma 19. After two technical lemmas 20 and 21, an automaton accepting words over $S$ whose product belongs to a given $\mathcal{D}$-class is defined. Lemmas 22 to 26 are devoted to the proof that the defined automaton is sound. Finally, the result is proved in Proposition 27.

Let $(S, \pi)$ be a finite $\diamond$-semigroup. By Theorem 10 , the product $\pi$ is defined by compatible functions $\tau$ and $-\tau$. Let $X$ be a subset of $A^{\diamond}$ recognized by $S$. There exists a morphism of $\diamond$-semigroup $\varphi: A^{\diamond} \longrightarrow S$ and a subset $P$ of $S$ such that $X=\varphi^{-1}(P)$. Since rational sets are closed under finite union, one may suppose that $P$ is a single element $\{p\}$. The following Lemma shows that it suffices to prove that for any element $s$ of $S$, the set $\pi^{-1}(s)$ of words over $S$ whose product is $s$, is rational.

Lemma 19. Let $(S, \pi)$ be a finite $\diamond$-semigroup. Let $\varphi: A^{\diamond} \longrightarrow S$ be a morphism of $\diamond$-semigroup and let $p \in S$. If $\pi^{-1}(p) \in \operatorname{Rat}\left(S^{\diamond}\right)$ then $\varphi^{-1}(p) \in \operatorname{Rat}\left(A^{\diamond}\right)$.

Proof. Let $h$ be the finite substitution which associates to each element $s$ of $S$ the set $\varphi^{-1}(s) \cap A$. We prove that the following equality holds:

$$
\varphi^{-1}(p)=h\left(\pi^{-1}(p) \cap \varphi(A)^{\diamond}\right)
$$

Let $x \in \varphi^{-1}(p)$. Denote by $x=\prod_{j \in J} a_{j}$ where $J \in \mathcal{S}, a_{j} \in A$ for any $j \in J$ and $\varphi(x)=\pi\left(\prod_{j \in J} \varphi\left(a_{j}\right)\right)=p$. We have

$$
x \in \prod_{j \in J}\left(\varphi^{-1}\left(\varphi\left(a_{j}\right)\right) \cap A\right) \subseteq \prod_{j \in J} h\left(\varphi\left(a_{j}\right)\right)=h\left(\prod_{j \in J} \varphi\left(a_{j}\right)\right) \subseteq h\left(\pi^{-1}(p) \cap \varphi(A)^{\diamond}\right)
$$

Conversely, let $x \in h\left(\pi^{-1}(p) \cap \varphi(A)^{\diamond}\right)$. There exists $u \in \pi^{-1}(p) \cap \varphi(A)^{\diamond}$ such that $x \in h(u)$. Denote by $u=\prod_{j \in J} s_{j}$ where $J \in \mathcal{S}, s_{j} \in S$ for any $j \in J$. Since $x=\prod_{j \in J} h\left(s_{j}\right)$,

$$
\varphi(x)=\pi\left(\prod_{j \in J} \varphi\left(h\left(s_{j}\right)\right)\right)=\pi\left(\prod_{j \in J} \varphi\left(\varphi^{-1}\left(s_{i}\right) \cap A\right)\right)=\pi\left(\prod_{j \in J} s_{j}\right)=\pi(u)=p .
$$

For any element $s$ of $S$, it suffices to construct an automaton on linear orderings accepting the set $\pi^{-1}(p)$. In the case of finite words, when $S$ is a semigroup, it is natural to define the automaton having $S^{1}$ as set of states and $\left\{s \xrightarrow{t} s t \mid s \in S^{1}, t \in S\right\}$ as set of transitions. In the case of words on linear orderings, we also need to define limit transitions. The difficulty comes from the fact that two words $u$ and $v$ can be labels of paths having the same cofinal set of states even if $\pi(u)$ is not egal to $\pi(v)$. Thus, it is necessary to define conditions on limit transitions in order to guarantee that the labels of paths admitting the same cofinal set of states $P$ admits ramseyan factorizations associated to conjugated linked pairs. In this case, $\pi(u)=\pi(v)$ :
Lemma 20. Let $S$ be a finite $\diamond$-semigroup, let $\tau$ be a function compatible to the right with $S$ and let $(s, e) \in S \times E(S)$ and $(t, f) \in S \times E(S)$ be two right linked pairs. If the two pairs are conjugated, then $s e^{\tau}=t f^{\tau}$. Symmetrically, if $\tau$ is a function compatible on the left with $S$ and if the pairs $(e, s) \in E(S) \times S$ and $(f, t) \in E(S) \times$ are conjugated to the left, then $e^{-\tau} s=f^{-\tau} t$.

Proof. Let $(s, e) \in S \times E(S)$ and $(t, f) \in S \times E(S)$ be two right linked pairs. If the pairs are conjugated, there exists $a, b \in S^{1}$ such that $e=a b, f=b a$, sa=t and $t b=s$. Since $\tau$ is compatible to the right, we get

$$
s e^{\tau}=s(a b)^{\tau}=(s a)(b a)^{\tau}=t f^{\tau}
$$

The case of left linked pairs is symmetrical.
The construction of the automaton is based on an induction on the $\mathcal{D}$-class structure of $S$. It uses the following property of linked pairs of a same $\mathcal{D}$-class.

Lemma 21. [[10], Lemma 65] Let $D$ be a $\mathcal{D}$-class of a finite semigroup $S$ and let $\left(s_{1}, e_{1}\right)$ and $\left(s_{2}, e_{2}\right)$ be two right linked pairs (respectively left linked pairs) such that $s_{1}, s_{2}, e_{1}, e_{2} \in D$. The linked pairs are conjugated if and only if $s_{1} \mathcal{R} s_{2}$ (respectively $s_{1} \mathcal{L} s_{2}$ ).

For any $\mathcal{D}$-class $D$ of $S$, denote by:

$$
S_{D}=\left\{s \in S \mid \forall p \in D, s \geq_{\mathcal{J}} p\right\} \text { and } T_{D}=\left\{s \in S \mid \forall p \in D, s>_{\mathcal{J}} p\right\}
$$

We define an automaton on linear orderings accepting words over $S_{D}$ and computing the product $\pi$ of its paths labels in both directions.

Let $\mathcal{A}_{D}=\left(Q_{D}, S_{D}, E_{D}\right)$ be the automaton defined by:

$$
\begin{aligned}
& Q_{D}= S_{D}^{1} \times S_{D}^{1} \times \mathbb{B} \text { is the set of states where } \mathbb{B}=\{0,1\} \\
& E_{D}=\left\{(s, r t, b) \xrightarrow{r}\left(s r, t, b^{\prime}\right) \mid b \in \mathbb{B}, b^{\prime}=(r \in D)\right\} \\
& \cup \quad\left\{\left\{\left(s_{i}, t_{i}, b_{i}\right)\right\}_{1 \leq i \leq m \longrightarrow(s, t, b) \mid b \in \mathbb{B}, \exists 1 \leq i \leq m, b_{i}=1,} \quad \exists 1 \leq k \leq m, \exists e \in E(D), s_{k} e=s_{k}, e t_{k}=t_{k}, s=s_{k} e^{\tau} \text { and } t_{k}=e^{\tau} t\right\} \\
& \cup \quad\left\{(s, t, b) \longrightarrow\left\{\left(s_{i}, t_{i}, b_{i}\right)\right\}_{1 \leq i \leq m} \mid b \in \mathbb{B}, \exists 1 \leq i \leq m, b_{i}=1,\right. \\
&\left.\exists 1 \leq k \leq m, \exists e \in E(D), s_{k} e=s_{k}, e t_{k}=t_{k}, t=e^{-\tau} t_{k} \text { and } s_{k}=s e^{-\tau}\right\}
\end{aligned}
$$

The boolean component of $Q_{D}$ allows limit transitions only if the label of the path admits a ramseyan factorization associated to an idempotent of $D$. Using Lemma 21, we prove that the automaton $\mathcal{A}_{D}$ computes properly the product $\pi$.
Lemma 22. For any word $u$ of countable scattered linear length over $S$ and for any states $q=(s, t, b)$ and $q^{\prime}=\left(s^{\prime}, t^{\prime}, b^{\prime}\right)$ of $Q_{D}$, if there exists a path in $\mathcal{A}_{\mathcal{D}}$ labelled $u$ leading from $q$ to $q^{\prime}$ then $s^{\prime}=s \pi(u)$ and $t=\pi(u) t^{\prime}$.

Proof. We prove by induction on $\alpha \in \mathcal{O}$ that the Lemma holds for any word $u$ of rank $\alpha$.

When $\alpha=0$, the result follows from the definition of $\mathcal{A}_{D}$.
Let $\alpha>0$. Suppose the existence of a path $\gamma$ in $\mathcal{A}_{\mathcal{D}}$ leading from a state $q=(s, t, b)$ to a state $q^{\prime}=\left(s^{\prime}, t^{\prime}, b^{\prime}\right)$ of label $u \in S^{W_{\alpha}}$. Denote by $I=|u|$ the length of $u$.

Suppose that $I \in U_{\alpha}$. The linear ordering $I$ can be written as a sum $I=$ $\sum_{j \in J} K_{j}$ where for any $j \in J, K_{j}$ is of rank strictly lower than $\alpha$ : $K_{j} \in \bigcup_{\beta<\alpha} W_{\beta}$ and where $J \in \mathcal{N} \cup\{\omega,-\omega\}$.

In the case where $J \in \mathcal{N}$, we use the inductive hypothesis since $I$ is of rank strictly lower than $\alpha$.

Suppose that $J=\omega$ (the case $J=-\omega$ is symmetrical). There exists an $\omega$-factorization $u=\prod_{j \in \omega} u_{j}$ and a right linked pair $(r, e)$ such that $\pi\left(u_{0}\right)=r$ and $\pi\left(u_{j}\right)=e$ for any $j>0$. Each factor $u_{j}$ is of rank strictly lower than $\alpha$. By definition of the product $\pi, \pi(u)=r e^{\tau}$. We want to prove that $s^{\prime}=s r e^{\tau}$ and $t=$ $r e^{\tau} t^{\prime}$. The path $\gamma$ of label $u$ ends with a left limit transition $P \longrightarrow q^{\prime}$. The cofinal set of states $P=\operatorname{cof} f_{(I, \emptyset)-} \gamma$ is denoted by $P=\left\{\left(s_{1}, t_{1}, b_{1}\right), \ldots,\left(s_{m}, t_{m}, b_{m}\right)\right\}$ and the path $\gamma$ is represented by the following way:

$$
\gamma: q=q_{0} \xrightarrow{u_{0}} q_{1} \xlongequal{u_{1}} q_{2} \stackrel{u_{2}}{\Longrightarrow} q_{3} \ldots P \longrightarrow q^{\prime}
$$

By inductive hypothesis, for any $j>0$, the first component of the state $q_{j}$, denoted by $s_{q_{j}}$, satisfies $s_{q_{j}}=s r, s_{q_{j}} e=s_{q_{j}}$ and the second component $t_{q_{j}}$ verifies $t=r t_{q_{j}}$ and $e t_{q_{j}}=t_{q_{j}}$. Thus, there exists a state of $P$ satisfying those equalities. Let $1 \leq k \leq m$ such that the state $p_{k} \in P$ verifies $s_{k}=s r, s_{k} e=s_{k}$, $t=r t_{k}$ and $e t_{k}=t_{k}$. Since $P \longrightarrow q^{\prime} \in E_{D}$, there exists at least one state of $P$ whose boolean component is equal to 1 . By construction, it means that $e \in D$ : for any element $i \in I$, there exists $i^{\prime}>i$ such that the letter of $u$ indexed by $i^{\prime}$ belongs $D$. Up to a factorization, one can suppose that for any $j>0$, the factor $u_{j}$ contains a letter $d_{j} \in D$. Then we get $\pi\left(u_{j}\right)=e \leq_{J} d_{j}$. Moreover, $e \geq_{J}$ sre and by the inductive hypothesis sre $=s_{q_{j}} \in S_{D}$ thus $e \in D$.

On the other hand, since $P \longrightarrow q^{\prime}$ belongs to the set of transitions $E_{D}$, there exists an idempotent $f \in E(D)$ and $1 \leq l \leq m$ such that the state $p_{l} \in P$ verifies $s_{l}=s_{l} f, t_{l}=f t_{l}, s^{\prime}=s_{l} f^{\tau}$ and $t_{l}=f^{\tau} t^{\prime}$.

We first show that $s^{\prime}=s \pi(u)$. Since $e \in D, f \in D$ and that the pairs $\left(s_{k}, e\right)$ and $\left(s_{l}, f\right)$ are right linked, we know that $s_{k} \in D$ and $s_{l} \in D$. Since $p_{k} \in P$ and $p_{l} \in P$, we get that $s_{k} \mathcal{R} s_{l}$ by construction. From Lemma 21, those pairs are conjugated. Finally, Lemma 20 gives $s_{l} f^{\tau}=s_{k} e^{\tau}$ i.e. $s^{\prime}=s r e^{\tau}=s \pi(u)$.

Symmetrically, $\left(e, t_{k}\right)$ and $\left(f, t_{l}\right)$ are left linked pairs of $D$ and $t_{k} \mathcal{L} t_{l}$. From lemma 21, those pairs are conjugated on the left thus there exists $a, b \in S$ such that $e=a b, f=b a, t_{l}=b t_{k}$ and $t_{k}=a t_{l}$. Then, we get $t=r t_{k}=r a t_{l}=$ $r a f^{\tau} t^{\prime}=r a(b a)^{\tau} t^{\prime}=r e^{\tau} t^{\prime}=\pi(u) t^{\prime}$ which concludes the case where $|u| \in U_{\alpha}$.

Now suppose that $I \in W_{\alpha}$. The length of $u$ is a finite sum $I=\sum_{j=0}^{n} K_{j}$ where for all $0 \leq j \leq n, K_{j} \in U_{\alpha}$. Let $u=\prod_{j=0}^{n} u_{j}$ be the associated factorization. The path $\gamma$ is denoted by $q=q_{0} \xlongequal{u_{0}} q_{1} \xlongequal{u_{1}} q_{2} \ldots \xlongequal{u_{n}} q_{n+1}=q^{\prime}$. From the preceding case, for all $0 \leq j \leq n, s_{q_{j}} \pi\left(u_{j}\right)=s_{q_{j+1}}$ and $t_{q_{j}}=\pi\left(u_{j}\right) t_{q_{j+1}}$. Thus $s \pi(u)=s^{\prime}$ and $t=\pi(u) t^{\prime}$.

For any $s \in S_{D}$, denote by $\mathcal{A}_{s}$ the automaton $\mathcal{A}_{D}$ with initial state $\{(1, s, 0)\}$ and final set of states $\{(s, 1, b) \mid b \in \mathbb{B}\}$. We also denote by $L_{s}$ the set of words accepted by $\mathcal{A}_{s}$. The preceding Lemma shows that for any $s \in S_{D}, L_{s} \subseteq \pi^{-1}(s)$. This inclusion is strict. Because of the restrictions on limit transitions, a word $u \in S_{D}^{\diamond}$ whose product $\pi(u)$ belongs to $D$ is not always the label of a path in $\mathcal{A}_{D}$. In order to describe the set $L_{s}$ of accepted words, we first give some properties on the paths of $\mathcal{A}_{D}$.

Lemma 23. If a word $u \in S^{\diamond}$ is the label of a path $\gamma=\left(\left(s_{c}, t_{c}, b_{c}\right)\right)_{c \in|\hat{u}|}$ in $\mathcal{A}_{D}$, then for any elements $s$ and $t$ of $S_{D}$, the path $\left(\left(s s_{c}, t_{c} t, b_{c}\right)\right)_{c \in|\hat{u}|}$ is also a path in $\mathcal{A}_{D}$ of label $u$.

Proof. The Lemma is proved for any word $u \in A^{\diamond}$ by induction on the rank $\alpha \in \mathcal{O}$ of $u$.

If $u$ is a finite word $(\alpha=0)$, the result follows from the definition of $\mathcal{A}_{D}$.
Let $\alpha>0, I \in W_{\alpha}$ and let $u \in S^{I}$. Suppose the existence of a path $\gamma=\left(\left(s_{c}, t_{c}, b_{c}\right)\right)_{c \in \hat{I}}$ in $\mathcal{A}_{\mathcal{D}}$ of label $u$ and let $s, t \in S_{D}$.

We first suppose that $I \in U_{\alpha}$. The ordering $I$ can be decomposed as a sum $I=\sum_{j \in J} K_{j}$ where for any $j \in J, K_{j}$ is of rank strictly lower than $\alpha$ and where $I \in \mathcal{N} \cup\{\omega,-\omega\}$.

When $J \in \mathcal{N}$, the result follows from the inductive hypothesis.
Suppose that $J=\omega$ (the case $J=-\omega$ is treated symmetrically). Let $u=\prod_{j \in \omega} u_{j}$ be the factorization such that $\left|u_{j}\right|=K_{j}$ for any $j \in \omega$. We denote by $c_{0}$ the first cut $(\emptyset, I)$ and for all $j>0$, we denote by $c_{j}=\left(\bigcup_{0 \leq i<j} K_{i}, \bigcup_{j \leq i} K_{i}\right)$ the cut of $\hat{I}$ corresponding to the factorization $u=\left(u_{0} \ldots u_{j-1}\right)\left(u_{j} \ldots\right)$. By the inductive hypothesis, for any $j \in \omega,\left(\left(s s_{c}, t_{c} t, b_{c}\right)\right)_{c_{j} \leq c \leq c_{j+1}}$ is a path in $\mathcal{A}_{D}$ of label $u_{j}$. It remains to show that the path $\gamma^{\prime}=\left(\left(s s_{c}, t_{c} t, b_{c}\right)\right)_{c \in \hat{I} \backslash\{(I, \emptyset)\}}$ is followed by a limit transition. Let $P=\operatorname{cof} f_{(I, \emptyset)-\gamma}$ and $P^{\prime}=\operatorname{cof} f_{(I, \emptyset)-\gamma^{\prime}}$. By construction, if $P=\left\{\left(s_{i}, t_{i}, b_{i}\right)\right\}_{1 \leq i \leq m}$ then $P^{\prime}=\left\{\left(s s_{i}, t_{i} t, b_{i}\right)\right\}_{1 \leq i \leq m}$. Since $P \longrightarrow\left(s_{(J, \emptyset)}, t_{(J, \emptyset)}, b_{(J, \emptyset)}\right) \in E_{D}$, there exists $1 \leq i \leq m$ such that $b_{i}=1$. There exists also $1 \leq k \leq m$ and $e \in E(D)$ such that $s_{k} e=s_{k}, e t_{k}=t_{k}, s_{(J, \emptyset)}=s_{k} e^{\tau}$ and $t_{k}=e^{\tau} t_{(J, \emptyset)}$. Then we have $s s_{k} e=s s_{k}, e t_{k} t=t_{k} t, s s_{(J, \emptyset)}=s s_{k} e^{\tau}$ and $t_{k} t=e^{\tau} t_{(J, \emptyset)} t$ which proves that $P^{\prime} \longrightarrow\left(s s_{(J, \emptyset)}, t_{(J, \emptyset)} t, b_{(J, \emptyset)}\right) \in E_{D}$.

Now suppose that $I \in W_{\alpha}$. The ordering $I$ is a finite sum $I=\sum_{j=0}^{n} K_{j}$ where for all $0 \leq j \leq n, K_{j} \in U_{\alpha}$. Keeping the same notations and using the preceding case, $\left(\left(s s_{c}, t_{c} t, b_{c}\right)\right)_{c_{j} \leq c \leq c_{j+1}}$ is a path in $\mathcal{A}_{D}$ of label $u_{j}$ for any $0 \leq j \leq n$.

Note also that, by definition of $\mathcal{A}_{D}$, the boolean component of the first state of a path is not important.

Lemma 24. If a word $u \in S^{\diamond}$ of length $I$ is the label of a path $\gamma=\left(\left(s_{c}, t_{c}, b_{c}\right)\right)_{c \in \hat{I}}$ in $\mathcal{A}_{D}$, then, for any boolean $b \in \mathbb{B}$, the path

$$
\left(s_{(\emptyset, I)}, t_{(\emptyset, I)}, b\right)\left(\left(s_{c}, t_{c}, b_{c}\right)\right)_{c \in \hat{I} \backslash\{(\emptyset, I)}
$$

is also a path in $\mathcal{A}_{D}$ of label $u$.
Using Lemmas 23 and 24, it is possible to concatenate the paths of $\mathcal{A}_{D}$, a finite number of times first.

Lemma 25. $\forall s \in S_{D}, \forall t \in S_{D}, L_{s} L_{t} \subseteq L_{s t}$.
Proof. Let $s, t \in S_{J}$. Suppose the existence of paths

$$
(1, s, 0) \xlongequal{u}(s, 1, b) \text { and }(1, t, 0) \stackrel{v}{\Longrightarrow}\left(t, 1, b^{\prime}\right)
$$

of labels $u \in L_{s}$ and $v \in L_{t}$. From Lemmas 23 and 24,

$$
(1, s t, 0) \xrightarrow{u}(s, t, b) \text { and }(s, t, b) \stackrel{v}{\Longrightarrow}\left(s t, 1, b^{\prime}\right)
$$

are also paths of $\mathcal{A}_{D}$ of labels $u$ and $v$. Thus $(1, s t, 0) \xlongequal{u v}\left(s t, 1, b^{\prime}\right)$ i.e. $u v \in L_{s t}$.

Suppose that $D$ contains an idempotent $e$ and let $u \in L_{e}^{\omega}$. Using the preceding Lemma, one can construct a path of left limit length whose label coincides with $u$. If the sequence of letters of $u$ belonging to $D$ is cofinal, then the cofinal set of states contains a positive boolean component and the path ends with a limit transition. Otherwise, the limit transition is forbidden since all boolean components of the cofinal set are equal to 0 . In this case, the word $u$ admits a suffix over the alphabet $T_{D}$. Let $E_{d}$ be the set of finite words over the alphabet $T_{D}$ of product $d$ :

$$
E_{d}=\left\{s_{1} s_{2} \ldots s_{m} \in T_{D}^{+} \mid s_{1} \ldots s_{m}=d\right\}
$$

Lemma 26. Let $e \in E(D)$ such that $e^{\tau} \in D$ (respectively $e^{-\tau} \in D$ ). Then $L_{e}{ }^{\omega} \subseteq L_{e^{\tau}} \cup L_{e} E_{e}{ }^{\omega} \quad\left(\right.$ respectively $\left.L_{e}{ }^{-\omega} \subseteq L_{e^{-\tau}} \cup E_{e}{ }^{-\omega} L_{e}\right)$.

Proof. Let $e \in E(D)$ such that $e^{\tau} \in D$ and let $u \in L_{e}{ }^{\omega}$ a word of length $I \in \mathcal{S}$. Let $u=\prod_{j \in \omega} u_{j}$ be the factorization such that for all $j \in \omega, u_{j} \in L_{e}$. For any $j \in \omega$, there exists a path $\gamma_{j}$ of label $u_{j}$ :

$$
\gamma_{j}:(1, e, 0) \xrightarrow{u_{j}}\left(e, 1, b_{j}\right)
$$

From Lemmas 23 and 24, the paths

$$
\gamma_{0}^{\prime}:\left(1, e^{\tau}, 0\right) \xrightarrow{u_{0}}\left(e, e^{\tau}, b_{0}\right) \text { and } \gamma_{j}^{\prime}:\left(e, e^{\tau}, b_{j-1}\right) \xrightarrow{u_{j}}\left(e, e^{\tau}, b_{j}\right)
$$

are also labelled $u_{j}$ for all $j>0$. Thus, we have constructed a path $\gamma^{\prime}$ of left limit length whose label coincides with $u$. Let $P=\operatorname{cof}_{(I, \emptyset)-} \gamma^{\prime}$. The set $P=\left\{\left(s_{i}, t_{i}, b_{i}\right)\right\}_{1 \leq i \leq m}$ contains at least one state of the form $\left(e, e^{\tau}, b\right)$ for some boolean $b$. Thus, there exists $1 \leq k \leq m$ such that $s_{k}=e, t_{k}=e^{\tau}, s_{k} e=e=s_{k}$ and $e t_{k}=e^{\tau}=t_{k}$. Two cases have to be considered depending whether $P$ contains at least one boolean component equals to 1 or not:

- There exists $1 \leq l \leq m$ such that $b_{l}=1$. Then $P \longrightarrow\left(e^{\tau}, 1,0\right) \in E_{D}$ and $u \in L_{e^{\tau}}$.
- For any $1 \leq l \leq m, b_{l}=0$. Denote by $u=\prod_{i \in I} a_{i}$ with $a_{i} \in S$ for all $i \in I$.

By construction, there exists $i_{0} \in I$ such that for all $i>i_{0}, a_{j} \in T_{D}$. Thus, $u \in L_{e}\left(L_{e} \cap T_{D}^{\diamond}\right)^{\omega} \subseteq L_{e}\left(L_{e} \cap T_{D}^{+}\right)^{\omega} \subseteq L_{e} E_{e}{ }^{\omega}$.

The inclusion $L_{e}^{-\omega} \subseteq L_{e^{-\tau}} \cup E_{e}^{-\omega} L_{e}$ is symmetrical.
For every $d \in D$, the language $L_{d}$ accepted by $\mathcal{A}_{d}$ is strictly included in the set $\pi^{-1}(d)$. The preceding Lemma shows that $\pi^{-1}(d)$ is not included in $L_{d}$ : the words over the alphabet $T_{D}$ which are not finite are not labels of any path in $\mathcal{A}_{D}$. We solve this problem using an induction on the $\mathcal{D}$-class structure of the $\diamond$-semigroup $S$. A word of $\pi^{-1}(d)$ can be obtained by a finite product of words of $\mathcal{D}$-classes strictly $\mathcal{J}$-greater than $D$. For every $d \in D$, we define

$$
F_{d}=\bigcup_{\substack{s_{1}, \ldots, s_{m}>\mathcal{J}^{d}, s_{1} \ldots s_{m}=d}} \pi^{-1}\left(s_{1}\right) \ldots \pi^{-1}\left(s_{m}\right)
$$

If there exists an idempotent $e$ strictly $\mathcal{J}$-greater than $D$ such that $e^{\tau}$ or $e^{-\tau}$ falls in $D$, the words of $\pi^{-1}(d)$ can also be obtained from an $\omega$-product or from an $-\omega$-product. For every $d \in D$, we define

$$
G_{d}=\bigcup_{\substack{t, e>\mathcal{J}^{d}, t e^{\top}=d}} \pi^{-1}(t) \pi^{-1}(e)^{\omega} \cup \bigcup_{\substack{t, e>\mathcal{J}^{d,} \\ e^{-\tau} t=d}} \pi^{-1}(e)^{-\omega} \pi^{-1}(t)
$$

For all $p \in D$, we substitute in $L_{p}$ any letter $d \in D$ with the sets $F_{d}$ et $G_{d}$. Then we obtain a rational expression of $\pi^{-1}(p)$.
Proposition 27. Let $(S, \pi)$ be a finite $\diamond$-semigroup. For any $p \in S$, the set $\pi^{-1}(p)$ is rational.

Proof. Let $p \in S$. We prove that $\pi^{-1}(p)$ is rational by induction on the $\mathcal{D}$-class $D$ of $p$.

Suppose that $D$ is $\mathcal{J}$-maximal i.e. $\forall s \in S$, if $p \leq_{\mathcal{J}} s$ then $s \in D$. In this case, we prove that $\pi^{-1}(p)=L_{p}$. From Lemma $22, L_{p} \subseteq \pi^{-1}(p)$. Conversely, we prove that for any $u \in \pi^{-1}(p), u \in L_{p}$ by induction on the rank of $u$. By definition of the automaton $\mathcal{A}_{D}$, the inclusion is true for all finite words. In the other hand, when $D$ is $\mathcal{J}$-maximal, the set $E_{d}$ is empty for all $d \in D$. If $D$ contains an idempotent $e$ such that $e^{\tau} \in D$ (respectively $e^{-\tau} \in D$ ), Lemma 26 gives $L_{e}{ }^{\omega} \subseteq L_{e^{\tau}}$ (respectively $\left.L_{e}{ }^{-\omega} \subseteq L_{e^{-\tau}}\right)$. It follows that $L_{p}=\pi^{-1}(p)$ which concludes the basic case of the induction on the $\mathcal{D}$-class.

By the inductive hypothesis, for every $s \in T_{D}, \pi^{-1}(s)$ is rational. Note that for any $d \in D, F_{d}$ is also rational since the set $E_{d}$ of finite words over $T_{D}$ of product $d$ is accepted by the finite automaton $\left(T_{D}{ }^{1}, T_{D},\{s \xrightarrow{r} s r\}\right)$. The set $G_{d}$ is rational too as a finite union of rational sets. We define the rational substitution $f$ by

$$
\begin{aligned}
f: S_{D} & \longrightarrow \quad \operatorname{Rat}\left(S_{D}^{\diamond}\right) \\
s & \longrightarrow \begin{cases}\pi^{-1}(s) & \text { if } s \in T_{D} \\
\{s\} \cup F_{s} \cup G_{s} & \text { if } s \in D\end{cases}
\end{aligned}
$$

and we prove that $f\left(L_{p}\right)=\pi^{-1}(p)$.
By Lemma 22, $L_{p} \subseteq \pi^{-1}(p)$. By definition, $f$ preserves the product : for any $u \in S_{D}{ }^{\diamond}, \pi(f(u))=\pi(u)$. Thus $f\left(L_{p}\right) \subseteq \pi^{-1}(p)$. Conversely, we prove that for any $u \in \pi^{-1}(p), u \in f\left(L_{p}\right)$ by induction on the rank of $u$. Let $u$ be a finite word such that $\pi(u)=p$. By definition of $f, u \in f(u)$ and by definition of $\mathcal{A}_{D}$, $u \in L_{p}$ thus $u \in f\left(L_{p}\right)$. This concludes the case of rank 0 .

Let $\alpha>0$ and let $u \in S^{W_{\alpha}} \cap \pi^{-1}(p)$. Let $I=|u|$ be the length of $u$.
Suppose first that $I \in U_{\alpha}$. The linear ordering $I$ can be decomposed as a $\operatorname{sum} I=\sum_{J \in J} K_{J}$ such that for all $j \in J, K_{j} \in \bigcup_{\beta<\alpha} W_{\beta}$ and $J \in \mathcal{N} \cup\{\omega,-\omega\}$. In the case where $J \in \mathcal{N}, I \in \bigcup_{\beta<\alpha} W_{\beta}$ and the result is obtained by inductive hypothesis. Suppose that $J=\omega$. There exists a right linked pair $(s, e) \in$ $S_{D} \times E\left(S_{D}\right)$ and a factorization $u=\prod_{j \in \omega} u_{j}$ such that $\pi\left(u_{0}\right)=s$ and for all
$j>0, \pi\left(u_{j}\right)=e$ with $\left|u_{j}\right| \in \bigcup_{\beta<\alpha} W_{\beta}$ for every $j \in \omega$. Note that $s \leq_{\mathcal{J}} e$ since $(s, e)$ is a right linked pair and that $e^{\tau} \in S_{D}$ since $\pi(u) \in D$. The following cases are distinguished:

- $s \in T_{D}$ and $e \in T_{D}$ :
then $u \in \pi^{-1}(s) \pi^{-1}(e)^{\omega} \subseteq G_{p} \subseteq f(p) \subseteq f\left(L_{p}\right)$.
- $s \in D$ and $e \in T_{D}$ :
by the inductive hypothesis on the rank, $u \in f\left(L_{s}\right) \pi^{-1}(e)^{\omega}$. Let $t=e^{\tau}$.
- If $t \in T_{D}$, then $u \in f\left(L_{s}\right) \pi^{-1}(t)$.
- If $t \in D$, then $u \in f\left(L_{s}\right) G_{t}$.

In both cases $u \in f\left(L_{s}\right) f(t) \subseteq f\left(L_{s}\right) f\left(L_{t}\right) \subseteq f\left(L_{p}\right)$.

- $s \in D$ and $e \in D$ :

By the inductive hypothesis on the rank, $u \in f\left(L_{s}\right) f\left(L_{e}\right)^{\omega}=f\left(L_{s} L_{e}^{\omega}\right)$.
By Lemma 26, $L_{s} L_{e}^{\omega} \subseteq L_{s} L_{e^{\tau}} \cup L_{s} E_{e}^{\omega}$.

- If $u \in f\left(L_{s} L_{e^{\tau}}\right)$ then $u \in f\left(L_{p}\right)$.
- Otherwise $u \in f\left(L_{s}\right) f\left(E_{e}\right)^{\omega}=f\left(L_{s}\right) F_{e}^{\omega} \subseteq f\left(L_{s}\right) f(e)^{\omega}=f\left(L_{s}\right) f\left(e^{\omega}\right) \subseteq$ $f\left(L_{s}\right) f\left(L_{e^{\tau}}\right) \subseteq f\left(L_{p}\right)$.

The case $J=-\omega$ is symmetrical which concludes the case where $I \in U_{\alpha}$.
Suppose that $I \in W_{\alpha}$. There exists a finite factorization $u=\prod_{j=1}^{n} u_{j}$ such that for all $1 \leq j \leq n,\left|u_{j}\right| \in U_{\alpha}$ thus $u_{j} \in f\left(L_{s_{j}}\right)$ where $s_{j}=\pi\left(u_{j}\right)$. Thus $u \in \prod_{j=1}^{n} f\left(L_{s_{j}}\right)=f\left(L_{s_{1}} \ldots L_{s_{n}}\right) \underset{\text { Lemma } 26}{\subseteq} f\left(L_{p}\right)$.

The construction is illustrated by the following example.
Example 28. Let $S=\{0, a, b, s, e, f\}$ be the finite $\diamond$-semigroup whose product $\pi$ is defined by the finite product

$$
\begin{gathered}
a a=a, e e=s b=e, f f=b s=f a=a f=f, \\
e s=s f=s a=s, b e=f b=a b=b
\end{gathered}
$$

the others finite products being equal to 0 . The compatible functions $\tau$ and $-\tau$ are defined by

$$
a^{\tau}=a, a^{-\tau}=s, e^{\tau}=e, f^{\tau}=b
$$

the others values being equal to 0 . Let $\varphi: A^{\diamond} \rightarrow S$ be the morphism defined by $\varphi(a)=a$ and $\varphi(b)=b$. We look for a rational expression of the set $\varphi^{-1}(e)$. The $\mathcal{D}$-class structure of the $\diamond$-semigroup $S$ is represented on the following way:

$0^{*}$

The automaton $\mathcal{A}_{a}$ of the $\mathcal{J}$-maximal $\mathcal{D}$-class of $S$ is the following:


Figure 2: Automaton $\mathcal{A}_{a}$ accepting the set $L_{a}=a^{\#}$.

The automaton $\mathcal{A}_{e}$ is given in Figure 3.


$$
\begin{aligned}
& \{(e, e, 1)\} \rightarrow(e, 1,1) \\
& \{(e, e, 1)\} \rightarrow(e, e, 1) \\
& \{(e, e, 1),(s, b, 1)\} \rightarrow(e, 1,1) \\
& \{(e, e, 1),(s, b, 1)\} \rightarrow(e, e, 1) \\
& \{(s, b, 1)\} \rightarrow(e, 1,1) \\
& \{(s, b, 1)\} \rightarrow(e, e, 1)
\end{aligned}
$$

Figure 3: Automaton $\mathcal{A}_{e}$ accepting the set $L_{e}=\left(e+s\left(a^{*} f\right)^{*} b\right)^{\#}$.

We look for a rational expression of the set $\pi^{-1}(e)$. For any $d \in D=$ $\{s, e, b, f\}$ the sets $E_{d}$ and $F_{d}$ are empty. The only non-empty set $G_{d}$ is $G_{s}=$ $\left(\pi^{-1}(a)\right)^{-\omega}=\left(a^{\#}\right)^{-\omega}$. We deduce that $\pi^{-1}(e)=f\left(L_{e}\right)=\left(e+\left(s+\left(a^{\#}\right)^{-\omega}\right)\left(a^{\#} f\right)^{*} b\right)^{\#}$. Using Lemma 19 , we get $\varphi^{-1}(e)=\left(\left(a^{\#}\right)^{-\omega} b\right)^{\#}$.

We have proved that any recognizable language of $A^{\diamond}$ is rational. The converse, given by the preceding section, concludes the proof of Theorem 14.

## 7 Syntactic $\diamond$-semigroup

Let $X$ be a recognizable subset of $A^{\diamond}$. Among all $\diamond$-semigroups recognizing $X$, there exists one which is minimal in the sense of division. It is called the syntactic $\diamond$-semigroup of $X$ and is the first canonical object associated to rational sets on linear orderings. Because of a lack of space, the proofs of this section are omitted but we refer the reader to [2] whose proofs are very similar. For any $\diamond$-semigroup $(S, \pi)$ and any set $P \subseteq S$, the equivalence relation $\sim_{P}$ is defined for any $s, t$ in $S$ by $s \sim_{P} t$ iff for any integer $m$ :

$$
\begin{gathered}
\forall s_{1}, s_{2}, \ldots, s_{m}, t_{1}, t_{2}, \ldots, t_{m} \in S^{1}, \forall \theta_{1}, \theta_{2}, \ldots, \theta_{m-1} \in\{\omega,-\omega\} \cup \mathcal{N}, \\
\pi\left(s_{m}\left(\ldots\left(s_{2}\left(s_{1} s t_{1}\right)^{\theta_{1}} t_{2}\right)^{\theta_{2}} \ldots\right)^{\theta_{m-1}} t_{m}\right) \in P \\
\Longleftrightarrow \pi\left(s_{m}\left(\ldots\left(s_{2}\left(s_{1} t t_{1}\right)^{\theta_{1}} t_{2}\right)^{\theta_{2}} \ldots\right)^{\theta_{m-1}} t_{m}\right) \in P
\end{gathered}
$$

The equivalence relation $\sim_{P}$ is a congruence of $\diamond$-semigroup. If $S$ finite, then and the quotient $S / \sim_{P}$ is an effective $\diamond$-semigroup. If $X$ is a recognizable subset of $A^{\diamond}$, then the quotient $A^{\diamond} / \sim_{X}$ is finite and recognizes $X$.
Proposition 29. Let $X$ be a rational subset of $A^{\diamond}$. The relation $\sim_{X}$ is a congruence of $\diamond$-semigroup of finite index.

Proof. The proof is similar to Lemmas 37 and 39 of [2] for ordinal words. If $X=\varphi^{-1}(P)$, where $\varphi: A^{\diamond} \rightarrow S$ is a morphism of $\diamond$-semigroup, it can be proved that for any words $u, v \in A^{\diamond}, u \sim_{X} v$ if and only if $\varphi(u) \sim_{P} \varphi(v)$. Note that when $S$ is a finite $\diamond$-semigroup, the integer $m$ in the definition of $\sim_{P}$ is bounded.

For any recognizable subset $X$ of $A^{\diamond}$, the $\diamond$-semigroup $A^{\diamond} / \sim_{X}$ is called the syntactic semigroup of $X$ and is denoted by $S(X)$. It is the smallest $\diamond$-semigroup recognizing $X$ in the sense of division.

Proposition 30. Let $X$ be a recognizable set of $A^{\diamond}$ and let $T$ be $a \diamond$-semigroup. Then $T$ recognizes $X$ if and only if $S(X)$ divides $T$.

Proof. The proof is the same of the cases of finite words ([20] Corollary 8.10) and ordinal words ([4] Theorem 43). In particular, for any recognizable set $X$, the relation $\sim_{X}$ is the coarsest congruence such that the quotient $A^{\diamond} / \sim_{X}$ recognizes $X$. From Theorem 14 and Proposition 30, it follows that the syntactic $\diamond$-semigroup of a rational set is finite.

Theorem 31. The syntactic $\diamond$-semigroup of a rational set of words indexed by countable scattered linear orderings is finite.
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