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Abstract: In this article we develop a new method to segment Q-Ball imaging (QBI) data. We
first estimate the orientation distribution function (ODF) using a fast and robust spherical harmonic
(SH) method. Then, we use a region-based statistical surface evolution on this image of ODFs to
efficiently find coherent white matter fiber bundles. We show that our method is appropriate to
propagate through regions of fiber crossings and we show that our results outperform state-of-the-art
diffusion tensor (DT) imaging segmentation methods, inherently limited by the DT model. Results
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Évolution de Surface par Statistique de Région pour la
Segmentation en Imagerie par Q-Ball

Résumé : Nous proposons une méthode de segmentation des images de diffusion à haute résolu-
tion angulaire (HARDI) obtenues en imagerie par Q-ball (QBI). D’abord, la fonction de distribution
d’orientation (ODF) des fibres de la matrière blanche est estimée à l’aide de la base des harmoniques
sphériques et d’une méthode d’estimation récente, analytique, robuste et rapide. Ensuite, nous uti-
lisons une évolution de surface par statistique de région sur cette image d’ODF pour retrouver des
ensembles de faisceaux de fibres cohérents partageant les mêmes caractéristiques. Nous montrons
que notre nouvelle méthode reproduit les résultats état de l’art basés sur le tenseur de diffusion (DT)
et que nous améliorons les résultats de segmentation dans les régions de croisements de faisceaux
fibres, là où le DT est intrinsèquement limité. Enfin, nos résultats sur des données simulées, sur
un fantôme biologique, sur des données réelles ainsi que sur la base de données HARDI publique
comportant 13 sujets démontrent que notre approche est reproductible, automatique et apporte une
valeur ajoutée importante pour la segmentation d’images IRM pondérées en diffusion.

Mots-clés : Imagerie du tenseur de diffusion (DTI), imagerie de diffusion à haute résolution
angulaire (HARDI), imagerie par Q-ball (QBI), function de distribution des orientations (ODF),
segmentation, courbe de niveau, distances Riemannienne et Euclidienne
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1 Introduction

We would like to segment white matter fiber bundles in which diffusion properties are similar and
ultimately compare their features to those in other ROI in the same subject or on multiple subjects.
The goal is thus to find global coherence that exist among white matter fiber tracts belonging to
the same fiber bundle. Existing DTI-based segmentation techniques [16, 24, 32, 38, 40, 42] are
inherently limited by the DT model and most often blocked in regions of fiber crossings where DTs
are oblate and isotropic. This is why recent high angular resolution diffusion imaging (HARDI)
techniques such as QBI [34] have been proposed to aid the inference of crossing, branching and
kissing fiber configurations. New methods have thus started to appear to segment bundles from
fields of ODFs [23, 25].

In this paper, we answer the following three questions: 1) How can the segmentation problem be
formulated and solved efficiently on a field of ODFs? 2) What is gained by the ODF with respect to
the DT? 3) Is it possible to validate the segmentation results and make the segmentation automatic?
To do so, we propose an efficient region-based level set approach using a regularized and robust
spherical harmonics (SH) representation of the ODF [15]. We first show that a better local modeling
of fiber crossings improves segmentation results globally. Then, we show that our ODF segmentation
is more accurate than the state-of-the-art DTI segmentation based on the Euclidean and Riemannian
distances [24] in regions of complex fiber configurations from synthetic data, from a biological
phantom and from real data. The ODF better captures statistics in crossing areas and is thus able to
flow through complex fiber regions without leaking in the whole white matter. Finally, we show that
our Q-ball segmentation is reproducible by segmenting automatically the corpus callosum (CC) and
the cortico spinal tract (CST) of the 13 subjects of a public QBI database [30].

The paper is organized as follows. Section 2 reviews the existing algorithms for segmentation
of white matter fiber bundles from diffusion MRI data. Section 3.1 describes our regularized, fast
and robust analytical ODF reconstruction for QBI [15]. Section 3.2 presents our ODF statistical
surface evolution implemented using the level set framework. Then, results comparing state-of-
the-art DTI segmentation [24] and our automatic ODF segmentation are presented in Section 4 on
synthetic datasets and a biological phantom with known ground truth and on real datasets from the
database [30]. Finally, we conclude with a discussion of the results and present directions for future
work in Sections 4 and 5.

2 Background on Segmentation of White Matter Fiber Bundles

DT-based Segmentation The existing DT-based segmentation techniques in the literature are [16,
24, 32, 38, 40, 42]. In [42] they define an invariant anisotropy measure in order to drive the evolution
of a level set and isolate strongly anisotropic or strongly isotropic regions on the brain, such as the
CC and the ventricles. However, the reduction of the full tensor to a single scalar value can result in
a relatively low discriminate capability and potentially yields the segmentation of mixed structures.
Alternatively, [16, 22, 24, 32, 37, 38, 40] use or propose different measures of dissimilarity between
DTs. In [24, 32, 38, 40], the authors use the the Euclidean distance to compare DTs. In [40], a
k-means algorithm is used with a spatial coherence constraint and in [37], an active contour model
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with a regularity term is used to perform the segmentation of different cerebral structures such as
the thalamus nuclei and the CC. In [38], a generalization of the region-based active contours to
matrix-valued images is proposed. However, it is restricted to the two-dimensional (2D) case and
obviously limited when it comes to 3D brain data. In [16], partial differential equations based on
mean curvature motion, self-snakes and geodesic active contour models are extended to 2D and
3D tensor-valued images by generalizing the notion of structure tensor to matrix-valued data. This
method also relies on the Euclidean metric between DTs. In [22], the authors introduce a geometric
measure of dissimilarity by computing the normalized tensor scalar product of two tensors, which
can be interpreted as a measure of overlap. Finally, the methods exposed in [38] and [24] rely on
the symmetrized Kullback-Leibler divergence and Riemannian geodesic metric to derive an affine
invariant dissimilarity measure between DTs. In this paper, our statistical surface evolution using
level sets is inspired by the original method of [29] and recent DTI extension of [24, 32], where a
similar region-based surface propagation is implemented also using the level set framework.

HARDI-based Segmentation To our knowledge there are only two existing HARDI-based seg-
mentation algorithms [23, 25]. In [23], the segmentation is developed in a non-Euclidean 5 dimen-
sional (5D) position-orientation space, (x, y, z, θ, φ) ∈ <3 x S

2. using the ODF map reconstructed
from diffusion spectrum imaging (DSI) [7, 39], a procedure computationally more expensive than
QBI. The extension from 3D to 5D space leads to work with huge 5D matrices and there are impor-
tant problems with data handling and storage, which only allows to segment small parts of cerebral
structures. In [25], the main contribution is to model the ODF with a mixture of von Mishes-Fisher
distributions and use the associated metric in a hidden Markov measure field segmentation scheme.
Both the ODF modeling and the segmentation technique are different from our proposed method.
Overall, for both segmentation algorithms [23, 25], the experimental and validation parts are differ-
ent.

In this paper, we propose an efficient level set statistical surface evolution based on the ODFs
computed from QBI that we thoroughly test on synthetic and real data with complex fiber config-
urations. The level set implementation is simple and efficient and the statistical evolution is robust
with automatic convergence. Moreover, the ODF reconstruction from QBI has several advantages
that make it a good choice of input image. First, samples are only taken on a single sphere in Q-
space and thus, the imaging time is much smaller than that of the DSI despite significantly higher
angular resolution measurements and good signal to noise ratio. Next, QBI also has the advantage
of being model-independent which is not the case for other HARDI reconstruction methods such as
the multi-fiber Gaussian models [35], spherical deconvolution approaches [2, 33] or the diffusion
orientation transform (DOT) [28] where a fiber response function needs to be assumed a priori. Fi-
nally, as we will see in the next section, the ODF can be reconstructed rapidly in a regularized and
compact representation [15].

3 Methods

Given a HARDI signal with N discrete measurements on the sphere, we transform it into a spherical
harmonic (SH) series of order ` with R coefficients (R << N ) describing the diffusion ODF.

RR n° 6257



6 M. Descoteaux, R. Deriche

We first summarize the important contributions of our regularized, fast and robust analytical ODF
reconstruction for QBI [15]. Then, we look for the most probable partition of this ODF image of
SHs using our new region-based statistical surface evolution.

3.1 ODF Estimation from QBI

QBI [34] reconstructs the diffusion ODF directly from the N HARDI measurements on a single
sphere. The ODF is intuitive because it has its maximum(a) aligned with the underlying population
of fiber(s). However, computing statistics on a large number of discrete ODF values on the sphere
is computationally heavy and infeasible to integrate into a segmentation algorithm of the whole
brain. A more compact representation of the ODF is thus needed. In [3, 15, 19] a simple analytic
spherical harmonic (SH) reconstruction of the ODF is proposed. For completeness of the article, we
now review and develop the main parts of our regularized analytical ODF reconstruction solution.
The idea is to first estimate HARDI signal on the sphere with a regularized spherical harmonics
approximation and then do a simple linear transformation of the harmonics to obtain the desired
regularized ODF.

Spherical Harmonic (SH) Estimation of the HARDI Signal The SH, normally indicated by Y m
`

(` denotes the order and m the phase factor), are a basis for complex functions on the unit sphere.
Explicitly, they are given as follows

Y m
` (θ, φ) =

√

2` + 1

4π

(` − m)!

(` + m)!
P m

` (cos θ)eimφ (1)

where (θ, φ) obey physics convention (θ ∈ [0, π], φ ∈ [0, 2π]) and P m
` is an associated Leg-

endre polynomial. For k = 0, 2, 4, ... , ` and m = −k, ... , 0, ... , k, we define the new index
j := j(k, m) = (k2 + k + 2)/2 + m and define our modified basis Y with elements Yj such
that

Yj =







√
2 · Re(Y m

k ), if − k ≤ m < 0
Y 0

k , if m = 0√
2 · Img(Y m

k ), if 0 < m ≤ k

, (2)

where Re(Y m
` ) and Img(Y m

` ) represent the real and imaginary parts of Y m
` respectively. The basis is

designed to be symmetric, real and orthonormal. Symmetry is ensured by choosing only even order
SH and the ratios in front of each term also ensure that the modified basis is real and orthonormal
with respect to the inner product < f, g >=

∫

σ
f∗gdσ, where σ denotes integration over the unit

sphere and f∗ is the complex conjugate of f , for f, g complex functions on the sphere. We thus
approximate the signal at each of the N gradient directions i as

S(θi, φi) =
R∑

j=1

cjYj(θi, φi) (3)

where R = (` + 1)(` + 2)/2 is the number of terms in the modified SH basis Y of order `. Letting
S be the N x 1 vector representing the input signal for every encoding gradient direction, C the R x
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1 vector of SH coefficients cj and B is the NxR matrix constructed with the discrete modified SH
basis

B =






Y1(θ1, φ1) Y2(θ1, φ1) · · · YR(θ1, φ1)
...

...
. . .

...
Y1(θN , φN ) Y2(θN , φN ) · · · YR(θN , φN )




 , (4)

we can write the set of equations as an over-determined linear system S = BC. We want to solve
for the SH series coefficients cj , where cj =

∫

σ
S(θ, φ)Yj(θ, φ)dσ.

At this point, instead of simply evaluating the integrals directly as done in [17] or performing a
straightforward least-squared minimization as in [1, 33], we add local regularization directly into our
fitting procedure. This is to be able to use a high order estimation without over-modeling the small
perturbations due to noise in the input diffusion MRI signal. We thus define a measure, E, of the
deviation from smoothness of a function f defined on the unit sphere as E(f) =

∫

σ(4bf)2dσ, where
4b is the Laplace-Beltrami operator. Using the orthonormality of the modified SH basis, where we
have

∫

σ Yi(σ)Yj(σ)dσ = δij , the above functional E can be rewritten straightforwardly [15] as

E(f) =

∫

σ

4b

(
∑

p

cpYp

)

4b

(
∑

q

cqYq

)

dσ =
R∑

j=1

c2
j`(j)

2(`(j) + 1)2 = C
T
LC, (5)

where L is simply the R x R matrix with entries `(j)2(`(j)+1)2 along the diagonal (`(j) is the order
associated with the jth coefficient, i.e for j = 1, 2, 3, 4, 5, 6, 7, ... `(j) = 0, 2, 2, 2, 2, 2, 4, ...). We
thus obtain a closed-form expression for the regularization term. Therefore, the quantity we wish to
minimize can be expressed in matrix form as

M(C) = (S−BC)T(S −BC) + λC
T
LC, (6)

where λ is the weight on the regularization term. The coefficient vector minimizing this expression
can then be determined just as in the standard least-squares fit (λ = 0), from which we obtain the
generalized expression for the desired spherical harmonic series coefficient vector

C = (BT
B + λL)−1

B
T
S. (7)

From this SH coefficient vector we can recover the signal on the Q-ball for any (θ, φ) as S(θ, φ) =
∑R

j=1 cjYj(θ, φ). Intuitively, this approach penalizes an approximation function for having higher
order terms in its modified SH series. This eliminates most of the high order terms due to noise while
leaving those that are necessary to describe the underlying function. However, obtaining this balance
depends on choosing a good value for the parameter λ. We use the L-curve numerical method [18]
and experimental simulations to determine a good smoothing parameter [14, 15]. Here, λ = 0.006
is used, as in [14, 15].

Analytic ODF Estimation The true diffusion orientation distribution function (ODF) in a unit
direction u, Ψ(u), is given by the radial projection of the probability distribution function (PDF) of
the diffusing water molecule. Tuch [34] showed that this diffusion ODF could be estimated directly
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8 M. Descoteaux, R. Deriche

from the raw HARDI signal S on a single sphere of Q-space by the Funk-Radon transform (FRT).
This FRT is essentially a smoothed version of the true ODF [34]. In practice, the FRT value at a
given spherical point u is the great circle integral of the signal on the sphere defined by the plane
through the origin with normal vector u. In Appendix A, we show how this FRT can be evaluated
analytically with an elegant corollary to the Funk-Hecke theorem [4]. The final ODF reconstruction
on the sphere then becomes a simple linear transformation of the SH coefficients cj describing the
input HARDI signal S,

Ψ(θ, φ) =

R∑

j=1

2πP`(j)(0)cj
︸ ︷︷ ︸

fj

Yj(θ, φ), (8)

where fj are the SH coefficients describing the ODF Ψ and P`(j)(0) = (−1)`/2 1 · 3 · 5 · · · (`(j) − 1)

2 · 4 · 6 · · · `(j)
because `(j) is always even in our modified SH basis. We see that the SHs are eigenfunctions of the
Funk-Radon transform with eigenvalues depending only on the order ` of the SH series.

Hence, by using a SH estimation of the HARDI signal, we have showed that the QBI can be
solved analytically. This was also showed in [3, 19]. An important contribution in favor of our
approach is that this solution can be obtained while imposing a well-defined regularization criterion.
The accuracy of the modified SH series approximation with the Laplace-Beltrami smoothing was
established in [14] and our regularized ODF solution was also showed to have better fiber detection
properties and showed to be more robust to noise than similar solutions [3, 19].

3.2 Statistical Surface Evolution

We now want to find a global coherence in this field of Q-ball ODFs represented in the SH basis.
We denote the image of ODFs by F : σ 7→ <R so that for all x ∈ σ, F(x) is an ODF of order `
represented by a vector of R real SH coefficients, F(x) := {f1, ..., fR} ∈ <R. Now, the question is
what is a good metric to compare ODFs?

Distances between ODFs We want to capture similarities and dissimilarities between two ODFs,
i.e two spherical functions Ψ, Ψ′ ∈ S

2 that can be represented by real SH vectors f, f ′ ∈ <R, as
shown in the previous section. Since the ODFs come from real physical diffusion measurements
they are bounded and form an open subset of the space of real-valued L2 spherical functions with an
inner product 〈, 〉 defined as

〈Ψ, Ψ′〉 =

∫

S2

Ψ(σ) · Ψ(σ)′dσ =

∫

S2





R∑

i=1

fiYi(σ)

R∑

j=1

f ′
jYj(σ)



 dσ. (9)

As earlier, because of the orthonormality of the SH basis, the cross terms cancel and the expression
is simply 〈Ψ, Ψ′〉 =

∑R
j=1 fj · f ′

j . Therefore, the induced L2 norm ||Ψ|| =
√

〈Ψ, Ψ′〉 giving us the
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distance metric between two ODFs is

||Ψ − Ψ′|| =

√
√
√
√

R∑

j=1

(fj − f ′
j)

2. (10)

The Euclidean distance was also used successfully for DTI segmentation in [24, 32] even though
more appropriate metrics exist such as the symmetrized Kullback-Leibler distance [24, 38] and Rie-
mannian geodesic distance [24]. Similarly, one can think of choosing another metric to compare
ODFs. For instance, since the ODF can be viewed as a probability distribution function (PDF) of
fiber orientations, one can use the Kullback-Leibler distance between two PDFs, as done in [34].
However, in that case the problem quickly blows up computationally because one needs to use all N
discrete data on the sphere instead of the R SH coefficients (R << N ). For example, one needs to
process N = 200 values instead of R = 15 SH coefficients.

Segmentation by Surface Evolution Inspired by general works on image segmentation [9, 29] ,
we search for the optimal partition S in two regions S1 and S2 of the image Ω. We maximize the a
posteriori frame partition probability p(S|F) of obtaining the desired segmentation for the observed
image of ODFs F . The major difference in our approach is that we use order-4 ODFs, with R = 15
real coefficients whereas in the DT Euclidean flow of [24, 32], DTs represented by 6D vectors are
used as input to the region-based segmentation. Note that the order-2 SH estimation of the ODF has
six coefficients and is related to the DT [14, 27]. The Euclidean DTI segmentation [24, 32] is thus a
special case of the ODF segmentation.

We use the level set framework [11, 12, 26] to represent the optimal partition S as the zero-
crossing of the level set function φ. φ is defined as the usual signed distance function, i.e. φ(x) =
0 if x ∈ S, φ(x) = D(x,S) if x ∈ S1 and φ(x) = −D(x,S) if x ∈ S2, where D(x,S) is
the Euclidean distance between x and S. Hence, the optimal partition is obtained by maximizing
p(φ|F) ∝ p(F|φ)p(φ) using Bayes rule. Assuming ODFs to be independent within each region, we
have

p(F|φ) =
∏

x∈S1

p1(F(x)) ·
∏

x∈S2

p2(F(x)). (11)

At this point, the main assumption is that p1 and p2 are Gaussians, which means that each SH
coefficient of the ODFs follow a Gaussian distribution in the different partitions of the Q-ball image.
Fig. 1 and Fig. 2 show that this Gaussian assumption is reasonable. In fact, we see that the histograms
for most of the R coefficients of the ODF are “bell-shaped”. Histograms were computed from all
voxels in a manual segmentation of the CC and CST in a subject of the QBI database [30] (histograms
are similar for all subjects of the database). Hence, we consider a parametric representation with a
R-dimensional Gaussian. Letting Fr ∈ <R be the mean SH ODF vector in region r = 1, 2 and Λr

be the R x R covariance matrix of the ODF vectors in region r, the likelihood of the ODF F(x) to
be part of region r is defined as

pr(F(x)|Fr, Λr) =
1

(2π)3|Λr|1/2
exp

(

−1

2
(F(x) −Fr)

TΛ−1
r (F(x) −Fr)

)

, (12)
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Figure 1: Histograms of the SH coefficients representation of the ODF {f1, ..., f15} in the corpus
callosum (CC). The CC was manually segmented from subject 7 of the public QBI database [30].
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Figure 2: Histograms of the SH coefficients representation of the ODF {f1, ..., f15} in the cortico
spinal tract (CST). The CST was manually segmented from subject 7 of the public QBI database [30].

Concerning the term p(φ), it expresses the probability that the evolving surface represents the
structure of interest and it can be used to introduce a prior shape knowledge [24]. Here, we want to
favor structures with smaller surface |S| with p(φ) ∝ exp(−ν|S|). This can be expressed with φ by
introducing the Dirac function [41] and thus, we have

p(φ) = exp(−ν

∫

Ω

δ(φ)|∇φ(x)|dx). (13)
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The optimal segmentation is then obtained by maximizing p(F|φ)p(φ) or by minimizing of the
negative logarithms of Eqs. (12, 13) Therefore, the final energy minimization is

E(φ, p1, p2) = −
∫

Ω1

log p1(F(x)|F1, Λ1)dx −
∫

Ω2

log p2(F(x)|F2, Λ2)dx + ν

∫

Ω

δ(φ)|∇φ|dx,

(14)
For given statistical parameters F1,F2, Λ1, Λ2 and regularization ν of the evolving surface, the
Euler-Lagrange equation can be computed to derive the implicit surface evolution

∂φ

∂t
= δ(φ)

(

ν div
∇φ

|∇φ| + log
p1(F|F1, Λ1)

p2(F|F2, Λ2)

)

= δ(φ)
(

ν div ∇φ
|∇φ| + 1

2

(

log |Λ2|
|Λ1|

− (F −F1)
TΛ−1

1 (F −F1) + (F −F2)
TΛ−1

2 (F − F2)
))

.

(15)
The statistics can be updated after each iteration of the ODF flow, as described in [24]. More details
on this level set optimization can be found in [9, 10, 31, 36] The flow formulation is flexible and
one can easily replace the input image vector of ODFs F with the standard DT coefficient vector,
as in [24, 32]. We now compare the Euclidean DT [24, 32] version of the flow and more complex
Riemannian DT [24] version of the flow with our proposed ODF flow.

3.3 Q-Ball Data Generation and Acquisitions

Synthetic Data We generate synthetic Q-ball data using the multi-tensor model [1, 14, 15, 19, 34],

S(ui) =
n∑

k=1

1

n
exp(−buT

i Dk(θ)ui) + noise, (16)

for N encoding directions i ∈ {1, ..., N}. We use N = 81 from a 3rd order tessellation of the
icosahedron, b = 3000 s/mm2, n = 1 or 2 and Dk(θ) the diffusion tensor with standard eigenvalues
[300, 300, 1700]x10−6 mm2/s oriented in direction θ [15, 34]. The noise is generated with a complex
Gaussian noise with a standard deviation of 1/35, producing a signal with SNR 35.

We generate three synthetic data example, one with a 2-fiber 90◦ crossing (Fig. 3), another with
a 2-fiber branching configuration (Fig. 5) and a last example (Fig. 6) simulating crossings that can
occur between “U”-fibers (cortico-cortical fibers) and longer straight fiber bundles. These synthetic
datasets help understand the behavior of the statistical surface evolutions when confronted with
complex fiber geometries and different initializations. We compare the DT Riemannian [24] and
ODF surface evolutions on this dataset and use ν = 2 smoothness of the surface in the evolution.

Visualization In this paper, DTs and ODFs are visualized as spherical functions stretched with re-
spect to the surface values. The surfaces are colored according to the Fractional Anisotropy (FA) [6],
with colormap going from red to blue for anisotropic to isotropic diffusion profiles. We use this same
colormap to allow easy visual comparisons between DTs and ODFs. As commonly done to accen-
tuate ODF maxima, we min-max normalize [34] the ODFs before visualization.

RR n° 6257



12 M. Descoteaux, R. Deriche

Biological Phantom Data We obtained the biological phantom from Campbell et al [8]. It was
created from two excised rat spinal cords embedded in 2% agar. The acquisition was done on 1.5T
Sonata scanner using 90 encoding directions, with b = 3000 s/mm2, TR= 6.4 s, TE= 110 ms,
2.8 mm isotropic voxels and four signal averages per direction. We compare the DT Euclidean [32],
DT Riemannian [24] and ODF surface evolutions on this dataset and use ν = 2 smoothness of the
surface in the evolution.

Human Brain Data First, we use a human brain acquired at the Leipzig Max Planck Institute on
a whole-body 3T scanner [5] with 60 encoding directions, with b = 1000 s/mm2, 72 slices with
1.7mm thickness, twenty one b = 0 s/mm2 images, 128 x 128 image matrix, TE = 100 ms, TR
= 12 s. We compare the segmentations of the DT Euclidean [32], DT Riemannian [24] and ODF
surface evolutions on two well-known fiber bundles, the corpus callosum (CC) and cortico spinal
tract (CST). We use ν = 5 smoothness of the surface in the evolution.

Then, we test our ODF segmentation on the public QBI database [30]. The 13 datasets were
acquired on a 1.5T scanner with 200 encoding directions, b = 3000 s/mm2, 60 slices with 2 mm
thickness, twenty five b = 0 s/mm2 images, 128 x 128 image matrix, TE = 93.2 ms, TR = 1.9 s. For
each subject, a single voxel in the medial part of the CC and CST is selected (manually) to initialize
the flow. We use ν = 10 smoothness of the surface in the evolution.

4 Segmentation Results & Discussion

ODF-based segmentations can deal with regions of complex fiber configurations. We first show that
the ODF flow is able to propagate through regions of complex fiber crossings better than the DT-
based flow using the Euclidean and Riemannian distances [24, 32]. We show comparison results on
synthetic data, on a biological phantom and on real datasets. We also show that the corpus callosum
(CC) and the cortico-spinal tract (CST) of the QBI database [30] can be segmented automatically
for all subjects and that there exist a variability in these structures across the subjects.

4.1 Synthetic Datasets

First, Fig. 3 shows that initialization has a strong influence on the final segmented surface. If the
initialization contains strictly anisotropic DTs/ODFs, the final surface is not able to pass through
the fiber crossing area, as seen in Fig. 3(a,b). Similarly, the final surface is trapped in the crossing
area when initializing strictly in the 2-fiber region, as seen in Fig. 3(c). This is because the statistics
of the initial region have a large difference with the rest of the DTs/ODFs and hence, the evolving
surface is blocked from connecting to the rest of the structure. However, if the initialization contains
a mixture of both single fiber and 2-fiber DTs/ODFs, the DT flow propagates through the crossing
region to connect to the similar anisotropic DTs on the other side of the crossing and the second
fiber is completely ignored, as seen in Fig. 3(d,e). The DTs in the crossing are oblate and there
is no information on the second orientation. In contrary, there is information about the second
orientation in the ODF flow and the surface evolution, seen in Fig. 4, finds the whole 2-fiber structure
as coherent.

INRIA



Q-Ball Imaging Segmentation 13

ODF spherical functions DTs in crossing area ODFs in crossing area

(a) (b) (c)

(d) (e)
Init DT Riemann ODF flow Init DT Riemann ODF flow

Figure 3: Segmentation of the 90◦ crossing example. In (a-e), from left to right, the initialization
used overlaid on the FA map, the DT Riemannian [24] segmentation and the ODF flow segmentation.

t = 0 t = 20 t = 40 t = 60 t = 100 t = 140

Figure 4: Evolution in time of the ODF flow on the 90◦ crossing. The flow is able to propagate
through the fiber crossing area and recover the whole 2-fiber structure.

Fig. 5 and Fig. 6 show more complex fiber configurations with a branching example and the “U”-
fibers example. In the Riemannian DT flow, we see that the surface remains trapped in the regions
of the initial seeding for all initializations. In contrary, in the ODF case, when the flow is initialized
in the bottom and middle part of the branch, the whole branching structure is recovered because the
ODF contains a broader range of orientations in its statistics. For all synthetic data experiments,
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DTI ellipsoids ODF spherical functions

(a) (b)

(c) (d)
Init DT Riemann ODF flow Init DT Riemann ODF flow

Figure 5: Segmentation on a synthetic branching example. In (a-d), from left to right, the initial-
ization used overlaid on the FA map, the DT Riemannian [24] segmentation and the ODF flow
segmentation. The ODF flow is able to propagate through the fiber crossing area and recover the
whole structure.

DT Riemannian and DT Euclidean flows produced nearly identical qualitative segmentations and
we decided only to show results for the DT Riemannian case.

4.2 Biological Phantom Dataset

Fig. 7 and Fig. 8 show that the DT flow with the Euclidean distance is unable to segment the structure.
The surface leaks outside the cords and the surface diverges because the isotropic DTs in the fibers
and isotropic DTs in the background have a mean diffusivity in a similar range. Hence, the Euclidean
distance cannot make the difference between the two regions. This result was also obtained in [24].
However, our new ODF flow segments the whole structure quite easily. The segmentation also
agrees with similar results published using the DT Riemannian flow [24, Fig.12-13]. This similarity
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DTI ellipsoids ODF spherical functions

(a) (b)

(c) (d)
Init DT Riemann ODF flow Init DT Riemann ODF flow

Figure 6: Segmentation on a synthetic ’U’-fiber example. In (a-d), from left to right, the initialization
used overlaid on the FA map, the DT Riemannian [24] segmentation and the ODF flow segmentation.
The ODF flow is able to propagate through the fiber crossing area and recover the whole structure.

between the ODF flow and DT Riemannian flow can be explained because the crossing region is very
small (roughly 3 x 3 x 2 region) and thus, the overall coherence and statistics of the desired structure
are not dramatically affected by this crossing. Although the overall shape of the segmentations look
the same in Fig. 7, the actual zero level set of the segmenting surface in DT Riemannian and ODF
case are slightly different for some voxels at the border the structure, as seen in Fig 8.

4.3 Human Brain Datasets

We have segmentated two large and well-known fiber bundles, the corpus callosum (CC) and the
cortico spinal tract (CST), on a human brain with b-value 1000 s/mm2 and 60 sampling directions
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T1 DTs ODFs (a)

(b) (c)

Figure 7: Segmentation on a biological phantom. In (a-c), from left to right, the initialization used
overlaid on the FA map, the DT Euclidean [24, 32] flow at t = 40 where we see the surface starting
to leak outside the fiber structure and the segmentation of the ODF flow.

t = 0 t = 20 t = 40 t = 60

Figure 8: Evolution in time of the zero level set for the DT Euclidean [24, 32] flow (green), DT
Riemannian [24] flow (red) and our ODF flow (blue). The contour is placed over the inverted FA
map.

and on the database brains with higher b-value 3000 s/mm2 and 200 sampling directions. Our ODF
segmentation on real datasets recovers more structure than other published results on the CC and
CST [21, 24, 31, 32, 42]. First, Fig. 9 shows that we are able to reproduce results from [24] with the
DT-based flows using both the Euclidean and Riemannian distances. Fig. 9 and Fig. 10 also show
that in the DT Euclidean flow, the evolving surface stops near complex crossing area where oblate
and isotropic DTs (yellow-greenish DTs) block the flow. The DT Riemannian is able to connect more
voxels than the DT Euclidean by slightly evolving into the crossing area. It is interesting to note, in
the CST example (Fig. 10), how the flow evolves as to go around complex fiber crossings, i.e. the
evolution leaves the expected straight inferior-superior direction to go and pick up the projections of
the CC overlapping with the CST and going to project to the superior cortex of the brain. However,
in the CST, the flow is still unable to recover the branching fiber structure projecting to the cortex.
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The ODF flow recovers that branching structure to the different sulci and also recovers more of the
posterior parts of the splenium of the CC.

We also observe that the ODF flow evolves more easily through the crossing area and does so
after fewer iterations of the evolution. Convergence is obtained after 100 iterations in the CC and
more rapidly after 60 iterations in the CST. It is important to point out that this convergence is
obtained automatically without having to heuristically stop the surface evolution at a certain time
t. At some point in the evolution, the background (surface S2) and foreground (evolving surface
S1) statistics stabilize, i.e. the mean and covariance matrix in the two regions become coherent and
convergence is attained. Only a few voxels oscillate in and out of the regions S1 and S2 on the
boundary of the evolving structure.1 However, as it is often the case in surface evolution algorithms
with a boundary term and/or a smoothness term we have to choose a certain value of ν. In the
Section 3.3, we have specified our choices of smoothness factor ν. In practice, we observe that for
ν too large the evolution stops prematurely and for ν too small the evolution leaks and connects the
whole white matter. Fortunately, results are not extremely sensitive to ν and in our experiments,
convergence is obtained for ν between 2 and 10 for both synthetic and real data. One still needs to
try a few values of ν to obtain the best looking results.

Multi-Subject Study Fig 11 and Fig. 12 show the ODF segmentations for the CC and CST of all
subjects of the QBI database [30]. The same parameters were used for all 13 subjects from a single
voxel in the medial part of the CC and CST selected (manually) to initialize the flow. It this thus
possible to segment the datasets automatically and results are reproducible across many subjects.

Convergence was always obtained automatically for all subjects. Depending on the subject, 80
to 120 iterations of the flow were needed. An iteration takes roughly 0.5 second on a Dell single
processor, 3.4 GHz, 2 GB RAM machine. It is thus quite fast to obtain the segmentation for all
subjects.

In Fig. 11, we have segmented the complete CC for most subjects with the longer posterior parts
of the splenium and the full genu, as in Fig. 9. In the CST example of Fig. 12, we have also obtained
segmentation results that are in most cases as complete as the segmentation in Fig. 10. For the CST
example, we overlaid the segmented surface on the GFA [34] to clearly see the intended white matter
structure to be segmented and also to note the white matter structure differences across subjects. For
all subjects, the GFA slice was always the 53rd coronal slice in voxel space.

In both the CC and CST, we note that some evolutions prematurely stopped near the crossing
areas for some subjects (e.g. subjects 1, 11 and 13 for the CC and subjects 6 and 7 for the CST). One
may think that playing with the segmentation parameters such as initialization and the smoothness
ν of the surface might improve and change the results. In fact, in our experiments, this was not the
case. A careful visual inspection of the QBI data for these subjects in regions where the flow stops
shows two things: 1) Some subjects have “unusual” and “less complete” structures anatomically
than others. For instance, subject 13 does not have a curving genu of the CC as all the other subject
have. Hence, the CC recovered agrees with the anatomy of subject 13. 2) The ODFs are very
isotropic in regions where the flow stops prematurely. The spherical shape of the ODFs are almost

1This is seen in the surface evolutions of the CC and CST on the author’s web page:
http://www-sop.inria.fr/odyssee/team/Maxime.Descoteaux/pages/seg.html
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Initialization DT Euclidean [32]

DT Riemannian [24] ODF flow

t = 0 t = 10 t = 50 t = 75 t = 100

Figure 9: ODF flow segmentations can propagate through crossing regions and get a more accurate
segmentation of the corpus callosum (CC). DT-based results from [24] are reproduced. The DT-
based segmentations are overlaid on an axial slice with DTs and the ODF flow is overlaid on the same
slice with the ODFs. The last row shows the evolution in time of the ODF flow with convergence
after 100 iterations.

as isotropic as the DTs. We believe this is because the HARDI signal suffers from major partial
signal averaging because of noise due to the high b-value acquisitions and multiple fibers crossing
(up to three) in those crossing areas. Hence, there is no coherence between the crossing area and the
rest of the desired CC/CST structure to segment. It is thus not surprising that the surface evolution
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Initialization DTI Euclidean [32]

DTI Riemannian [24] ODF flow

t = 0 t = 5 t = 20 t = 40 t = 60

Figure 10: ODF flow can propagate through crossing regions and get a more accurate segmentation
of the cortico-spinal tract (CST). DT-based results from [24] are reproduced. The last row shows the
evolution in time of the ODF flow with convergence after 60 iterations.

stops. Why does it occur for these subjects and not for the others and why does it not occur for the
dataset presented in Figs. 9 and 10? Is it better to have a higher spatial resolution with less angular
sampling of the sphere and smaller b-value or a higher angular resolution sampling density with a
larger b-value at the cost of larger voxel size and lower SNR?
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initialization 1 2 3

4 5 6 7 8

9 10 11 12 13

Figure 11: Automatic segmentation of the corpus callosum (CC) using the ODF flow on the 13
subjects of the QBI database [30] from a single seed point in the middle of the CC. Overall CCs are
similar and we observe some variability across subjects.

Overall, most CC and CST structures are similar and a significant variability across subject is
observed. Hence, it is now important to better understand why these differences occur and propose
ways to quantify this multi-subject variability.

5 Discussion

We have presented a unified statistical surface evolution framework for the segmentation of ODF
images reconstructed from Q-Ball data. The proposed method combines state-of-the-art HARDI
reconstruction and state-of-the-art region-based surface evolution. To do so, we have introduced a
similarity measure based on the spherical harmonic description of the ODF. This allowed to for-
mulate a computationally feasible region-based ODF segmentation based on the Euclidean distance
between ODF coefficients. Note that this segmentation framework is general and could be used with
any input vector of coefficients, for instance coefficients from other HARDI reconstruction methods
such as persistent angular structure (PAS) [20], spherical deconvolution [33], or diffusion orienta-
tion transform (DOT) [28]. Another contribution of this work was to show how the ODF flow is
able to deal with complex fiber configurations such as crossing and branching fibers. In particular,
we showed that it is possible to obtain a set of globally coherent ODFs agreeing with well-known
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initialization 1 2 3

4 5 6 7 8

9 10 11 12 13

Figure 12: Automatic segmentation of the cortico-spinal tract (CST) using the ODF flow on the 13
subjects of the QBI database [30] from a single seed point in the middle of the CST. For this example,
the segmented surface is overlaid on the 53rd coronal slice of the GFA map for all subjects to clearly
see the multi-subject variability of the white matter. Overall CSTs are similar and we observe an
important variability across subjects.

cerebral anatomical structures. Compared to DTI segmentation, the ODF flow produces more com-
plete segmentations of fiber bundles with crossings. This was illustrated on synthetic datasets, on a
biological phantom and on real human brain datasets. Finally, another important contribution was to
show the reproducibility of the surface evolution on real datasets with different b-values and angular
resolution and also on the 13 subjects from a public QBI database. It is now possible to imagine
performing a multi-subject study inside chosen fiber bundles to quantify certain diffusion proper-
ties and attempt to follow the evolution of white matter diseases such multiple sclerosis, Parkinson,
Alzheimer, etc...
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A Corollary of the Funk-Hecke Theorem

The FRT at a given spherical point u is the great circle integral of the signal on the sphere defined
by the plane through the origin with normal vector u. This can be written as

G[S](u) =

∫

|w|=1

δ(uT
w)S(w)dw. (17)

To solve this FRT integral involving a Dirac function on the sphere, we first express the signal S

as a spherical harmonic (SH) series of order ` and then we need a corollary of the Funk-Hecke
theorem [4] to evaluate the integral. The Funk-Hecke formula is a theorem that relates the inner
product of any spherical harmonic with the projection on the sphere of any continuous function f(t)
defined on the interval [−1, 1]. The 3D version is stated in [13, 15]. The proof of the corollary is
given in [13, 15] and the corollary is the following:

Corollary of the Funk-Hecke Theorem: Let δ(t) be the Dirac delta function and Y`

any spherical harmonic of order `. Then, given a unit vector u

∫

|w|=1

δ(uT
w)Y`(w)dw = 2πP`(0)Y`(u), (18)

where P`(0) the Legendre polynomial of degree ` evaluated at 0,

P`(0) =

{
0 ` odd

(−1)`/2 1 · 3 · 5 · · · (` − 1)

2 · 4 · 6 · · · ` ` even
(19)

Therefore, the Funk-Hecke theorem and its corollary may be useful for anyone working with SH
and seeking solutions to integrals over the sphere.
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