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#### Abstract

J.D. Pryce and N.S. Nedialkov have developed a Taylor series method and a C++ package, DaEts, for solving numerically an initial-value problem differential-algebraic equation (DAE) that can be of high index, high order, nonlinear, and fully implicit. Numerical results have shown this method to be efficient and very accurate, and particularly suitable for problems that are of too high an index for present DAE solvers. However, DAETS cannot be applied to systems of DAEs that change at points it time, also called hybrid or multi-mode DAEs. This paper presents methods for extending DaETS with the capability to integrate hybrid DAEs. Methods for event location and consistent initializations are given. DAETS is applied to simulate a model of a parallel robot: a hybrid system of index-3 DAEs with closed-loop control.
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## Vers l'intégration numérique d'équations algébro-différentielles hybrides avec un solver de DAE à grande valeur d'indice

Résumé : J.D. Pryce et N.S. Nedialkov ont développé une méthode basée sur le dévelopement en série de Taylor et un package $\mathrm{C}++$, DaETs, pour résoudre numériquement le problème de la valeur initiale pour des systèmes algébrodifférentiels (DAE) de grand ordre, non linéaires, totalement implicites et dont la valeur d'indice peut être grande. Les résultats numériques ont montré que cette méthode est efficace, très précise, et particulièrement adaptée aux problèmes dont la valeur d'indice est trop grande pour être résolus par les solveurs actuels. Cependant, DaEts ne peut pas être utilisé avec des systèmes de DAE qui changent à des instants donnés, ou plus généralement des DAEs hybrides ou multi-modes.

Ce rapport de recherche présente des méthodes pour rendre DaEts capable d'intégrer numériquement les DAEs hybrides. Des méthodes pour la détection d'événements et la recherche des nouvelles conditions initiales sont aussi introduites. DaEts est utilisé pour simuler le modèle d'un robot parallèle fonctionnant en boucle fermée, écrit sous la forme d'un système DAE hybride de valeur d'indice 3 .

Mots-clés : équations algébro-différentielles à grande valeur d'indice, systèmes hybrides, analyse structurelle, initialisation
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J.D. Pryce and N.S. Nedialkov have developed a Taylor series method and a C++ package, DAETS, for solving numerically an initial-value problem differentialalgebraic equation (DAE) that can be of high index, high order, nonlinear, and fully implicit. Numerical results have shown this method to be efficient and very accurate, and particularly suitable for problems that are of too high an index for present DAE solvers. However, DaEts cannot be applied to systems of DAEs that change at points it time, also called hybrid or multi-mode DAEs.

This paper presents methods for extending Daets with the capability to integrate hybrid DAEs. Methods for event location and consistent initializations are given. DaEts is applied to simulate a model of a parallel robot: a hybrid system of index-3 DAEs with closed-loop control.
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## 1 Introduction

J.D. Pryce and N.S. Nedialkov have developed the theory and implementation of Daets, Differential-Algebraic Equations by Taylor Series: a C++ solver for initial-value problems for differential-algebraic algebraic equations (DAEs) [1] 2. 3, (4). It solves numerically a DAE system of the form

$$
\begin{equation*}
f_{i}\left(t, \text { the } x_{j} \text { and derivatives of them }\right)=0, \quad i=1, \ldots, n, \tag{1}
\end{equation*}
$$

in terms of the unknown state variables $x_{j}(t), j=1, \ldots, n$.
Many DAE solvers are limited by the differentiation index of a DAE: the number of times the $f_{i}$ must be differentiated (w.r.t. $t$ ) to obtain equations that can be solved to form an ODE system for the $x_{j}$; cf. [5] (6). The method in Daets - based on Pryce's structural analysis (SA) theory [7] and Taylor series (TS)-does not find high index inherently hard. Daets applies this SA, uses automatic differentiation (AD) to expand the solution of (II) in TS, and advances it over a range with a variable-step TS method.

DAETS is very effective when high accuracy is required, and at solving DAEs of high index - we have solved artificial DAEs of index up to 47 [3]. It is versatile: higher-order systems do not have to be cast in first-order form; it can solve explicit and implicit ODEs; it can solve purely algebraic problems, by simple or by arc-length continuation (3) 4.

The $f_{i}$ are assumed sufficiently smooth. They can be arbitrary expressions built from the $x_{j}$ and $t$ using,,$+- \times, \div$, other standard functions, and the differentiation operator $d^{p} / d t^{p}$. However, the present theory and implementation do not allow (II) to contain branches, for example if-then-else statements, and functions such as abs, min, max, and sign. As a consequence, DAETS cannot be applied to dynamic systems modeled with DAEs that change at discrete points in time, also called hybrid DAEs (HDAEs) 8 or multi-mode DAEs 9 . In particular, we are interested in simulating hybrid dynamic systems, whose continuous dynamics is described by DAEs of the form (II).

We shall refer to (II) with sufficiently differentiable $f_{i}$ as a DAE, and to (II) with branches in problem formulation as a HDAE; it can be viewed as comprising several DAEs. In this paper, we report ongoing work on extending DaEts to integrate HDAEs, where branches may depend on $t$, the $x_{j}$, and derivatives of
them. In our implementation, switching between DAEs occurs when a scalarvalued event function changes sign. We may have $m$ such functions, each of the form

$$
g_{k}\left(t, \text { the } x_{j} \text { and derivatives of them }\right), \quad k=1, \ldots, m .
$$

Finding a consistent initial point can be one of the hardest parts in DAE solving. Computing such is not difficult for Daets [3]. However, when branches are present, the structure of a DAE typically changes after an event, a $t$ at which a $g_{k}$ becomes zero. Then we have to find a consistent point and a DAE "simultaneously", since the new DAE typically depends on such a point and vice versa.

In this work, we give an overview of our methods for event location and consistent initialization after an event is located. We illustrate them by simulating a model of a parallel robot 1 : a hybrid system of index-3 DAEs with closed-loop control. In a future work, we shall analyze these methods in detail and describe their implementation in DaEts.

Section2presents an overview of DAETS and summarizes some of the theory behind it. In Sect. 3] we describe our methods for locating an event and consistent initialization after an event point is found. In Sect. 4 we give the model of this robot. Numerical results are in Sect. 5] and conclusions are in Sect. 6]

## 2 The Daets Solver

We outline Pryce's SA ( $\$ 2.1$ ), discuss consistent initialization ( $\$ 2.2$, and give a brief summary of the DaEts implementation ( $\$ 2.3$ ).

### 2.1 Pryce's Structural Analysis

Given a DAE (1), the steps of this SA are as follows.

1. Form the $n \times n$ signature matrix $\Sigma=\left(\sigma_{i j}\right)$, where

$$
\sigma_{i j}=\left\{\begin{array}{l}
\text { order of derivative of } x_{j} \text { in } f_{i}, \text { or } \\
-\infty \text { if } x_{j} \text { does not occur in } f_{i}
\end{array}\right.
$$

2. Find a Highest Value Transversal (HVT), which is $n$ positions $(i, j)$ in $\Sigma$ with one entry in each row and column such that $\sum \sigma_{i j}$ is maximized.
3. Find the smallest problem offsets $c_{i}, d_{j} \geq 0$ satisfying

$$
d_{j}-c_{i} \geq \sigma_{i j} \text { for all } i, j=1, \ldots, n \quad \text { and } \quad d_{j}-c_{i}=\sigma_{i j} \text { on the HVT }
$$

4. Form the system Jacobian J, where

$$
\mathbf{J}_{i j}=\left\{\begin{array}{cl}
\frac{\partial f_{i}}{\partial x_{j}^{\left(\sigma_{i j}\right)}} & \text { if } d_{j}-c_{i}=\sigma_{i j} \\
0 & \text { otherwise }
\end{array}\right.
$$

[^1]Example 1 Consider the simple pendulum,

$$
\begin{aligned}
& 0=f=x^{\prime \prime}+x \lambda \\
& 0=g=y^{\prime \prime}+y \lambda-G \\
& 0=h=x^{2}+y^{2}-L^{2}
\end{aligned}
$$

which is an index-3 DAE. The dependent variables are $x, y$, and $\lambda ; G$ (gravity) and $L$ (length) are constants. The signature matrix, offsets, and system Jacobian are

$$
\left.\Sigma=\begin{array}{ccc}
x & y & \lambda \\
f & c_{i} \\
g \\
h & 2^{\circ} & -\infty \\
-\infty & 2 * & 0^{\circ} \\
0 * & 0^{\circ} & -\infty
\end{array}\right] \begin{gathered}
0 \\
0 \\
d_{j} \\
\text { 2 } \\
\text { 2 } \\
\text { 2 } \\
0
\end{gathered} \quad \text { and } \quad \mathbf{J}=\left[\begin{array}{ccc}
\frac{\partial f}{\partial x^{\prime \prime}} & 0 & \frac{\partial f}{\partial \lambda} \\
0 & \frac{\partial g}{\partial y^{\prime \prime}} & \frac{\partial g}{\partial \lambda} \\
\frac{\partial h}{\partial x} & \frac{\partial h}{\partial y} & 0
\end{array}\right] .
$$

There are two HVTs, which are marked by * and $\circ$.
If $\mathbf{J}$ is nonsingular at a consistent point, then the SA succeeds, and the DAE is solvable in a neighborhood of this point [7, 10]. (Here, $\mathbf{J}$ is nonsingular for any $x$ and $y$, except $x=y=0$.) This SA also determines a structural index, which is an upper bound for the differentiation index, and usually both are of the same value [3, 7].

### 2.2 Quasilinearity and Consistency

A $d_{j}$ is the highest-order derivative of $x_{j}$. If the derivatives $x_{j}^{\left(d_{j}\right)}$ occur in a jointly linear way in the DAE, then we call it quasilinear. The required initial values (IVs) that must be specified comprise the vector

$$
\mathbf{x}=\left(x_{1}, x_{1}^{\prime}, \ldots, x_{1}^{\left(d_{1}+\alpha\right)} ; x_{2}, x_{2}^{\prime}, \ldots, x_{2}^{\left(d_{2}+\alpha\right)} ; \ldots ; x_{n}, x_{n}^{\prime}, \ldots, x_{n}^{\left(d_{n}+\alpha\right)}\right)
$$

where $\alpha=-1$ if the DAE is quasilinear, and $\alpha=0$ otherwise. To be consistent, $\mathbf{x}$ must satisfy the set of equations

$$
\mathbf{0}=\mathbf{f}=\left(f_{1}, f_{1}^{\prime}, \ldots, f_{1}^{\left(c_{1}+\alpha\right)} ; f_{2}, f_{2}^{\prime}, \ldots, f_{2}^{\left(c_{2}+\alpha\right)} ; \ldots ; f_{n}, f_{n}^{\prime}, \ldots, f_{n}^{\left(c_{n}+\alpha\right)}\right)
$$

where $f_{i}^{\prime}$ means $\mathrm{d} f_{i} / \mathrm{d} t$. In the quasilinear case, an $x_{j}$ with $d_{j}=0$ does not appear in $\mathbf{x}$, and an $f_{i}$ with $c_{i}=0$ does not appear in $\mathbf{f}$. The extra components in the not quasilinear case are needed to ensure local uniqueness of the solution. For more details see [3, 4].

### 2.3 Brief Summary of DaETS

The user provides a $\mathrm{C}++$ function for evaluating the $f_{i}$. DaEts interprets this function in a symbolic manner through operator overloading, finds the offsets of the problem, and determines if it is quasilinear. Then DaEts uses AD 11 ] to expand the solution to (1) in TS to as many terms as required. We use the FADBAD + + package 12 to generate functions for evaluating Taylor coefficients (TCs) of the equations $f_{i}$. Equating these coefficients to zero gives equations
that are solved for the TCs of the solution components $x_{j}(t)$. The problem offsets prescribe how to organize the computation of TCs [1] [7, 10 for the solution components of (11) that is, what equation to solve and for which TCs of the solution.

DAETS treats computation of consistent data as an optimization problem and passes this to the optimization package IPOPT [13]. The consistent point that is found is the one that is closest to the point given by the user in a least-squares sense.

The main work of DaEts is done by its integrate method 4], which advances the solution, step by step, from a computed consistent point at initial $t_{0}$, up to a final $t_{\text {end }}$. Each step generates and sums a TS and then does a projection stage to preserve consistency within a user-specified accuracy tolerance. In this paper, we assume $t_{\text {end }}>t_{0}$; DAETS allows $t_{\text {end }}<t_{0}$.

## 3 Daets and Hybrid DAEs

In 3.1 we present our event detection method, and in 3.2 we describe our approach for consistent initialization, after an event is located.

### 3.1 Locating Events

Assume that we have a DAE at time $t$ and have found a consistent point $\mathbf{x}$ for it at $t$. On an integration step from $t$, DAETS selects a trial stepsize $h_{\text {trial }}$ (subject to a user-specified tolerance) and computes scaled, by $h_{\text {trial }}$, TCs for each solution component $x_{j}$ up to order $p+d_{j}^{2}$ where $p>0$ is the order of the method. Using these TCs and applying AD, we compute TCs for each event function $g_{k}$ up to order $p$. We determine a stepsize $h \leq h_{\text {trial }}$ such that the TS approximations for all $g_{k}$ on $[t, t+h]$ satisfy the same tolerance as the solution. That is, we select a stepsize such that the event functions are monitored with the same accuracy as the solution. Then we rescale the TCs of the $g_{k}$, so they are computed with stepsize $h$.

Denoting by $\left(g_{k}\right)_{i}$ the $i$ th such TC, we write

$$
\begin{equation*}
\widetilde{g}_{k}(\tau)=\sum_{i=0}^{p}\left(g_{k}\right)_{i} \tau^{i} \tag{2}
\end{equation*}
$$

For each $k$, we search for real roots of $\widetilde{g}_{k}$ in $(0,1]$. If no roots are found, the integration continues with the same DAE from $t+h$. If there are real roots in $(0,1]$, denote by $\tau^{*}$ the smallest such root. Assume that it is a root of $\widetilde{g}_{r}(\tau)$, for some $r=1, \ldots, m$. Let $h^{*}=\tau^{*} h$ and $t^{*}=t+h^{*}$.

We compute an approximate TS solution at $t^{*}$ and project it to satisfy the constraints of the DAE. Denote the projected solution by $\mathbf{x}^{*}$. If $g_{r}(t, \mathbf{x}) g_{r}\left(t^{*}, \mathbf{x}^{*}\right)<$ 0 or $g_{r}\left(t^{*}, \mathbf{x}^{*}\right)=0$, then we accept $t^{*}$ as an event point.

However, it is possible that our root finding does not find a real root in $(0,1]$, for any of the $\widetilde{g}_{k}(\tau)$, but at least one event function changes sign at $\left(t^{*}, \mathbf{x}^{*}\right)$. For example, if a $\widetilde{g}_{k}\left(\tau^{*}\right)$ is very close to zero, because of the projection, $g_{k}$ may change sign at $\left(t^{*}, \mathbf{x}^{*}\right)$. In this case, we accept $t^{*}$ as an event point.

[^2]Since an event function changes sign at $\left(t^{*}, \mathbf{x}^{*}\right)$, this point implies a different DAE than the one used to reach $\left(t^{*}, \mathbf{x}^{*}\right)$. Now, we have to re-initialize the integration, as discussed in the next subsection.

Remark 1 When searching for roots of (2), we compute an enclosure of this polynomial in an interval-arithmetic sense as

$$
\left[\widetilde{g}_{k}([0,1])\right]=\sum_{i=0}^{p}\left(g_{k}\right)_{i}[0,1]
$$

(similarly to the approach in 14]). If $0 \notin\left[\widetilde{g}_{k}([0,1])\right]$, then $g_{k}$ does not have a real root in $(0,1]$; otherwise, we call the Proots polynomial root-finder [15] to search for real roots of (2).

### 3.2 Structural Analysis and Consistent Initialization

DaEts does not require that IVs are consistent: it typically finds such from guesses given by the user, However, consistent initialization needs to be revisited for HDAEs.

Example 2 As an illustration of the issues involved, consider the first component in (9), $\Gamma_{0,1}$, and the conditions in (14). If the IVs for $q_{d, 1}, q_{1}, \dot{q}_{d, 1}$, and $\dot{q}_{1}$ at $t_{0}$ are such that $\Gamma_{0,1}\left(t_{0}\right)>\alpha$, then the DAE at $t_{0}$ contains the equation

$$
\begin{equation*}
\Gamma_{1}-\alpha=0 \tag{3}
\end{equation*}
$$

The $S A$ and the computation of a consistent point are done with this DAE; denote it by DAE-A. During these computations, $D A E-A$ is fixed-the values on which the branches depend on do not change.

However, the computed "consistent initial point" for DAE-A may result in $\Gamma_{0,1}\left(t_{0}\right) \in[-\alpha, \alpha]$. Then, the computed values for $q_{d, 1}, q_{1}, \dot{q}_{d, 1}$, and $\dot{q}_{d, 1}$ imply another DAE, denote it by DAE-B, containing the equation

$$
\Gamma_{1}-\Gamma_{0,1}=0
$$

instead of (3). As a consequence, we have a point that is likely inconsistent with DAE-B (see also Sect. (5).

Hence, for a HDAE, we need to find not only a consistent point at each $t^{*}$, but the "correct" DAE and a consistent point for it. This also applies at the initial time, $t_{0}$.

With each combination of values (true or false) in the conditional statements in a HDAE, we associate (informally) a mode. For example, if we have $\nu$ if-then-else statements, we have $2^{\nu}$ modes, which we can number from 1 to $2^{\nu}$.

Currently, we employ the following simple scheme in DaETs. At $t_{0}$, fix values for variables and derivatives on which branches in the HDAE depend on. This allows DAETS to select an initial DAE (without branches) to work with. On the first step and after an event is located, we perform the following:

Do at most $K$ iterations of 1-6

1. Perform SA
2. Set values for an initial point
3. Evaluate the mode
4. Project the initial point
5. Evaluate the mode
6. If the mode has not changed, exit from the loop

The DAE is fixed in steps 1 to 4 . After the projection in step 4 , the projected values may imply a different DAE. If the mode does not change between steps 3 and 5 , then we have computed a consistent initial point for a DAE for which the conditions in the branches have not changed. Hence, we accept this DAE and consistent point. Currently, we use $K=10$, but numerical experiments suggest that generally at most 1 or 2 iterations suffice. If the loop exits and the modes are different, then we cannot find a consistent initial point (see also Sect. 6).

If the mode changes, the new DAE generally has different offsets than the offsets of the previous DAE. Therefore, we may have a different set of variables and derivatives to initialize (see Sect. 5 for an illustration). Since DAETS computes TCs to order much higher than the order of the largest derivative in the DAE, if more values are required to be set in an initial point, we take as initial guesses the corresponding values from the most recent integration step.

## 4 Model of a Parallel Robot

In the sequel we give the dynamical model of a parallel robot working in closed loop for achieving fast planar, two-degree of freedom (DOF), pick-and-place applications [16]. We also give the equations encoded in DaEts.

### 4.1 Modeling

Let us consider the parallel robot schematically shown in Fig. 1 It consists of two $\underline{R} R R$ kinematic chains $P_{i} A_{i} B_{i}(i=1,2)$ connecting in parallel the traveling plate to the base- $R$ denotes a revolute joint and $\underline{R}$ an actuated revolute joint. The traveling plate is reduced to a point $B=B_{1}=B_{2}$, which is moved in the plane by the two arms of the robot. The rotating arms $P_{i} A_{i}$ have length $L$, whereas $l$ is the length of the forearms $A_{i} B_{i}$. The two actuators are located on the $x$ axis with coordinates $x_{p}=x_{p_{1}}=-x_{p_{2}}$. It is supposed that the task assigned to this 2 -DOF robot consists in following prescribed trajectories, such as the one depicted in Fig. We as-


Figure 1: Robot schematics sume that they are given as explicit functions for the position $\mathbf{x}_{d}(t)$ of point $B$. The robot's model parameters are given in Table 1

Table 1: Robot parameters

| description |  | notation | value |
| :--- | :--- | :--- | :--- |
| Motor $(\mathrm{m})$ | $P_{1} x$-coordinate | $x_{p}$ | 0.1 |
|  | $P_{2} x$-coordinate | $-x_{p}$ | 0.1 |
| Lengths $(\mathrm{m})$ | $P_{1} A_{1}, P_{2} A_{2}$ | $L$ | 0.3 |
|  | $A_{1} B_{1}, A_{2} B_{2}$ | $l$ | 0.7 |
| Masses (kg) | arm | $m_{1}$ | 0.82 |
|  | forearm | $m_{2}$ | 0.14 |
|  | nacelle | $m_{3}$ | 0.5 |
|  | load | $m_{l}$ | 5.0 |
| Inertia $\left(\mathrm{kg} . \mathrm{m}^{2}\right)$ | motor | $J_{\text {mot }}$ | $0.37 \times 10^{-4}$ |
|  | gears | $J_{\text {red }}$ | $9.09 \times 10^{-4}$ |
|  | arm | $I$ | 0.018895002 |
| friction coefficients |  | $F_{s}$ | 3.0 |
|  | $F_{v}$ | 0.5 |  |
| gear reduction ratio | $\alpha$ | 50 |  |
| gravity $\left(\mathrm{m} / \mathrm{s}^{2}\right)$ | $\eta$ | 5 |  |

### 4.2 Position equations

Let $\mathbf{x}(t)=(x(t), z(t))$ be the coordinates of point $B$, and let $\mathbf{q}(t)=\left(q_{1}(t), q_{2}(t)\right)$ be the vector of $P_{1}$ and $P_{2}$ articular coordinates, that is of actuated joints coordinates. Position equations are obtained by writing $\left\|\overrightarrow{A_{i} B_{i}}\right\|=l^{2}$, where $\overrightarrow{A_{i} B_{i}}$ depends on both $\mathbf{x}$ and $\mathbf{q}$. They are

$$
\begin{aligned}
& 0=\left(x(t)-x_{p}-L \cos q_{1}(t)\right)^{2}+\left(z(t)+L \sin q_{1}(t)\right)^{2}-l^{2} \quad \text { and } \\
& 0=\left(x(t)+x_{p}+L \cos q_{2}(t)\right)^{2}+\left(z(t)+L \sin q_{2}(t)\right)^{2}-l^{2}
\end{aligned}
$$

which we write as

$$
\phi(\mathbf{x}(t), \mathbf{q}(t))=0
$$

### 4.3 Dynamics

Here we use a simplified modeling for the dynamics of the robot. This is particularly true for the modeling of forearms dynamics, which is done as follows: half the mass of a forearm, $m_{2} / 2$, is added as a point mass at the end of each rotating arm, and a point mass of value $2 m_{2} / 2$ is added to the mass of the traveling plate. This assumption may not be verified in general, but it has been validated for the type of pick-and-place tasks considered for this robot 17.

Then, the vector $\boldsymbol{\Gamma}(t)=\left(\Gamma_{1}(t), \Gamma_{2}(t)\right)$, whose components are the torques of the actuators, is given by

$$
\boldsymbol{\Gamma}(t)=\boldsymbol{\Gamma}_{\text {red }}(t)+\boldsymbol{\Gamma}_{\text {fric }}(t)+\boldsymbol{\Gamma}_{\text {arm }}(t)+\boldsymbol{\Gamma}_{\text {farm }}(t)+\boldsymbol{\Gamma}_{\text {nac }}(t)
$$

where

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mathrm{red}}(t)=\eta^{2}\left(J_{\mathrm{mot}}+J_{\mathrm{red}}\right) \ddot{\mathbf{q}}(t) \tag{4}
\end{equation*}
$$

are the vectors of torques due to the inertia of the motor and gears reflected to the output shaft of the gear box ( $J_{\text {red }}$ is reflected to the input of the gear box); and

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\text {fric }}(t)=\operatorname{sign}(\dot{\mathbf{q}}(t)) F_{s}+F_{v} \dot{\mathbf{q}}(t) \tag{5}
\end{equation*}
$$

are the vectors of equivalent total torques, reflected to the output of the gear box, due to dry and viscous frictions acting between every link. Moreover,

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\mathrm{arm}}(t)=I \ddot{\mathbf{q}}(t)-m_{1} g \cos \mathbf{q}(t), \tag{6}
\end{equation*}
$$

are the vectors of torques due to the inertia and weight of the rotating arm of length $L$, and

$$
\begin{equation*}
\boldsymbol{\Gamma}_{\text {farm }}(t)=0.5 m_{2} L(L \ddot{\mathbf{q}}(t)-g \cos \mathbf{q}(t)) \tag{7}
\end{equation*}
$$

are the vectors of torques due to the inertia and weight of the forearm. Finally, $\boldsymbol{\Gamma}_{\mathrm{nac}}(t)$, the torques generated by the dynamics of the traveling plate for which $2 m_{2} / 2$ has been added, is determined from

$$
\begin{equation*}
0=\left(\mathbf{J}_{x}^{T}(t) \mathbf{J}_{q}^{-1}(t)\right) \boldsymbol{\Gamma}_{\mathrm{nac}}(t)+\left(m_{2}+m_{3}+m_{l}\right)(\ddot{\mathbf{x}}(t)+\mathbf{g}), \tag{8}
\end{equation*}
$$

where $\mathbf{J}_{q}(t)=\partial \phi / \partial \mathbf{q}$ and $\mathbf{J}_{x}(t)=\partial \phi / \partial \mathbf{x}$. In (5), $\operatorname{sign}(a)=1$, if $a \geq 0$ and -1 otherwise; in (8), $\mathbf{g}=(0,-g)^{T}$; and in (4) (8), sign, cos, and the differentiation apply componentwise.

### 4.4 Closed loop control

We are given a prescribed trajectory $\mathbf{x}_{d}(t)=\left(x_{d}(t), z_{d}(t)\right)$. For the robot to track the prescribed trajectory, the joint actuating torques are computed by using a proportional, integral, derivative control in the joint space, with constant gains. Define the tracking error in the joint space by

$$
\mathbf{e}(t)=\mathbf{q}_{d}(t)-\mathbf{q}(t)
$$

where $\mathbf{q}_{d}(t)$ satisfies

$$
\phi\left(\mathbf{x}_{d}, \mathbf{q}_{d}\right)=0 .
$$

We have

$$
\begin{equation*}
\boldsymbol{\Gamma}_{0}(t)=K_{c}\left(\mathbf{e}(t)+\frac{1}{T_{i}} \int \mathbf{e}(t) d t+T_{d} \dot{\mathbf{e}}(t)\right) \tag{9}
\end{equation*}
$$

Here we use $K_{c}=600, T_{i}=300$ and $T_{d}=0.05$. Now, the motor torques $\boldsymbol{\Gamma}(t)=\left(\Gamma_{1}(t), \Gamma_{2}(t)\right)$ are given by, $i=1,2$,

$$
\Gamma_{i}(t)= \begin{cases}\alpha & \text { if } \Gamma_{0, i}>\alpha \\ -\alpha & \text { if } \Gamma_{0, i}<-\alpha \\ \Gamma_{0, i}(t) & \text { otherwise }\end{cases}
$$

where $\alpha$ is the maximum torque that can be delivered by the actuators.

### 4.5 Daets Encoding

Since DaEts does not handle integrals in problem formulation, we introduce two variables $\mathbf{E}(t)=\left(E_{1}(t), E_{2}(t)\right)$, write the integral in (19) as

$$
0=\dot{\mathbf{E}}(t)-\mathbf{e}(t)
$$

and encode in DaEts

$$
0=\boldsymbol{\Gamma}_{0}-K_{c}\left(\mathbf{e}+\frac{1}{T_{i}} \mathbf{E}+T_{d} \dot{\mathbf{e}}\right)
$$

RR $\mathrm{n}^{\circ} 6834$
(We omit $t$ here and below.) For studying the dynamics of this model, it is convenient to consider $\Gamma_{1}$ and $\Gamma_{2}$ as variables, so we can readily obtain their values. It is also convenient to introduce $\mathbf{y}=\left(y_{1}, y_{2}\right)^{T}$ and write $\boldsymbol{\Gamma}_{\text {nac }}=\mathbf{J}_{q} \mathbf{y}$. Taking the above considerations into account, we encode in DAETS the secondorder system of 12 equations in 12 variables, $\mathbf{x}, \mathbf{q}, \mathbf{q}_{d}, \boldsymbol{\Gamma}, \mathbf{y}$, and $\mathbf{E}$ :

$$
\begin{align*}
& 0=\phi(\mathbf{x}, \mathbf{q})  \tag{10}\\
& 0=\phi\left(\mathbf{x}_{d}, \mathbf{q}_{d}\right), \quad \mathbf{x}_{d} \text { given }  \tag{11}\\
& 0=\mathbf{J}_{x}^{T} \mathbf{y}+\left(m_{2}+m_{3}+m_{l}\right)(\ddot{\mathbf{x}}+\mathbf{g})  \tag{12}\\
& 0=-\boldsymbol{\Gamma}+\boldsymbol{\Gamma}_{\text {red }}+\boldsymbol{\Gamma}_{\text {fric }}+\boldsymbol{\Gamma}_{\text {arm }}+\boldsymbol{\Gamma}_{\text {farm }}+\mathbf{J}_{q} \mathbf{y}  \tag{13}\\
& 0= \begin{cases}\Gamma_{i}-\alpha & \text { if } \Gamma_{0, i}-\alpha>0 \\
\Gamma_{i}+\alpha & \text { if } \Gamma_{0, i}+\alpha<0, \quad i=1,2 \\
\Gamma_{i}-\Gamma_{0, i} & \text { otherwise }\end{cases}  \tag{14}\\
& 0=\dot{\mathbf{E}-\mathbf{e}} \tag{15}
\end{align*}
$$

## 5 Numerical results

We use a prescribed trajectory given by

$$
x_{d}=-0.35 \sin (2 \pi t) \quad \text { and } \quad z_{d}=-0.7+0.1 \cos (2 \pi t)
$$

and integrate from $t_{0}=0$ to $t_{\text {end }}=5$.
Initially, we set values for variables on which the branches depend on: $\mathbf{q}=$ $(0,0), \mathbf{q}^{\prime}=(0,0), \mathbf{q}_{d}=(0,0)$, and $\mathbf{q}_{d}^{\prime}=(0,0)$. These values imply $\boldsymbol{\Gamma}_{\text {fric }}=$ $F_{s}+F_{v} \dot{\mathbf{q}}$ in (5), and correspondingly in (13), and $0=\boldsymbol{\Gamma}-\boldsymbol{\Gamma}_{0}$ in (14). The SA determines that the resulting DAE is quasilinear, of index 3, and initial values must be given for $\mathbf{x}, \mathbf{x}^{\prime}, \mathbf{q}, \mathbf{q}^{\prime}, \mathbf{q}_{d}$, and $\mathbf{E}$. We set, in addition to the above values, $\mathbf{x}=(0,-0.6), \mathbf{x}^{\prime}=(0,0)$, and $\mathbf{E}=(0,0)$.

DAETS applies the method from 3.2 and finds, and $t_{0}$, a not quasilinear system of index 3 that requires initial values for $\mathbf{x}, \dot{\mathbf{x}}, \ddot{\mathbf{x}}, \mathbf{q}, \dot{\mathbf{q}}, \ddot{\mathbf{q}}, \mathbf{q}_{d}, \mathbf{y}, \boldsymbol{\Gamma}$, $\mathbf{E}$, and $\dot{\mathbf{E}}$. The solver determines initial values for these variables and finds a consistent initial point for the resulting DAE.

In Fig. 2 we display the signature matrices of the DAEs at $t_{0}$. From the rows corresponding to equation (14), the new DAE takes constant values for $\Gamma_{1}$, and $\Gamma_{2}$. During the integration from $t_{0}$ to $t_{\text {end }}$, 15) switches between 18 different modes, out of $2^{6}$ possible modes. The signature matrix changes only in rows 9 and 10, corresponding to (14).

In Fig. 3 we show the prescribed and computed trajectories in $x-z$ space, and also $\Gamma_{1}$ and $\Gamma_{2}$ versus $t$. In Fig. 4] we show the prescribed and computed by Daets trajectories versus $t$. Their derivatives are shown in Fig. 5 where the located events in $\mathbf{q}^{\prime}$ are also displayed. Finally, plots of $\Gamma_{0,1} \pm \alpha, i=1,2$, versus $t$, along with their located zeros, are given in Fig. 6

DAETS determined successfully all the events in this integration interval, and found the correct DAEs and consistent initial points. It also kept $\Gamma_{i} \in$ $[-\alpha, \alpha]=[-50,50], i=1,2$. The integration time is $\approx 0.65$ seconds on Mac OS X, 2.8 GHz Intel dual-core processor with 2 GB RAM, and the GCC compiler.

|  | $x$ | $z$ | $q_{1}$ | $q_{2}$ | $q_{d_{1}}$ | $q_{d_{2}}$ | $y_{1}$ | $y_{2}$ | $\Gamma_{1}$ | $\Gamma_{2}$ | $E_{1}$ | $E_{2}$ | $c_{i}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0* | 0 | 0 | - | - | - | - | - | - | - | - | $-7$ | 2 |
|  | 0 | 0 * | - | 0 | - | - | - | - | - | - | - | - | 2 |
| 11 | - | - | - | - | 0* | - | - | - | - | - | - | - | 1 |
| 11 | - | - | - | - | - | $0 *$ | - | - | - | - | - | - | 1 |
| 12 | 2 | - | 0 | 0 | - | - | 0 | 0* | - | - | - | - | 0 |
|  | - | 2 | 0 | 0 | - | - | $0 *$ | 0 | - | - | - | - | 0 |
| 13 | 0 | 0 | $2 *$ | - | - | - | 0 | - | 0 | - | - | - | 0 |
|  | 0 | 0 | - | $2 *$ | - | - | - | 0 | - | 0 | - | - | 0 |
| [14] | - | - | 1 | - | 1 | - | - | - | 0* | - | 0 | - | 0 |
|  | - | - | - | 1 | - | 1 | - | - | - | 0* | - | 0 | 0 |
| 15 | - | - | 0 | - | 0 | - | - | - | - | - | $1 *$ | - | 0 |
|  | - | - | - | 0 | - | 0 | - | - | - | - | - | $1 *$ | 0 |
| $d_{j}$ | 2 | 2 | 2 | 2 | 1 | 1 | 0 | 0 | 0 | 0 | 1 | 1 |  |

$$
\begin{gathered}
x \\
z
\end{gathered} q_{1} \quad q_{2} \quad q_{d_{1}} \quad q_{d_{2}} \quad y_{1} \quad y_{2} \quad \Gamma_{1} \quad \Gamma_{2} \quad E_{1} \quad E_{2} \quad c_{i}
$$

Figure 2: Signature matrices of the initial DAE at $t_{0}$ (top) and the DAE found by DaETS at $t_{0}$ (bottom). The numbers in brackets correspond to the equations in (10).


Figure 3: Plots of prescribed and computed trajectories (left) and computed $\Gamma_{1}$ and $\Gamma_{2}$ (right).

## 6 Conclusion

With DaEts, we can integrate systems containing DAEs in a compact form: high-index, any order, and fully nonlinear in highest order derivatives. Thus, when a problem is modeled by a DAE, or HDAE, we can write equations in their "natural" form, without further transformations.


Figure 4: Plots of prescribed $\mathbf{x}_{d}$ and computed $\mathbf{x}, \mathbf{q}_{d}$, and $\mathbf{q}$.


Figure 5: Plots of prescribed $\mathbf{x}_{d}^{\prime}$ and computed $\mathbf{x}^{\prime}, \mathbf{q}_{d}^{\prime}$, and $\mathbf{q}^{\prime}$. The located events in $\mathbf{q}^{\prime}$ are marked with points.

DAETS has proved very effective on DAEs with sufficiently differentiable $f_{i}$, and we have shown promising results towards integrating HDAEs. We do not have to generate DAEs in advance: they are discovered at runtime when events


Figure 6: Plots of $\Gamma_{0, i} \pm \alpha$ with located events.
are detected. This entails little overhead, as when a DAE occurs more than once, the SA analysis is redone for the same structure of a DAE. This leads to mild inefficiency, since the work for SA is small compared to the work for overall integration. One possibility for avoiding repetition of the SA, for the same DAE, is to keep a database of sigma matrices and offsets for each DAE discovered during integration.

Our simple method for consistent initialization does not always lead to discovering the correct DAE and finding a consistent point (cf. 99). Future work will involve adding a robust method for consistent initialization. Namely, when the present method does not succeed, we plan to invoke a more robust algorithm, likely a continuation-based method, similar to the one presented in [9]. Here, we should point out that DAETS has proved accurate and robust when solving pure algebraic systems through continuation [3].

Finally, future work will include detailed numerical analysis of event location and consistent initialization. We aim to incorporate these features in the next release of DaEts.
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