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Abstract. The surface mass balance scheme dEBM (diur-
nal Energy Balance Model) provides a novel interface be-
tween the atmosphere and land ice for Earth system mod-
eling, which is based on the energy balance of glaciated
surfaces. In contrast to empirical schemes, dEBM accounts
for changes in the Earth’s orbit and atmospheric composi-
tion. The scheme only requires monthly atmospheric forcing
(precipitation, temperature, shortwave and longwave radia-
tion, and cloud cover). It is also computationally inexpen-
sive, which makes it particularly suitable to investigate the
ice sheets’ response to long-term climate change. After cali-
bration and validation, we analyze the surface mass balance
of the Greenland Ice Sheet (GrIS) based on climate simula-
tions representing two warm climate states: a simulation of
the mid-Holocene (approximately 6000 years before present)
and a climate projection based on an extreme emission sce-
nario which extends to the year 2100. The former period fea-
tures an intensified summer insolation while the 21st century
is characterized by reduced outgoing longwave radiation.
Specifically, we investigate whether the temperature—melt re-
lationship, as used in empirical temperature-index methods,
remains stable under changing insolation and atmospheric
composition. Our results indicate that the temperature—melt
relation is sensitive to changes in insolation on orbital
timescales but remains mostly invariant under the projected
warming climate of the 21st century.

1 Introduction

At the surface, land ice gains mass through snow accumu-
lation and loses mass through meltwater runoff and subli-
mation. The total surface mass balance (SMB) of a healthy
ice sheet (i.e., not in the process of disintegration) needs
to be positive in the long term, in order to compensate for
mass loss at the base, the peripheral surface and the inter-
faces to oceans or proglacial lakes. The SMB exerts an es-
sential control on the volume and geometry of ice sheets. Re-
sponding directly to climate change, the SMB substantially
influences the waxing and waning of large-scale ice sheets
in the course of glacial-interglacial cycles on timescales of
tens of thousands to 100000 years (e.g., Hays et al., 1976;
Huybers, 2006). The last glacial period was terminated by a
rapid deglaciation, which caused the global sea level to rise
by more than 100 m within 10 000 years (e.g., Lambeck et al.,
2014) and resulted in a complete disintegration of the North
American and Fennoscandian Ice Sheet (e.g., Peltier et al.,
2015). In the present interglacial period, the Holocene, the
Greenland Ice Sheet is the only ice sheet remaining on the
Northern Hemisphere. Today, superimposed on the natural
glacial-interglacial cycle, the anthropogenic climate change
will likely initiate an unprecedented, anthropogenic deglacia-
tion. The Greenland Ice Sheet is presently shrinking, and sur-
face processes are predicted to amplify Greenland ice loss in
the future (Oppenheimer et al., 2021).

Ice sheet models forced by different climate projections
predict a reduction in the mass of the Greenland Ice Sheet
by the end of this century, which could, according to high-
emission scenarios, contribute 9 5 cm to sea level rise from
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2015 to 2100 (Goelzer et al., 2020). This assessment is in
general agreement with earlier studies based on fewer ice
sheet models and different SMB forcing (Rueckamp et al.,
2019; Fuerst et al., 2015). Aschwanden et al. (2019) demon-
strate that gradually increasing surface runoff will become
the predominant reason for GrIS mass loss under the pro-
jected warming of the coming centuries. In the 2002-2017
period, the Greenland Ice Sheet and surrounding glaciers
contributed a total of 1 cm to sea level rise as measured by the
Gravity Recovery and Climate Experiment (GRACE; Tapley
et al., 2004). Reduced SMB explains more than half of the
mass loss of the Greenland Ice Sheet (GrIS) (Sasgen et al.,
2012). The change in SMB, primarily due to intensified melt-
water runoff, has been attributed to positive air temperature
anomalies, a more extended melt period (e.g., Tedesco and
Fettweis, 2012) and a reduction in cloud cover (Hofer et al.,
2017). The GRACE observational period is characterized by
several summers of extreme melt in Greenland, and year-to-
year changes in GrIS mass loss are large in comparison to
the general acceleration over the full GRACE period. Specif-
ically, the 2003-2013 period of accelerating mass loss and
the subsequent deceleration are mostly associated with at-
mospheric circulation change (Greenland blocking, e.g., Fet-
tweis et al., 2013; Bevis et al., 2019). To understand and
predict the response of continental ice sheets to a changing
climate, it is critical to reliably diagnose the SMB compo-
nent. A reliable estimate of the SMB can be produced ei-
ther (a) with empirical approaches or (b) from considera-
tion of the surface energy balance in physics-based schemes.
Empirically, the SMB of the GrIS can be estimated from
near-surface air temperatures, for instance, by the positive-
degree-day method (Reeh, 1991). This particularly simple
approach linearly relates mean melt rates to positive-degree
days, PDDs; PDD refers to the temporal integral of near-
surface temperatures (7)) exceeding the melting point, (e.g.,
Calov and Greve, 2005). Since this scheme has a low compu-
tational cost and is easy to handle, it has been widely used for
long climate simulations (Charbit et al., 2013; Gierz et al.,
2015; Heinemann et al., 2014; Roche et al., 2014; Ziemen
et al.,, 2014) and paleo-temperature reconstructions (Box,
2013; Wilton et al., 2017). The PDD method was calibrated
based on SMB observations from the GrIS and has demon-
strated a good skill to reproduce recent changes in Green-
land surface mass balance (Fettweis et al., 2020). However,
changes in insolation due to long-term changes in the Earth’s
orbit can influence the sensitivity of the SMB to tempera-
ture (van de Berg et al., 2011; Robinson and Goelzer, 2014).
Also, field measurements from glaciers outside of Green-
land reveal that optimal parameters for the PDD scheme
strongly differ for different latitudes, altitudes or climate
zones (Hock, 2003). Therefore it is questionable whether the
empirical Greenland-based parameterization can be applied
to ice sheets outside of Greenland (e.g., the ice sheets of the
last ice age) or in different climates.
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In contrast to empirical approaches, physics-based (and
thus more universal) surface mass balance schemes for ice
sheets and glaciers consider the sum of all energy fluxes Q
into the surface layer to calculate surface melt and refreez-
ing of meltwater. If the surface temperature is at the melting
point, the melt rate is linearly related to the surface layer’s
net energy uptake. Refreezing is analogously related to a net
heat release, but refreezing is limited by the amount of avail-
able liquid water. This asymmetry between melting and re-
freezing implies that unresolved (spatial or temporal) varia-
tions in Q around melting point result in underestimation of
meltwater runoff. Consequently, SMB calculations based on
the energy balance should resolve the region where Q > 0
in summer and should also resolve the diurnal melt—freeze
cycle, which is particularly pronounced for clear-sky con-
ditions. Away from their mostly steep margins, ice sheets
usually rise to high elevations and are exposed to cold air
temperatures. Therefore, melting occurs in a narrow strip
along the ice sheets’ margins, which requires a resolution
that is still beyond the scope of multidecadal global cli-
mate simulations or reanalysis products such as ERA-Interim
(Dee et al., 2011). SMB estimates thus commonly involve
some downscaling of coarse-resolution forcing, either (i) dy-
namically through high-resolution regional climate models,
such as MAR (Fettweis et al., 2017), RACMO, (Noél et al.,
2018), HIRHAM, (Langen et al., 2015) or NHM-SMAP (Ni-
wano et al., 2018); (ii) through the implementation of a one-
dimensional SMB module in the climate model which recal-
culates the energy balance on different elevation classes (Viz-
caino et al., 2010); or (iii) through downscaling of coarse-
resolution climate forcing according to the high-resolution
topography for stand-alone SMB modeling (e.g., Born et al.,
2019; Krapp et al., 2017). Overall, regional climate models
perform best in comparison to observations as was demon-
strated in the Greenland Surface Mass Balance Intercompari-
son Project (GrSMBMIP; Fettweis et al., 2020), which is pri-
marily related to a better representation of topographic pre-
cipitation. The computational cost of regional climate models
prohibits the use of these models on millennial timescales,
which is necessary to study the slow response of ice sheets in
a changing climate. Downscaling SMB via elevation classes
within Earth system models is a relatively complex yet less
costly approach, and first applications yield promising results
(e.g., Vizcaino et al., 2010; van Kampenhout et al., 2019).
Its tight integration into an Earth system model prohibits its
use as a flexible stand-alone SMB model. Stand-alone SMB
models for long-term Earth system modeling usually real-
ize spatial downscaling by a lapse rate correction of coarse-
resolution temperatures to high-resolution topography. These
efficient SMB schemes either involve empirical parameteri-
zations which are not necessarily climate independent (Plach
et al., 2018; de Boer et al., 2013) or usually require at least
daily forcing. The BErgen Snow SImulator (BESSI; Born
et al., 2019) uses a daily time step and considers the surface
energy balance in combination with a sophisticated multi-
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layer snowpack model. BESSI appears to underestimate re-
freezing possibly because diurnal freeze—melt cycles are not
resolved. The Surface Energy and Mass balance model of
Intermediate Complexity (SEMIC; Krapp et al., 2017) also
uses a daily time step but statistically accounts for diurnal
variations in surface temperature. Following a similar ap-
proach Krebs-Kanzow et al. (2018b) demonstrated that the
diurnal melt period can be downscaled from monthly mean
forcing by using the knowledge of the diurnal cycle of in-
solation at the top of the atmosphere, which is a function of
latitude and season.

Here we refine the approach of Krebs-Kanzow et al.
(2018b) and present a novel stand-alone SMB model, dEBM.
The presented model is efficient on millennial timescales
and particularly suitable for Earth system modeling on long
timescales in a modular framework such as Gierz et al.
(2020), as it only requires monthly forcing. The scheme now
also includes an albedo scheme, accounts for changes in at-
mospheric composition and statistically resolves submonthly
variability in cloud cover. In the following section of this pa-
per, we provide a detailed model description. We then dis-
cuss the calibration of model parameters and evaluate the
model against observations and a regional climate model.
Finally, we apply dEBM with climate forcing from a sim-
ulation of the mid-Holocene warm period and from a tran-
sient climate simulation from the preindustrial period to the
year 2100 based on the RCP8.5 scenario (Taylor et al., 2012).
We specifically analyze the sensitivity of meltwater runoff to
temperature change for these two distinct warm periods, to
assess the validity of the empirical PDD method for different
background climates. In the Appendix, Tables Al and A2
provide a list of parameters and variables.

2  Model description
2.1 General concept

The dEBM is based on the surface energy balance and sim-
ulates surface mass balance (SMB), melting (ME), refreez-
ing (RZ), snowfall (SF), snow height (SNH), net runoff (RO)
and albedo (A) at monthly time steps. The model is formu-
lated with a focus on the ablation zone; if surface conditions
do not favor surface melt, the surface mass balance is ex-
clusively controlled by the accumulation of snow. As forc-
ing, the model requires monthly means of total precipita-
tion (PP,;), near-surface air temperature (7;), incoming sur-
face shortwave radiation (SWQ top-of-atmosphere (TOA)
incoming shortwave radiation SW, incoming longwave radi-
ation (LWir) and cloud cover (CC;), and as a boundary con-
dition it requires the surface elevation H,, consistent with the
forcing data. The suffix (; is given to the quantities, as usu-
ally, a coarse-resolution climate model provides these forc-
ing fields. Furthermore a target grid of sufficient resolution
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Figure 1. Histogram of daily cloud cover over the Greenland Ice
Sheet throughout the summer months (June, July, August) based on
daily measurements from up to 11 years of daily observations from
17 PROMICE weather stations.

needs to be defined, and respective high-resolution surface
elevation data H need to be available.

Preparatory processing and downscaling of the forcing
(Sect. 2.4). In the following, Hin, T, PP, SW¥, LWV and CC
denote the respective monthly mean variables after down-
scaling or interpolating to the target grid. The spatial down-
scaling scheme involves a simple elevation correction of T¢;
by applying a spatially and temporally constant lapse rate.
The concept of the temporal downscaling is to separately di-
agnose radiation for “fair” and “cloudy” days and to propor-
tionally account for these days according to monthly mean
cloud cover. This temporal downscaling strategy is based
on additional assumptions and is inspired by an analysis of
PROMICE automatic weather station data (Ahlstrom et al.,
2008). These observations from the GrIS reveal that daily
cloudiness is not normally distributed but forms two clusters
(Fig. 1) with distinct radiative characteristics (Fig. 2).

Melting and refreezing periods (Sect. 2.3). We separately
diagnose monthly melt and refreezing rates from submonthly
periods of positive and negative surface energy balance, re-
spectively (Sect. 2.3). We consider the surface energy bal-
ance of three different cases: the energy balance of cloudy
days, Qcloudy, and of fair days, Ofr.ir, and for fair days, we
additionally consider the surface energy balance of the di-
urnal melt period Qymp. Here and in the following, yp de-
notes quantities relevant during the melt period of fair days.
The energy balance of the downscaled submonthly periods
Ocloudy, Omp and QOg,ir — Omp then yields respective melt or
refreezing rates which contribute to the monthly surface mass
balance (Sect. 2.2).
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The albedo scheme (Sect. 2.6) accounts for an important
positive feedback: melting lowers the albedo of a snow sur-
face, which in turn increases the energy uptake from short-
wave radiation and re-intensifies melting. In consequence the
ablation zone is distinguished by the lower albedo of wet
snow and bare ice from the accumulation zone with higher
albedos of dry and fresh snow. The dEBM distinguishes three
surface types with distinct albedos: bright new snow, dry
snow and dark wet show. The surface type of each grid point
is assigned after an evaluation of the potential surface mass
balance for each surface type, which implies that the surface
energy balance is preliminarily calculated three times using
the respective albedo values.

2.2 The surface mass balance

The main components determining the surface mass balance
and the ice sheet’s meltwater runoff (RO)

SMB = SF — ME + RZ
RO =ME+RF—RZ (1

are discussed individually in the following.

Snowfall SF. SF(PP, T) is a function of precipitation and
near-surface air temperature as described in Sect. 2.4.

Rainfall RF. RF(PP, T) = PP — SF is a function of precip-
itation and near-surface air temperature as described in
Sect. 2.4.

Surface melt rate ME. Melting is assumed to be only pos-
sible if monthly mean near-surface temperature ex-
ceeds a minimum temperature, Tpin. As in Krebs-
Kanzow et al. (2018b), we choose Tryin = —6.5°C. Un-
der melting conditions, melt rates of cloudy days are
linearly related to any positive net surface energy flux
max(0, Qcloudy), and the melt rate of fair days is re-
lated to max (0, Qfair, Omp), With Qcloudy, Otair being
the surface energy balance of cloudy and fair days and
Owmp being the energy balance during the subdaily melt
period of fair days (Sect. 2.3). In most cases Qgir <
Owmp, as outgoing longwave radiation usually dominates
the energy balance of a cold surface in clear nights
(Sect. 2.3). The total melt rate is

1
ME =—-((1 — CC)(max(0, Qfair, OmP))
pLg
+ CCmax (0, Ocloudy)) @)

with latent heat of fusion Ly and the density of liquid
water p.

Refreezing rate RZ. Analogous to melting, we assume that
RZ is linearly related to negative net surface energy
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fluxes. The maximum potential refreezing rate is

1 .
RZpot ZE(] — CC)(min(0, Ofair, Otair — OMP))
+ CCmin(0, choudy)~ (3)

The total refreezing rate is limited by the amount of lig-
uid water (from rainfall RF; see Sect. 2.4 or melting
ME) and the storage capacity. Following the parameter-
ization of Reeh (1991), we assume that the surface snow
layer can hold 60 % of its mass, and the refreezing rate
for the month m is

RZ =min ([(RF + ME),

0.6SNH(m — 1) pwater ’ Rzpot:|> .
Aty

“4)

SNH is the water equivalent snow height, which is a
prognostic quantity; see Sect. 2.7 for details. m is the
monthly time step, and Az, is the duration of month m,
which is always a month here. Meltwater which does
not refreeze within a month is added to the monthly
runoff.

Other contributions to the SMB such as sublimation, evap-
oration and hoar are so far neglected by the dEBM as it is
not expected that our downscaling approach can improve the
respective mass fluxes if these are provided by climate mod-
els. In the framework of global climate models, these pro-
cesses can be diagnosed on larger spatial scales but shorter
time steps. With minor technical modifications, these fluxes
can be individually added to snowfall (SF) and rainfall (RF)
as an additional forcing (negative snowfall does not pose a
problem).

2.3 The surface energy balance

We consider the surface energy balance of a melting surface.
The energy balance of a melting surface can be simplified
by applying the Stefan-Boltzmann law for longwave radia-
tion with the snow and ice surface temperature at the melt-
ing point T; = Tp. As surface temperature is not simulated
by the dEBM, we define a simple temperature criterion for
the near-surface air temperature T > T, to identify poten-
tial melting conditions. We either rule out melting from the
outset or estimate melt rates from this simplified energy bal-
ance, depending on near-surface air temperature (7'), incom-
ing shortwave radiation (SWY) and albedo (A(SurfaceType)),
which is chosen according to the given surface types (i.e.,
NewSnow, DrySnow or WetSnow), and further differentiate
these for cloudy and fair conditions following Willeit and
Ganopolski (2018):

0=(1—-A)SWY+a(T—To)+b
a =6i6a04T03 + B
b=—e€o Ty + eacio (Ty) + R, 5)
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where €; and €, are the longwave emissivities of ice and at-
mosphere, o is the Stefan—-Boltzmann constant, the coeffi-
cient 8 represents the temperature sensitivity of the turbu-
lent heat flux and Ty is the melting point. We use a constant
€; = 0.98 (Armstrong and Brun, 2008) and locally diagnose
€, from the longwave radiation and air temperature forcing.
We define that all fluxes into the ice sheet’s surface layer are
positive. The term R represents all unresolved energy fluxes,
such as temperature-independent turbulent heat fluxes and
heat conduction to the subsurface.

In contrast to Krebs-Kanzow et al. (2018b), parameters
a and b are not constant because the atmospheric emissiv-
ity is diagnosed from longwave radiation and near-surface
temperature. Since QOf,ir and Qcloudy are separately calcu-

lated (Eq. 5), the monthly shortwave radiation SWi] oudy/fair*
albedo Acloudy/fair and atmospheric emissivity €, cloudy/fair
are also differentiated between cloudy and fair conditions
(Sect. 2.4).

Following Krebs-Kanzow et al. (2018b), we also consider
the energy balance of the daily melt period of fair days,
which is defined to be that part of a day when the elevation
angle of the sun exceeds a critical value so that incoming
shortwave radiation exceeds outgoing longwave radiation. In
contrast to Krebs-Kanzow et al. (2018b), we estimate the crit-
ical elevation angle ® for each location to account for the
spatial variability in atmospheric emissivity €, fair. The en-
ergy balance of the daily melt period Qwmp is then

0w = (1 = HSWp + v Tip + bure) ©)
where Qmp represents a monthly mean energy flux with

Ate

MP At qo fair
Ate 3
aMp = —— €i€a fa2ir0 4T,
MP At i€a,fair 0 +,3
At
bvp =~ (—€0 T3 + €asancio (Ty) + R). @

Twp is the near-surface temperature Tyjp during the melt pe-
riod. Tp is parameterized by the positive-degree days per
month as defined in Sect. 2.4. The Aty is the length of the
melt period when the sun exceeds the elevation angle ®. The

ratio 822 converts the energy flux during the melt period to

At
daily fluxes. The g¢ is the ratio SSVV\(,‘(‘)’ (surface shortwave ra-

diation averaged over the daily melt period relative to short-
wave radiation averaged over the whole day). The parameters
qo and At are functions of the elevation angle ®, which
is calculated locally here as we use spatially variable atmo-
spheric emissivity.

2.4 Preprocessing of the climate forcing

The following downscaling steps are conducted prior to the
actual SMB simulation to represent submonthly variability
and spatially unresolved topographic features.

https://doi.org/10.5194/tc-15-2295-2021

2.4.1 Monthly mean atmospheric emissivity

According to the Stefan—Boltzmann law, downward long-
wave radiation can be expressed as a function of atmospheric
emissivity and temperature:

LW(ea, T) = €20 T*. (8)

In preparation of the downscaling of longwave radiation, we
use Eq. (8) to diagnose €, from coarse-resolution down-
ward longwave radiation and near-surface temperatures.

2.4.2 Interpolation

A bilinear interpolation between the source grid and the
higher resolved target/gid generates the fields of Hiy, Tint
SW*, €,, PP, CC and SW.

2.4.3 Spatial downscaling: lapse rate correction of air
temperature

We use a lapse rate of y = —0.007Km™! to transform the
near-surface temperature to the surface elevation Hjc. of the
target grid according to

T = Tint + y (Hice — Hint)- &)

Hi.. may originate from an ice sheet simulation or recon-
struction and thus may differ substantially from the to-
pography used in the climate model (Hjy). The lapse-rate-
corrected temperatures in combination with the interpolated
€, can be used to spatially downscale longwave radiation by
applying the Stefan—Boltzmann law. This spatial downscal-
ing of longwave radiation is here combined with a statistical
downscaling of submonthly variability, as detailed below.

2.4.4 Rain and snow

Precipitation is partitioned into snowfall (SF) and rainfall
(RF) according to the downscaled temperatures 7 follow-
ing Robinson et al. (2010), where SF = f(T)PPjp¢, with the
solid fraction of the monthly mean precipitation, f(7'), fol-
lowing a sine function from 1 to 0 between threshold temper-
atures Tynowy = —7 °C and Tpyiny =7 °C. Below and above
these thresholds all precipitation is considered to be snow
and rain, respectively.

2.4.5 Statistical downscaling of radiative fluxes for fair
and cloudy conditions

We fractionate downward longwave radiation and shortwave
radiation for fair and cloudy conditions:

SW | = CCSWY g, + (1 = COSWy,
LW | = CCLW}, 4, + (1 - COLWy, (10)

To avoid numeric problems, we only apply this separation if
monthly cloud cover is in the range of [0.1 0.9] and other-
wise use unseparated SW| and LW/ to calculate the energy

The Cryosphere, 15, 2295-2313, 2021
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Figure 2. Monthly mean emissivities versus transmissivities for fair
and cloudy conditions, €fyir, €cloudys T fair and Tcloudy Of all sum-
mer months as calculated from up to 11 years of daily observations
from 17 PROMICE weather stations. Every symbol represents the
respective parameters as diagnosed for one individual month at one
station. Colors reflect the respective air temperature measurements.
Black symbols represent the respective dataset means.

balance Q, accounting (not accounting) for the diurnal melt
period during the entire month, if CC < 0.1 (CC > 0.9).
Where we separate cloudy and fair conditions, we need to
introduce two additional assumptions which are based on an
analysis of PROMICE automatic weather station data here
(Ahlstrom et al., 2008). Specifically we analyze daily ra-
diation, cloud cover and air temperature observations from
17 stations, which cover up to 11 years (Fig. 2). Applying
Eq. (8), we diagnose distinct atmospheric emissivities €gir
and ecoudy for fair or cloudy conditions, and similarly we di-
agnose atmospheric transmissivities Tfajr and Tcloudy accord-
ing to
SWi = Tfair,cloudysw (11)

fair,cloudy

with atmospheric transmissivities Tcioudy and gy for fair and
cloudy conditions.

To do so we classify all summer days (June to August)
with cloud cover > 50 % as “cloudy” and otherwise as “fair”
and calculate monthly mean €y, €cloudys Tfair and Teloudy-

Under fair conditions atmospheric transmissivity Trair
is relatively well constrained (Fig. 2). Therefore, we use
Trair = 0.75 to diagnose SW | fair = TrairSW and SW cloudy =
ac(SW | — (1= CC) SW{ ir) from Eq. (11).

To separate longwave radiation, we constrain atmospheric
emissivities by defining A€ to be the emissivity increase due
to cloud cover with

€cloudy = €fair + A€. (12)

This is in line with parameterizations which assume that
greenhouse gas concentration (which is primarily water va-
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por) and cloud cover will influence the atmospheric emissiv-
ity independently (e.g., Konig-Langlo and Augstein, 1994).
The difference between eg,;; and €cjoudy is thus assumed to be
constant, and both values are equally affected by greenhouse
gases. For a given A€, we can determine

€fair = €3 — CC A€
€cloudy = €2+ (1 — CC) Ae. (13)

According to Konig-Langlo and Augstein (1994) and Sedlar
and Hock (2009) the emissivity difference will be Ae ~ (.21
if cloudy and fair conditions correspond to a cloud cover of
100 % and 0 %, respectively. This value is not realistic, be-
cause partially cloud-covered days occur frequently (Fig. 1),
and emissivity and cloud cover are not linearly related. In-
stead Fig. 2 indicates that Ae = 0.155, which is the value we
use to separate longwave radiation in all following applica-
tions.

In Fig. 2 parameters reveal a temperature dependence
which is predominantly associated with the elevation range
of the PROMICE stations. The cloud thickness may be re-
duced at high elevations, and T¢joudy 18 therefore elevation de-
pendent. For tg;; (the empirical parameter in our downscal-
ing) the elevation effect is small by comparison. The temper-
ature dependence in emissivities €fair cloudy 1S in part related
to the larger water vapor content of warmer air and is im-
plicitly accounted for, as we do not constrain €g,;; but only
prescribe Ae.

Positive-degree days

To parameterize the mean temperature of the diurnal melt
period Typ from monthly mean temperatures, we resort to
positive-degree days per month, PDD, here defined to be
the temporal integral of near-surface temperatures 7' exceed-
ing the melting point per month. As in Krebs-Kanzow et al.
(2018b) we use Tiyp = PDDj3 5, with PDD3 5 approximated
as in Calov and Greve (2005) from monthly mean near-
surface temperature 7', and a constant standard deviation of
stdr =3.5°C.

2.5 Initialization and forward integration

For a transient simulation, we initialize the model with no
initial snow cover (SNH = 0) and, for Northern Hemisphere
applications, start the integration with October, the begin-
ning of the hydrological year. After December, we continue
the integration (re)using the forcing of the first year for two
12-month cycles. The first 15 months are considered to be
a spin-up, the following second full cycle is the first year of
the actual simulation. At the end of each month, snow height
is updated according to its surface mass balance (Sect. 2.7).
After September we additionally subtract the snow height of
the previous year’s September, which corresponds to the as-
sumption that snow which is by then older than a year will
transform into ice. On the Southern Hemisphere, the integra-
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tion should start in April, and snow should transform to ice
by the end of March.

2.6 The albedo scheme

Surface melt decreases the albedo of snow and ice, and at
the same time a lowered albedo intensifies surface melt. This
strong positive feedback is a particularly crucial mechanism
accelerating the recent mass loss of the GrIS (Box et al.,
2012). The albedo of ice and snow is thus a critical parameter
in any surface mass balance estimate which is based upon the
balance of radiative and turbulent energy fluxes. The dEBM
distinguishes three surface types: new snow, ANewSnow: dry
SNow, AprySnow; and wet snow or ice, Awetsnow. Each sur-
face type is assigned a pair of albedo values for fair and
cloudy conditions. Following Willeit and Ganopolski (2018),
we assume that the albedo for cloudy conditions exceeds
the respective albedo for fair conditions of the same surface
type by 0.05. To determine the local surface type for a given
month, we preliminarily calculate for these ME(AgurfaceType)
and RZpo¢ (AsurfaceType) as a function of albedo for each sur-
face type. The local albedo is then determined by testing a
sequence of logical conditions which are illustrated as a de-
cision tree in Fig. 3. The scheme first tests whether the new
snow of that month is likely to survive. If this is not the case
the scheme includes some element of persistence: if snow
was wet (dry) in the previous month it is first tested whether
conditions allow that the surface remains wet (dry).

2.7 Snow height

At the end of every month m we update the height of the
surface snow layer according to

SNH(m) = max(0, SNH(m — 1)) + ﬂ(SF —ME +RZ7).
o
(14)

where At,, is the length of month m. It is important to note
that, between months, water cannot be stored within the snow
column. That part of the monthly produced meltwater which
does not refreeze within the same month will be removed
from the snow column and will be added to the runoff. At the
end of Septe