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Abstract

Analyzing and understanding gestures plays a key role in our comprehension

of communication. Investigating the co-occurrence of gestures and speech

is currently a labor-intensive task in linguistics. Although, with advances in

natural language processing methods, there have been various contributions

in this field, computer vision tools and methods are not prominently used

to aid the researchers in analyzing hand and body gestures.

In this thesis, we present different contributions tailored to tackle the chal-

lenges in real-world gesture retrieval which is an under-explored field in

computer vision. The methods aim to systematically answer the questions

of ‘when’ a gesture was performed and ‘who’ performed it in a video. Along

the way, we develop different components to address various challenges in

these videos, such as the presence of multiple persons in the scene, heav-

ily occluded hand gestures and abrupt gesture cuts due to the change of

camera angle.

In contrast to the majority of the existing methods developed for gesture

recognition, our proposed methods do not rely on the depth modality or

sensor signals, which is available in some datasets to aid the identification

of gestures. Our vision-based methods are built upon the best practices in

learning the representations of complicated actions using Deep Neural Net-

works. We have conducted a comprehensive analysis to choose the architec-

tures and configurations to extract discriminative spatio-temporal features.

These features enable the retrieval pipeline to find the ‘similar’ hand ges-

tures. We have additionally explored the notion of similarity in the context

of hand gestures through field studies and experiments.

Finally, we conduct exhaustive experiments on different benchmarks and to

the best of the author’s knowledge, run the largest gesture retrieval eval-

uations using the real-world news footage, the Newscape dataset, which is

a collection of more than 400 000 videos with numerous challenging scenes

for a retrieval method. The assessed results by experts from the linguistics

domain suggest high potential of our proposed method in inter-disciplinary

research and studies.

— vii —



— viii —



Jury members
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Prof. Dr. Stéphane Dupont (UMONS) Supervisor

Prof. Dr. Heiko Schuldt (University of Basel) Supervisor

Prof. Dr. Thierry Dutoit (UMONS) Jury member

Prof. Dr. Volker Roth (University of Basel) Jury member

Prof. Dr. Mark Turner (Case Western Reserve University) External Expert

— ix —





Acknowledgements

First and foremost I am deeply grateful to my supervisors for their invaluable advice, contin-

uous support, and patience during my PhD study. I would like to offer my special thanks to
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Chapter 1

Introduction

Human communication consists of non-verbal modalities such as gestures along with verbal
speech which in many cases complement each other. Nonverbal communication makes up
to two-thirds of all communications among humans [15] and is one of the core components
of human-machine interactions. However, our understanding of the co-occurrence of these
modalities with spoken language is still limited. Gestures can be distinguished from other
movements, segmented, and assigned a meaning based on their forms and functions.

Depending on the language, gestures emerge in all levels of linguistic structures. Typically,
a gesture has rich cognitive dimensions in addition to its communicative dimensions [16].
Generally, gesture and speech are believed to be elements of the same cognitive process, and
investigation of their connection is difficult due to the inexact co-occurrence. The study of
this temporal proximity of gesture and speech identifies gestural and verbal patterns which
happen systematically [17]. The hand gestures that accompany speech are called co-speech
gestures and are generally different from cultural-specific gestures. These types of gestures are
specifically important in providing semantic information beside the speech to disambiguate
the content.

Many different research directions for example in neuroscience [18] and linguistics [19] are
focused on analyzing the co-speech gestures. However, there are still limitations in the avail-
ability of annotated media contents which is essential for these analyses. In the meantime,
projects such as NewsScape [6] have given researchers access to large volumes of news footage
and talk shows, with a tremendous amount of hand gesture and pose instances. But so far
the amount of annotated videos is limited due to the manual annotations of the documents.

Meanwhile in the computer science domain, with the advent of machine and deep learning
techniques, different algorithms and methods are developed which can be used to search in
large-scale media collections. Such a search system can be extended to gesture modality and
be used to explore the videos with gestural content.

1.1 Motivation

The main motivation of this work lies in the current gesture search methods in linguistics and
the capabilities of the retrieval methods in computer science. In the following we explore the
two sides of this topic.
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1.1.1 ELAN and Gesture Search

A large amount of annotations in linguistics is done manually by an existing tool called ELAN
which provides a professional interface to annotate audio and video with text. The manual
annotation of videos requires a large amount of time and effort, due to the need of precise
and accurate labeling of the videos with the right time stamps where the gesture starts and
with the correct gesture annotations. An example of the interface of ELAN can be seen in
Figure 1.1.

Figure 1.1. An example of the interface of theELAN tool for gesture annotation1. Beside the detailed
annotation of timestamps each phrase is uttered, the orientation, motion and configura-
tion of the fingers are specified in this tool.

The annotated gestures are described usually by their form, and sometimes with the function
they have in the speech. For example in Figure 1.1 we see that the hand gesture is tagged as
precision grip and the start/end time of it is specified. Sometimes the gestures do not have a
specific name, therefore they are described with their form. For example, together with the
speech:
“... SHE’S 8 MONTHS OLD, SHE CAN FEND FOR HERSELF. WHO INVENTED WA-
TER? WHAT WOULD YOU SAY TO THAT? I’M WONDERING WHAT YOUR ANSWER
IS. “
The hand gesture corresponding with the What would you say (shown in Figure 1.2) is labeled
as: Flips hand to palm-up position.

When searching for the gestures, either one needs to look for the spoken phrase and explore the
videos to see if the gesture actually happens, or search for the gesture annotation. However,

1Image from https://www.redhenlab.org/

https://www.redhenlab.org/
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Figure 1.2. Sample frames from the gesture accompanying the phrase What would you say which is
annotated as ”flips hand to palm-up position” in ELAN.

despite the high level of details in gesture annotations, the slight variations of the form
of gestures in different situations would result in missing some of the objects of interest.
Additionally, the semantic gap between the translation of a visual event into a text, would
result in loss of information. Therefore, using the same visual query to perform the search to
find the potential similar instances of the same gesture could possibly improve the returned
results and help the linguistic researchers in analyzing the co-speech gestures.

1.1.2 Information Retrieval Systems

Information retrieval refers to the processes of searching for a specific piece of information,
locating and retrieving that data from a collection. These processes are generally divided into
an online and offline (Figure 1.3). The offline process is referring to extracting features of
the collection documents and storing them into a database. The feature extraction is highly
dependent on the collection and the need of information. For example in image collections
these features could be color, shape, or Deep Neural Network (DNN) features. These features
stored in the database will be used in the online retrieval process. The online part of the

Figure 1.3. A high-level overview of multimedia information system separating the offline and online
phase of retrieval.
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retrieval includes the query formulation and performing the search in the database. A query
is the formal statement needed by the information retrieval system to perform the search.
In other words, the query is the description of the desired information by the user. This
description can be expressed in different modalities such as text, audio, image or sketch or
by providing an example to the system (query by example). The search is performed by
comparing the feature vectors of the query and the collection (stored in the database) and
the objective is to find the collection items with the smallest distance in the vector space with
the query.

With the enormous amount of video being produced everyday, the video retrieval processes
have gained more and more attention from the information retrieval community. However,
despite the great achievements and competitive systems developed for in-the-wild video data,
non-verbal communication has not made its way to these systems. Specifically hand gestures,
which are very commonly used in human interactions, have no specific role in the video
retrieval processes and hand gesture retrieval is still an under explored field in video search
systems. Additionally, with the current query formulation techniques, the only mode of the
search is query by example, which does not always find the related media.
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1.2 Contributions

Motivated by the application in linguistics, this thesis opens an under-explored field in the
video retrieval domain. The methods in this thesis are developed to address the challenges
in real-world gesture videos, such as background clutter, occlusion, multi-person, cross-angle
and untrimmed gesture scenarios. Additionally, these videos are only available in RGB,
which limits the functionality of methods using auxiliary modalities, such as depth. The size
and diversity of the real-world video collections is yet another challenge for gesture retrieval
methods.

In the following we briefly outline the contributions of this thesis and how they address these
challenges:

– A domain specific preprocessing method to overcome the challenges existing in real-world
data. Our proposed preprocessing component will detect each individual hand gesture
in a scene in multi person scenarios by creating clips of their presence in consecutive
frames. This component additionally alleviates the susceptibility of the feature extrac-
tion process to background noise and occlusion by spatial segmentation throughout the
video,

– Two gesture specific vision-based similarity learning and retrieval methods are proposed.
The independence from depth modality or other sensor’s signals is specifically important
due to lack of availability of such data in large-scale real-world video collections. The
first feature extraction and metric learning method, ROFI3D is a deep learning based
method which projects the RGB and optical flow streams of the short video clips into
feature embedding. The discriminative feature vectors are used not only for gesture
recognition, but are also used for similarity learning between the gestures. The second
proposed method, RKLSTM, benefits from the spatial attention mechanism in model-
ing the joint movements and embeds the body joints information and RGB data into a
feature space,

– A step was taken toward the binary representation learning and exploring its potential
for hand gesture video retrieval. We evaluated the approach and investigated the limi-
tations and challenges of quantization in this domain,

– Proposed a new query type for hand gesture video retrieval, query by gesture to further
bridge the semantic gap in the human interaction retrieval domain. We have performed
evaluations with both proposed methods with this type of query and analyzed the results
with quantitative and qualitative measures,

– Exhaustive evaluations and analysis is performed on available labeled dataset, as well
as user studies with assessors in different fields to evaluate the quality of the results on
large-scale real-world dataset. Additionally, an in-depth discussion on quantitative and
qualitative results was presented. We further explored the limitations of our proposed
methods, potential improvements and future work.
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1.4 Thesis Structure

This thesis is organized in 5 parts. After the current part which is aimed to motivate and
introduce the problems, the structure of thesis is as follows:

• Part II introduces the fundamental concepts used in this thesis. The gesture taxon-
omy, background on Deep Learning methods and information retrieval are introduced
in Chapter 2. In Chapter 3, we introduce the state-of-the-art in vision-based gesture
recognition based on different preprocessing and feature extraction techniques. We fur-
ther introduce the sparse literature in the gesture retrieval task and present a detailed
description on different methods addressing the challenges in the gesture recognition and
retrieval field.

• Part III Presents the methodology of solving the problems stated in the introduction.
Chapter 4 introduces the dataset needed for training and later for evaluations. Chapter 5
introduces our proposed preprocessing techniques for overcoming the main challenges in
human interaction settings, namely multi person, occlusion and cluttered background.
Additionally, two methods to address the temporal localization of gestures are proposed.
In Chapter 6 we present our feature extraction methods from the theoretical perspective
for gesture recognition and retrieval and all the practical and implementation information
reproduce the methods are explained in Chapter 7.

• Part IV provides a comprehensive evaluation to compare the usability of the proposed
processes with the state-of-the-art when possible. Chapter 8 presents the recognition
results of our proposed methods on relevant datasets. Due to the absence of methods
specifically addressing the task of gesture retrieval, we performed qualitative and quanti-
tative evaluation studies to view the problem of gesture similarity retrieval from different
point of views in Chapter 9. We further discuss the results from both tasks and explore
the limitations and existing challenges in the domain in Chapter 10.

• Part V concludes this thesis with a summary in Chapter 11 and outlines the applications
and future directions in Chapter 12 to address the existing challenges in this domain.
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Chapter 2

Foundations

Understanding the meaning of gestures, in addition to their relevance to the spoken language,
sheds light on the challenges an automatic system can face while recognizing and identifying
them. In Section 2.1, we give a brief overview over the gesture definition from the linguistic
point of view which is the aspect we focus on and the different types of the gestures which
exist, both from the visual and semantic perspectives. Since most of this work is based on
deep learning methods, in Section 2.2 we review the fundamentals of this field in computer
vision, which are being prominently used in our methods. Additionally we introduce the
concept of information retrieval and the similarity learning and the modern methods in this
area in Section 2.3.

2.1 Gesture Definition

Human communication is considered to be divided into two major components: content-
filled verbal and affect-filled nonverbal [20]. Based on this division, expression of emotions,
the presentation of one’s personality and managing the turn taking among others belong
to the nonverbal behavior which is explicitly separated from the verbal form of communi-
cation. However, in contrast to the traditional view of communication, researchers such as
Kendon [21] suggest that at least one form of nonverbal behavior cannot be independent of
verbal communication: Gestures.

By definition, gesture refers to the meaningful and spontaneous hand movements which have
semantic co-occurrence with spoken utterances [22, 23]. Spoken language and gestures can
be considered as a unified system, both originating from a single semantic and mental rep-
resentation to communicate the speaker’s idea and intentions [23]. This also explains why
people gesticulate even when the listener cannot see them for example in telephone conversa-
tion. The co-speech gestures (gestures made while speaking) aid communicating the intention
and transferring supplementary information in addition to that presented in speech [24]. For
example, when describing a building, one may use hand gestures to explain the shape of
the structure. In addition to conveying supplementary information, co-speech gestures are
believed to happen as a result of cognitive processes to assist lexical access. According to
Krauss [25], knowledge representation in human memory has multiple dimensions such as
visual, spatial and motoric, and one memory can be stored via different representations. In
other words, gestures which are considered to reflect spatio-dynamic representations, can help
the word retrieval process from the memory [25].
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Interpersonal non-verbal communication consists of different components, such as eye contact,
body posture and hand movement, of which gestures are one of the key elements. There
are numerous ways of classifying gestures, linguistically, by the form of the hands, by the
interpretation of the meaning, etc. In the following we introduce the different classes of
gestures which are being used in this thesis.

2.1.1 Gesture Taxonomy

There are different types of classifications of gestures available depending on the field they are
being studied in. These categories vary in considering the interpretations of the gestures or
the motion involved in the gesticulation. We describe two main ways of categorizing gestures,
one from the communication perspective, the other from the state of the motion point of
view.

Figure 2.1. Diagram of different categories of gestures from communication and temporal point of
view.

2.1.1.1 From a Communication Perspective

From the interpretation of the gestures and the semantic meaning, gestures are being classified
to two main categories:

Non-manual Hand Gestures or Adaptors are referred to those gestures done when the
person is in discomfort for example in stressful situation or experiencing anxiety. These
gestures psychologically help the speaker to adapt to the situation and are unconsciously
articulated and are less related to the spoken words. Adaptors are divided in three groups
[26,27]:
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• Self Adaptors are gestures made for self-comfort, such as stroking the back of the head
or touching the face (Figure 2.2a).

• Alter-Directed Adaptors are the unconscious gestures in reaction to another person. They
are very similar to the self adaptors, with the main difference that the need of the
articulation is triggered by another individual. An example of alter adaptors would
be crossing the arms when someone enters one’s private space as a defensive reaction
(Figure 2.2c).

• Object Adaptors are the comforting hand movements involving an object such as glasses,
paper, etc. Adjusting glasses or a hat are examples of object adaptors (Figure 2.2b).

(a) Self adaptor (b) Object adaptor (c) Alter-directed adaptor

Figure 2.2. Three examples of adaptor gestures2as unconscious reactions to situations: Self adaptor,
Object adaptor and Alter-directed adaptor.

Manual Hand Gestures are the class of hand gestures which are communicating special
messages and although sometimes articulated unconsciously. They support the conversation
and speech. Illustrators are the class of unconscious gestures produced along with speech to
create a visual image to support the words and an example of manual gestures. For example
when giving directions, one also uses their hands to visualize the path. Manual gestures are
divided into four main categories [28,29]:

• Symbolic or emblematic gestures are hand movements that have conventional forms and
direct verbal translation. These gestures occur both independent or concurrent with the
speech. Emblems are culture dependent and have specific meaning among a class or a
group of people. Examples of symbolic gestures are a wave of hand meaning “hello” or
“goodbye”.

• Deictics or indexical gestures are pointing gestures to an object, place or time and work
the same way as “this” or “that”. These gestures occur simultaneously with speech.

• Beat gestures are hand movements with the rhythm of the speech and do not convey
any supportive content. They are usually used to emphasize a part of speech.

• Lexical or iconic gestures are spontaneous hand movements with more content and are
used to elaborate and support the spoken language and are more universal in their usage
than emblematics. They could visualize a mental representation of an image or air sketch

2Image credits: Figure 2.2a and 2.2c from wayhome-studio/stock.adobe.com and Figure 2.2b from
luismolinero/stock.adobe.com

wayhome-studio/stock.adobe.com
luismolinero/stock.adobe.com
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of path or thought. Iconic gestures are co-expressive with speech but not redundant and
specially they are used in expressing motion.

However, these categories cannot be used globally since occasionally a gesture from a category
is mixed with another, for example beat gestures are often combined with lexical and deictic
gestures . In this case they usually are not put into separate categories, when not knowing
which category is dominant [30].

2.1.1.2 From a Temporal Perspective

In addition to the communicative aspect of gestures, hand movements can be categorized
based on their temporal relationships. This classification is specifically important from com-
puter vision perspective, to decide if a single frame could represent the spatial and temporal
information of a gesture, or multiple frames are needed to get the whole spectrum of a gesture.
Gestures from temporal perspective are divided into two main classes:

Static Hand Gestures tend to remain almost unchanged over time and are known as hand
postures. These type of gestures are formed from various shapes and orientations without any
temporal variation. Static hand gestures are usually recognized base on the shape, orientation,
and the spatial location of the hand toward the body. In addition to the arms, fingers and
their angle to the palm of the hand, play an important role in identification of the static
gestures. Many emblematic such as “okay” signs fall into this category of gestures. Static
gestures can be analyzed by single image and do not require a sequence of frames to find the
temporal dependence and motion of the hands.

Dynamic Hand Gestures are those types of gestures which the hand moves over time. This
type of gestures are composed of a sequence of hand poses with their motion information at
each timestamp. The motion trajectory of the gestures in addition to the shape of the hands
play and important role in identifying these type of gestures. There are three main motion
phases in dynamic hand gestures: preparation, stroke, and retraction. The main message
of the dynamic gestures linguistically are stored in the stroke phase. Most of the co-speech
gestures as well as non-manual gestures are inherently dynamic. To identify such gestures,
a sequence of frames are required to extract the spatial and temporal dependency of hand
movements during the gesticulation.

2.1.2 Natural Language Processing (NLP) and Its Role in Gesture Search

The co-speech gestures, as visible by their names, are accompanying spoken language which
has been studied widely through auditory and verbal channels. A big chunk of the work on
understanding the speech is performed on transcribed text from video or audio which provides
insight on correlation of gestures with the uttered words. Natural Language Processing (NLP)
is essentially a part of artificial intelligence that models human-machine interactions using
natural language.
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The aim of NLP algorithms is to convert the language data into a form that computers
can understand. Among these algorithms, synthetic and semantic analysis are the main
approaches to model these relationships.

Syntax The synthetic analysis refers to the understanding of correlation between the gram-
matical rules with the natural language. With this type of analysis one can derive a relative
understanding from the language via computer algorithms. There are different syntax meth-
ods which are frequently used, for example:

• Lemmatization is the process of grouping the inflected forms of words together for
easier analysis,

• Morphological segmentation divides the words into individual units called mor-
phemes which are the smallest units of a language,

• Word segmentation involves segmenting long texts into smaller units (words) for easier
analysis,

• Part of speech tagging assigns the specific parts of speech (nouns, verbs, etc.) to
individual words,

• Parsing is the technique of extracting grammatical structure of a text by analyzing
constituent words based on their underlying grammar,

• Sentence breaking is the process of determining the boundaries of a sentence in a long
text, and

• Stemming is a technique which reduces a word to its root that affixes to suffixes and
prefixes.

These techniques are used iteratively on an input text to provide synthetic analysis. This
reiteration is important as the produced segments can be grammatically correct, while not
making any sense.

Semantics Semantics refer to the meaning that is conveyed by a text. The process of under-
standing this meaning is an unconscious procedure in humans which relies on our knowledge
and intuition about the language. However, extracting this meaning by computers requires a
different technique which enables them to partly understand the meaning of a language.

To extract the interpretation of the words, there are different semantic techniques, such as:

• Named entity recognition (NER) is a technique which categorizes parts of an un-
structured text into pre-defined groups, such as names, locations, quantities, etc.,

• Word sense disambiguation is concerned with giving meaning to the words in a
sentence based on the context. This is specially important because words typically
have different meaning, and it is important which of those meanings are used in certain
context,

• Natural language generation essentially generates texts that describe input data in
a human language automatically. As a branch of artificial intelligence, Natural language
generation is important in converting large amounts of data into written narrative.
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These two analyses are the main components in supporting human machine interactions in
textual form.

2.2 Deep Learning Fundamentals

With tremendous advances in data capture and data storage devices, the massive stored
information in memory makes analysis of data for different tasks such as natural language
processing, computer vision and information retrieval a tedious task which is accompanied
with errors. Especially the existing heterogeneous and large-scale collections make the con-
ventional trial-and-error-based methods obsolete. As an alternative, machine learning offers
data-driven algorithms and models to analyze and process huge volumes of data. Applications
of machine learning models are so tightly integrated in our daily lives that we might not notice
the process of data analysis and decision making were done by these methods. Deep learning
essentially is a subset of machine learning which produces representations of data through
transformations by numerous hierarchical layers. These algorithms represent the input data
differently at each of these layers and compute more abstract representations based on the
previous layer’s output. Such algorithms are called Deep Neural Network (DNN) based on the
attempt to imitate the function of the human brain in processing the data through different
levels of abstraction.

In the following we introduce the main concepts of deep learning which are used in this thesis
and review the literature in different subtasks of gesture recognition and retrieval.

2.2.1 Multi Layer Perceptron (MLP)

The Multi Layer Perceptron (MLP) is one of the basic components of an Artificial Neural
Network which essentially consists of a perceptron [31] which takes multiple inputs x1, . . . , xn
and computes the output (y) through y = WTx + b where W and b are weight and bias
(Figure 2.4).

Figure 2.4. The details of a single neuron in MLP: The weighted inputs together with the bias
elements pass through the activation function to create the output of a neuron.
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The weights indicate the relative importance of the associated input compared to the others.
While limited in capacity alone [32], a perceptron can be used as a building block for a more
complex model, MLP which is a feed forward network consisting of an input layer, one or
more hidden layers and an output layer. Essentially, in MLP, each layer’s output is the next
layer’s input and is computed through a linear combination

The output of this linear combination is passed to a nonlinear function, namely activation
function with the purpose of adding non-linearity to the output of the neurons and impart
the capability of processing the complex relationship in data. The output of the activation
function z(l) = ϕ

(
y(l)
)
is then passed to the following layers. A schema of a MLP is shown

in Figure 2.5).

Figure 2.5. An example of the interconnections in a three layer MLP with an input layer, one hidden
layer and an output layer where each of these layers consists of multiple neurons.

There are several commonly used activation functions in computer vision such as:

1. Sigmoid is specifically used where a probability needs to be calculated since the output
of the function is in range of 0 and 1 (Figure 2.6a). The function has the mathematical
form as σ(x) = 1/ (1 + e−x) and is differentiable and monotonic.

2. Tanh is practically scaled Sigmoid and squashes the output to the range -1 and 1.
Mathematically it has the form of tanh(x) = (2/1 + e−2x)− 1. Unlike Sigmoid, it has a
zero-centered output, as shown in Figure 2.6b.

3. ReLU which is short for Rectified Linear Unit and computes f(x) = max(0, x) and has
the output in range of 0 to ∞ (Figure 2.6c). This function compared to Sigmoid and
Tanh is less computationally expensive and shown to accelerate the convergence during
training [33]
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(a) Sigmoid activation function (b) Tanh activation function (c) ReLU activation function

Figure 2.6. The illustrations of three of the most common activation functions in deep learning:
Sigmoid, Tanh and ReLU.

4. Softmax is a generalized logistic function usually used to generate a vector of probability
and commonly is used at the end of the network. It is defined as follows:

p =


p1
...

pn

 where pi =
exi∑n
j=1 e

xj
. (2.1)

The objective of an MLP is to learn the relationship between the input data and the target
which is possible thanks to the back-propagation algorithm [34]. Back-propagation computes
the partial derivatives ∂L/∂w and ∂L/∂b where L is the loss function. These partial deriva-
tives are computed one layer at a time and iterated backwards, which ultimately update the
parameters to reduce the error between the predicted output and the target. One of the
most common optimization algorithms used to train the parameters, is the gradient descent
algorithm [35]. Employing the gradients is one way to reach the local minimum, which is the
least error between the prediction and target. The update at each iteration heavily depends
on the value of a hyper parameter called ‘learning rate which determines how big or small a
step toward the local minima should be. Figure 2.7 shows how gradient descent works and
how learning rate could affect the optimization procedure.

2.2.2 Convolutional Neural Network (CNN)

Convolutional Neural Networks (CNNs) are tightly associated with computer vision due to
the seminal work of Krizhevsky et. al [33] which was originally introduced in 1989 [36, 37].
This type of deep learning models relies on the mathematical operations called convolutions
which are specifically useful for data with grid-like topology such as images. In the context
of MLP, a convolution is a linear operation which multiplies a set of weights with an input,
which in this case is an array. The weights form a two-dimensional array, which is called filter
or kernel. The primary purpose of CNN is to extract features from the input data. CNNs
primarily consist of three different types of layers:

1. The Convolution layer performs convolution operations as rectangular grid and computes
a linear feature map (see Figure 2.8). Give an output y of previous layer ℓ− 1 with size
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Figure 2.7. A simple explanation on how gradient descent with small and big learning rate works.
Selecting improper learning rate during training would cause the divergence from local
minima.

M ×N , a linear feature map fmℓ
ij is calculated by:

fmℓ
ij = σ(

m−1∑
a=0

m−1∑
b=0

waby
ℓ−1
(i+a)(j+b)) (2.2)

where w is the learnable filter. Then a non-linear activation layer is applied on fmℓ
ij as:

yℓij = σ
(
fmℓ

ij

)
(2.3)

with σ(.) being one of the activation functions explained above (see also Figure 2.6). In
addition to the dimension of the convolutional filter, stride denotes the number of pixels
the filter window moves after each operation. Here an example of a two-dimensional
convolution with stride s = 1 is shown in Figure 2.9. The convolutional filter dimension

Figure 2.8. 2D convolutional layer in a nutshell: The 2D Kernel moves as a sliding window over the
input and generates the output.

is not limited to two and can be generalized to three and one case (Figure 2.10). A
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1D convolutional filter slides along one dimension, such as audio and text data [38].
Three-dimensional convolutional filter is important for 3D input data, such as videos [1].

Figure 2.9. 1D convolutional layer in a nutshell: The 1D Kernel window scans the input with the
stride one and generates the output elements.

Figure 2.10. 3D convolutional layer in a nutshell: The 3D Kernel is applied on the 3D input such as
video and generates the output.

2. The Pooling layer or down-sampling layer reduces the spatial size of the feature maps
generated by the convolutional layer to decrease the computational complexity of the
network as well as introducing spatial invariance. Max and Average pooling are most
common pooling layers used in CNNs where the maximum and average value of the
filter window are selected respectively. A Pooling layer also can be generalized to three
dimensions, Figure 2.11 visualizes the pooling.

3. The Fully Connected (FC) layer is essentially an MLP used to convert the two dimen-
sional feature map to a one-dimensional vector. This layer usually is used towards the
end of the network and can be used as the optimization of prediction of the target.
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Figure 2.11. 2D Maxpooling as one of the most common pooling operations: The output of each
Kernel is the highest element in the Kernel frame.

Using these layers, a CNN transforms data – for example an image – to a prediction which for
example could be a class score. The convolution layer and fully connected layer’s parameters
will be trained with gradient descent which minimizes the output error. Figure 2.12 shows an
example of a CNN (Alexnet) which is used for handwritten digit recognition. The network
consists of five convolutional layers and three FC layers. As it can be seen, the output of
the layers at the beginning of the network are more representing the low level features such
as edges, while the deeper the network gets, the representations become closer to the actual
target.

Figure 2.12. An overview on the Alexnet [1] architecture diagram consisting of convolutional, pooling
and fully connected layers.

2.2.3 Recurrent Neural Network (RNN)

RNNs are another type of neural network with the ability to remember the input. The history
of the algorithm goes back to 1980’s [34] but the actual potential of them was discovered
only in the recent decade with increase of computational power and data availability. These
networks with an internal loop-wise connection, allow the information to persist inside the
network and be especially helpful in tasks such as speech recognition and sequence modeling.
One of the special types of RNN is LSTM [39] which has proven useful for computer vision
tasks with sequential data. The original idea of RNNs could infer a prediction based on recent
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information, however, once the information for this prediction is not as recent anymore, the
RNN fails to connect the information. In other words, the gradients which are used to update
the weights according to the predicted error, diminishes when propagated backwards through
the network. This problem is referred to as vanishing gradients and makes the network
harder to train. LSTM is specifically designed to overcome this situation by remembering
long periods of information. RNNs consists of a repeating module which can be a simple
structure of a neural network (Figure 2.13).

Figure 2.13. A simple structure of RNN. Each hidden layer at each timestamp t generates an output
as well as input to the next hidden layer.

However, in LSTMs this neural network structure is rather different and more complex, as
shown in Figure 2.14. It contains different gates to ensure access to the memory, either by
adding or removing it. The three gates namely input, forget and output, allow LSTM to let
new input, delete the information or let it impact the output. These gates, practically, are
layers of neurons with Sigmoid activation functions which in essence are differentiable and
enable the training through back-propagation.

Figure 2.14. Architecture diagram of LSTM unit containing the input, forget and output gates.
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The information arriving at a LSTM unit first passes through a forget gate. The hidden state
of the previous timestamp ht−1, together with the input at the current timestamp xt are fed
to this gate which is essentially a layer of neurons with Sigmoid activation function to output
a value between 0 to 1, where the latter is the pass ticket to cell state Ct−1. In other words,
the cell state is the memory of an LSTM unit while the hidden state is the output of the unit.
Mathematically speaking:

ft = σ (Wf · [ht−1,xt] + bf ) (2.4)

where Wf is the weight matrix, bf the bias and σ(.) is the Sigmoid function. The next step
is to indicate the new information which is going to be added to the cell state via the input
gate. Here also layers of neurons with Sigmoid function, ht−1 and xt as input decides if the
values are updated. Then, a new vector is created to be added to the cells state:

it = σ (Wi · [ht−1,xt] + bi)

C̃t = tanh (WC · [ht−1,xt] + bC)
(2.5)

where C̃t is the vector of new values,Wi and WC are weights matrices and bi and bC are
biases vectors. At this stage, ft, it and C̃t are used to update the cell state Ct−1 to Ct as:

Ct = ft ∗Ct−1 + it ∗ C̃t (2.6)

where ∗ is the Hadamard product. The last step at the LSTM unit is to produce the next
hidden state which is dependent on the updated cell state as well as ht−1 and xt:

ot = σ (Wo [ht−1,xt] + bo)

ht = ot ∗ tanh (Ct)
(2.7)

where ot is the output of the output gate, Wo is the weight matrix and bo is the bias vector.
There are different improved types of LSTM such as bi-directional LSTM which enables the
network at every point to have complete sequence information about all points either before
or after it [40].

2.2.4 Attention Mechanism

One of the models where RNNs are prominently used is in the seq2seq model which transforms
a sequence of input to a sequence of output, both with arbitrary length. This model originally
was introduced for language modeling [41] and extended to machine translation and computer
vision as well. Such models have an encoder to produce an embedding and decoder to generate
the output sequence which are both RNN models. While seq2seq models are increasing the
RNN capabilities, the memory that they can access from a context is not unlimited. Therefore,
in long sequences of input important information would get lost. To reduce the impact of loss
of information in long sequences, the concept of looking at different elements of the sequence
was suggested by [42] which is the equivalent notion of what we call attention today.
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Although there is an explicit way of forcing the network to focus on a part of a sequence and
weigh its sensitivity to the input, we should not forget that very deep neural networks are
already a form of implicit attention [43]. A trained model over different layers learns to ignore
some parts of the input or prefer some parts to the others, for example in images, human
bodies or poses [44].

The explicit attention, which from now on will be referred to as attention, has two main types:
soft and hard attention. In the encoder-decoder RNN, given a source sequence x of length n,
output sequence y of length m,

x = [x1, x2, . . . , xn]

y = [y1, y2, . . . , ym]
(2.8)

the hidden states of the encoder and the decoder are hi and st = f
(
st−1,yt−1, ct

)
respectively.

The attention score is calculated based on the alignment model of the pair of (yt, xi):

αi,j = align (yt, xi) =
exp (score (st,hi))∑n

j′=1 exp
(
score

(
st,hj′

)) (2.9)

The set of αi,j are the attention weights defining how much of the input hidden state should
be considered in the output. There are different alignment score functions which are being
used in different applications. One of the common functions are additive [45] which is defined
as following:

score (st,hi) = v⊤
a tanh (Wa [st;hi]) (2.10)

where v⊤
a and Wa are weight matrices to be learned.

2.2.5 Transfer Learning

An important property of deep learning methods is their ability to generalize a model designed
for one task, to another one [46,47]. One of the popular methods is to use a pre-trained model
as a starting point for a different task and help the model to generalize to the new task [48].
Transfer Learning is a technique to fine tune previously trained DNN parameters for a new
target task. Practically, this method only works when the model features of the first task is
general and can be optimized for the second task [46].

The key for a transfer learning method to work, is the careful selection of the source task
and the dataset which the model is trained on. The selected source task should have some
similarity to the task in hand, to be able to use the learned representations. For example, a
CNN trained on cars, can be used to detect trucks as well. Additionally, the dataset that the
original task is trained on, should be large enough to help to enable the model to generate
general and diverse representations.

The process of transfer learning starts with a pretrained model. This model can be either
trained from scratch or be of the existing models available from other researches on different
datasets. When reusing this model, the objective needs to be adjusted to the task in hand.
The features generated are more generic in early layers and they become more specific the
deeper the network gets. Therefore, it is important to change the last layers and adjust them
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to fit our objective and train them. As a rule of thumb, if the new dataset does not have more
than a few samples per class, only the new layers are re-trained and the rest of the network
remains untouched. However, if the second dataset contains a large number of samples per
class, the whole model will be retrained, using the initial weights from the original model.

2.3 Information Retrieval

Information retrieval is a broad term referring to the methods which are designed to obtain a
subset of information from a collection of documents. The process starts with a user specifying
a query and the information retrieval model searches the database of stored documents to find
the items relevant to the query and match its specifications. The documents in an information
retrieval can have any modality. The earlier information systems were mostly concerned with
text, as the means to search in the written documents, however, the modern information
retrieval has extended this to other media types and modalities.

The search process ideally would find the exact match to the specified query , however, in
multimedia information retrieval, this is not always possible. Therefore finding the similar
documents is the next best result of the process. While similarity sounds like a simple
concept because we use it in our everyday life, when it comes to information retrieval, it gets
ill-defined [49]. When talking about actions, one might think skiing on snow or grass are
similar, since both share almost the same equipment, however for someone else they would be
two completely different actions. Due to this ill defined notion of similarity, it is most useful
to quantize the similarity with a certain function, so it can be comparable.

In the following we explain the retrieval mechanism, specifically how the query is formulated
and encoded. Additionally we introduce how the similarity is quantized and learned by deep
neural networks.

2.3.1 Query Formulation

A query in an information retrieval system is the expression of the mental image one has
for the desired search result. Depending on the capabilities of the retrieval system, and the
information needed, the query can have different forms.

Keyword-based queries is a type of query in which the user describes the desired information
using text and the results will be a textual subset of the collection. As an example, one might
be interested in reading the manual of a camera, and would search the stored documents by
the keyword “Nikon D7500”. Once the collection is not textual itself, the need for some sort
of meta-data or annotations would be necessary. Following the same example, one might be
interested in finding the pictures taken by “Nikon D7500” in a gallery which is stored in the
meta-data of the images [50].

The annotations for the documents can be manually or automatically generated for the spe-
cific type of document. For example in gesture video collections, linguist experts would go
over the documents and describe the gestures within the video. However, thanks to the re-
cent developments of computer generated text for images and videos, one can generate the
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annotations automatically [51]. An example for such a situation would be a picture where
the camera body is shown, and the generated caption would include the brand and the model
written on the device.

Query by example is another way to formulate the queries which could possibly reduce the
semantic gap which mostly occurs in translating one’s mental perception of the desired infor-
mation to the query domain. Essentially the query is an example of the desired information
with the same modality [52]. For example in this case one could search for the Nikon D7500
camera by using the picture of this device as an example.

Query by Sketch is yet another type of query formulation where the user tries to illustrate
the mental image of the desired information as a sketch. This type of query also can potentially
lower the difficulties of expressing one’s idea about the query [53].

Others: The query formulation does not limit to the three above-mentioned categories and
can be extended to the need when developing an information retrieval system. For example
one can express the music they are looking for by singing or by performing an activity such
as jumping to search for similar action.

2.3.2 Vector Space Mapping

Once the query is formulated, the next step is to find a common representation between the
modalities of the query and the collection to find the similarity. This representation modeling,
which also is referred to as encoding, is a step to map the information from one domain into
a vector space. The generated vector is used to describe the document. This mapping is done
using inherent features of that domain, for example in textual documents word frequency
is used to represent the document in vector space [54]. This representation in vector space
depends on the type of media, for example for images, color features can be used to describe
the document. Alternatively, the previously mentioned feature extraction methods based on
deep learning can be used in this step as well.

2.3.3 Similarity Comparison

Once the collection is represented in vector space based on some defined features, they are
stored in a database and will be used for the comparison. When the query is formulated, it
also is represented to the feature space, analogous to the collection space, and the vectors are
used to find the relevant instances in the collection. This comparison is done via a distance
metric in the vector space, and according to the distance, the similar items of the collection
would have a smaller distance to the query.

In addition to comparing the features which are extracted from the query and the collection
solely based on the inherent characteristic of them, There are similarity learning methods
which map the documents to a feature space according to their similarity with other doc-
uments in the collection. This method of extracting features would enhance the result of
similarity comparison and retrieval.
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Figure 2.15. Similarity preserving in embedding via contrastive learning. The similar pairs are
mapped in closer distance points and the dissimilar pairs will have larger distance
from each other in vector space.

Deep metric or similarity learning is a task in different domains, including computer vision,
which aims to learn a similarity function to identify how similar two instances are. This
learning procedure contains three main steps:

• Feature extraction which projects the data into an embedding. This step sometimes is
referred to as encoding phase and the extracted feature is the latent vector. This part
could be a CNN or RNN architecture, depending on the input data. There are two main
architectures to generate such latent vectors: Siamese network [55] and Multimodal Auto
encoders [56].

• Comparison with the collection according to a distance metric. The distance metric used
for this comparison is usually the Manhattan distance or Euclidean distance:

Manhattan
(
e(1), e(2)

)
=
∑
i

∣∣∣e(1)i − e
(2)
i

∣∣∣ (2.11)

Euclidean
(
e(1), e(2)

)
=

√∑
i

(
e
(1)
i − e

(2)
i

)2
(2.12)

• Classification of the results. The distance measure determines which two pieces of data
are similar or dissimilar. This can be done by setting a threshold and labeling the
distances above the threshold as dissimilar and vice versa which generates a ranked list
based on the similarity differences between the data points. A more efficient way is to
use a classifier such as logistic regression to learn this similarity.

In the following we explain the specifics of the Siamese network and different types of it.
Siamese network architectures are essentially two identical networks which share the parame-
ters and weights. In contrast to classification networks whose objective is to predict a target
label for a data point by minimizing a cross entropy loss function, in Siamese networks other
loss functions such as contrastive loss and Triplet loss are used.
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Contrastive loss is a distance based loss function used to learn the embeddings in a way that
two similar data points have smaller Euclidean distance than two dissimilar data points [57]
(Figure 2.15). The loss function in this case is defined as:

loss(d, sim) =
1

2
× sim× d2 + (1− sim)× 1

2
×max(0,m− d)2 (2.13)

where d is the distance between the feature vector of an output of a network, sim is the
similarity label of the input and m is the margin. In the training process, the embedding of
the dissimilar inputs are learned in a way that the distances between them are larger than
margin m. In this case, Y = 0 and the loss function will be:

loss(d, 0) =
1

2
×max(0,m− d)2 (2.14)

However, for the similar data points, the embeddings are learned to have smaller distance. In
this case, Y = 1 the loss becomes:

loss(d, 1) =
1

2
× d2 (2.15)

Triplet loss Differently from contrastive loss, the triplet loss function takes three input data
at each time to compare their distances [58]. In contrast to contrastive loss, where the data
points were randomly chosen, the samples for triplet loss are intentionally chosen from similar
or dissimilar data points: Anchor is the point of comparison between two other samples, a
positive sample s+ which is the data point similar to the anchor and a negative sample s−

which is the dissimilar data point to the anchor. The loss function in this case is defined as:

D(s, s+) < D(s, s−) (2.16)

L(s, s+), s−)triplet = max(D(s, s+)−D(s, s−) +m, 0) (2.17)

where d1 = D(s, s−) is the distance between the anchor and the negative sample and d2 =
D(s, s+) is the distance between the anchor and the positive sample and m is the margin
constant as shown in Figure 2.16. The training process involves minimizing the distance
between the anchor and positive sample, and maximizing the distance between the anchor
and negative sample.

2.3.4 Retrieval

Either of the two above mentioned methods, or any other feature extraction can be used as
a similarity preserving encoding method to populate the database for the retrieval. Once
these features are available, the query is also mapped to the same space and according to
the distance to the features in the database, the closest instances to the query are retrieved.
These retrieved results would include true positives if they are representing similar content
to the query or false positives when they are not related to the query. Depending how big is
the data collection, and how much of the results are selected to be shown to the user, there
will be false negatives, which are the results related to the query but not shown to the user
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Figure 2.16. The concept of triplet similarity learning: during training, the network tries to get
the anchor and positive sample closer to each other, and at the same time anchor and
negative sample further from each other.

or are ranked at the bottom of the list, or true negatives, which are actually not related to
the query and should not be shown to the user.

According to the number of true positives, and the ranking presented by the retrieval system,
one can judge the performance of a retrieval system, which is a topic to be discussed in the
evaluation chapter.



Chapter 3

Related Work

In this chapter we explore the background research in the areas related to gesture recognition
and retrieval. Specifically, in Section 3.1 we review the existing literature in vision-based
hand gesture recognition in computer vision including various preprocessing methods (Sec-
tion 3.1.1), and the techniques for classifying and identifying gestures ( Section3.1.2). In
Section 3.2 we explore the research done in the field of retrieval. Although there is numerous
literature in hand and body posture understanding, retrieving these gestures, which inherently
have different challenges compared to recognition, has not been as much in the spotlight and
remained an under-explored field in computer vision. In Section 3.2.1 we review the related
work in the field of video retrieval (because of the common media type with gesture retrieval)
and explore the methods and challenges in this task.

3.1 Vision-Based Gesture Recognition

Vision-based hand gesture recognition is mostly referred to as finding the re-occurrence of
spatio-temporal patterns representing hand gestures. The recognition of dynamic hand ges-
tures necessitates a different approach than static gestures, as in the former there is a tem-
poral dependency between the gesture frames, and one keyframe cannot represent a gesture.
A gesture recognition system consists of three main components; Preprocessing, Feature Ex-
traction and Identification. In this section we explain the role of each component and explore
the literature in each module.

3.1.1 PreProcessing techniques

The main difference between actions and gestures are the body parts being involved. In the
actions, usually the whole body is performing the action, but in gestures, tend to be localized
and performed by specific body parts. The action recognition methods are highly dependent
on the environment in which the action takes place as well, however, for gesture recognition,
the content of the gesture is not related to the environment. Therefore using the action
recognition methods for the gesture recognition task results in poor performance.

3.1.1.1 Instance Segmentation

Image classification in computer vision is the task of specifying a class label for an image based
on what is visible and shown. For example Figure 3.1 illustrates a classification algorithm
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which tags the image as car. While classification can answer the question what, it cannot
answer the question where. Object detection is another task which specifically is designed to
answer the question What is where in the image?. Object detection locates the presence of
objects in an image or sequences of images (videos), based on the label of the object using
bounding boxes around the object of interest.

Figure 3.1. Using deep learning for classification tasks. the output of the network is a prediction of
a label with a probability score.

Object Instance Segmentation

While object detection methods can locate and label single or multiple objects in an image,
image segmentation identifies every pixel in an image with a specific label. Generally speaking,
there are two main approaches with major difference in image segmentation as shown in
Figure 3.2:

• Semantic segmentation refers to the process of identifying each pixel with a class
label. By making dense prediction over an entire image, semantic segmentation creates
a fine-grained mask over all instances of one object.

• Instance Segmentation – in contrast to semantic segmentation – will identify pixels
with the same label for each instance of an object. In other words, if there are multiple
instances of the same class in an image, instance segmentation would separate them.

Figure 3.2. Comparison of object recognition, semantic segmentation and instance segmentation
(Image from [2]).

Both approaches of image segmentation have numerous applications and there is a rich lit-
erature using different methods to accomplish these tasks with higher accuracy. Traditional
image segmentation algorithms used histograms [59], edges [60] and clustering [61] among
other methods for pixel-wise identification of objects and scenes. Despite their simplicity,



Foundations and Related Work 37

memory efficiency and speed, the conventional methods of image segmentation require a lot
of specific tuning and have limited application in complex scenarios.

Deep learning based approaches for image segmentation serve as a function, where the input
image goes through a process of feature extraction using a model which is trained to iden-
tify which features of an image are important for this task. A general Image segmentation
algorithm can be thought of as an encoder-decoder architecture where the encoder is respon-
sible to extract discriminative features and identify the objects with their locations, and the
decoder projects this representation to the pixels and maps it to the regions of the image.

Region based Methods One of the widely used approaches for semantic segmentation are
region based methods with segmentation through recognition approach. The pipeline involves
selecting regions of an image and performing feature extraction on each region, and finally
classifying them. The region mask usually will be projected on the original image by labeling
pixels according to the highest scoring region (see Figure 3.3).

R-CNNs [62] as one of the prominent methods in this group extracts multiple region propos-
als using selective search [63] and employs CNNs as the feature extractor of each proposal.
The extracted features which have a fixed size –thanks to affine image warping– are fed to
a category-specific linear classifier. Although R-CNN can be built on top of different CNN
architectures and significantly benefits from the discriminative CNN features, it specifically
suffers from the lack of spatial information in the features as well as region boundary gener-
ation.

Fast R-CNN [64] is a successor of R-CNN for object detection which uses RoIpool to generate
one Region of Interest (RoI) per image by extracting a fixed length vector from the feature
map. This extension considerably improved the accuracy and speed of the algorithm. While
specifically designed for object detection, it found a base for image segmentation methods
such as MultiPathNet [65] which uses segment candidate proposals from [66] to refine the
RoIs from Fast R-CNN.

Figure 3.3. The architecture diagram of R-CNN
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As another extension to the R-CNN family for object detection, Faster R-CNN [67] uses
Region Proposal Networks (RPNs) instead of selective search to extract object proposals
directly from CNN feature maps. The RPN uses a sliding window to detect anchor boxes,
and predict the probability of the box containing an object, and if yes adjust the bounding
box to fit the object.

Fully Convolutional Network (FCN) based methods Another popular line in the image
segmentation field is FCN-based approaches. These methods learn a pixel to pixel mapping
circumventing RPNs. Originally, CNNs required fixed size image input due to the fixed
Fully Connected (FC) layers. FCNs overcomes this limitation by removing the FC layers
and using only convolutional and pooling layers which gives the network the flexibility to
infer predictions based on arbitrary sized inputs. One of prominent methods using FCN is
Mask R-CNN [68] which is an extension of Faster R-CNN to predict the segmentation mask.
This method essentially is using a FCN [69] on top of the feature extraction and generates
a binary matrix with 1 on locations where the pixel belongs to the recognized object and 0
elsewhere.

One of the main drawbacks of the earlier works with FCN was the low resolution of the object
boundaries due to the multiple downsampling and pooling layers in FCN. To overcome this
issue SegNet [70] uses an upsampling technique by storing the max-pooling indices which
results in improved segmentation boundary delineation. Unet [71] is another alternative to
overcome the information loss in FCN. The authors propose to have direct connections to
the upsampling layers directly before pooling layers. The additional information about the
details of the input image will result in fine grained segmentation boundary prediction.

Human Instance Segmentation

Human Instance segmentation is a subcategory of Instance segmentation, which due to the
human body characteristics, and the human interactions, imposes challenging difficulties. Es-
pecially, in interactions where the co-speech gestures mostly happen, the occlusion and multi
person scenarios are pronounced challenges. Using pose estimation for tailoring the segmen-
tation map to the human body is one of the popular multi person segmentation methods.
There are two types of pose estimation approaches:

• bottom-up approach, detects body key-points and then generates the segmentation mask
based on these key-points. Next, it groups the key-points into body joints to generate
body pose estimation [72]

• top-down approach uses human detection methods to obtain proposals followed by pose
estimation for single person [73,74].

Multi-person scenario: In this case the bottom-up approaches are often adopted to generate
instance proposals. Tripathi et al. [75] in Pose2Instance condition semantic segmentation on
human key-points and generate a pose-instance map, even in occluded situations. Person-
Lab [76] also follows the same process by associating semantic segmentation of humans and
human poses in the entire image by forming a geometric embedding. However, both of these
methods highly depend on the performance of the joint grouping which makes them compa-
rable with generic semantic segmentation methods. PoSeg [77] eliminates the low recall rate
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effects of segmentation based methods, by using local and global refinement blocks to tailor
the segmentation map to the human pose.

Pose2Seg [8] is another bottom-up approach using body key-points to estimate the pose and
then transform them by the affine-align operation to map to pose templates. This approach
extracts the spatial features from the detected human instances in the video frame and skeletal
features from pose key-points. The skeletal features are formed by the Part Affinity Fields [10]
and confidence maps which indicated the pairwise relationship of the body parts and the
probability of the existence of the body part in the predicted location, respectively. Lastly,
the segmentation model named SegModule is applied which creates final masks of human
segmentation.

3.1.1.2 Temporal Localization

Similar to the object segmentation, segmenting and localizing a specific action in video re-
quires specific search and is crucial for fields such as action and gesture recognition. In videos
containing gestures, there is a sequence of frames which form a gesture and often times, dur-
ing a conversation, other gestures as group of frames will follow. This is illustrated in Figure
3.4. To correctly recognize these gestures, we need to accurately localize and segment them
temporally.

Figure 3.4. A simple illustration of temporal localization task where there are sequences of video
without gestures.

The temporal localization methods are tightly connected with action detection and many
approaches exhaustively tackle this problem in two stages: classifying and sliding window.
The simplicity of implementation made these methods a popular approach in action and
gesture recognition tasks. However, covering all the video with different window sizes, imposes
computational costs and are considered inefficient. Another category of two stage methods
is focusing on generation action agnostic temporal proposals and pass these trimmed clips
to classifier for prediction. A temporal action proposal is a trimmed video clip which may
contain events defined by start and end of the clip.

Anchor-based methods: Anchor-based methods generate a set of proposals using multi-scale
anchors. Segment Convolutional Neural Network (S-CNN) by Shou et al. [78] used multi-scale
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anchors with regular temporal intervals and passed them to a C3D [79] to generate a binary
classification for generating the proposals. However, the high overlap between the anchors are
computationally expensive and as long as they are not high enough, the temporal proposal
boundaries remain inaccurate [80]. Temporal Unit Regress Network for Temporal Action Pro-
posals (TURN-TAP) [81] inspired by faster R-CNN overcomes this problem by constructing
clip pyramids and performing temporal coordinate regression on adjacent windows.

In contrast to S-CNN which needs video inputs of the same length due to use of CNN,
Temporal Actionness Grouping (TAG) [82] proposed a flexible input length temporal action
proposal method based on binary classification using Temporal Segment Network (TSN) [83].
Once the classification based on the actionness –the likelihood of containing a generic action–
is finished, high scored snippets are grouped and form a trimmed video clip. Since this
method is highly dependent on the binary classification, in case of error in this part, parts of
the temporal proposal would be missed.

Boundary-based methods: Boundary-based methods eliminate the need for a sliding win-
dow for temporal localization. Single Stream Temporal Action Proposals (SST) [84] generate
action proposals using a single stream visual and sequence encoder. Gao et al. [85] and the
Boundary Sensitive Network (BSN) [86] predict the start and end of an action interval using
local to global fashion, to generate precise boundaries. Lin et al. further improved BSN [87]
by confidence evaluation of densely distributed proposals.

Depth-based methods: The Temporal Action Proposal methods are widely used in gesture
localization in long videos as well. However, due to the existence of different modalities, such
as depth in gesture videos, some other methods are prominently used as well. One of the most
used methods in gesture spotting is based on the assumption that the hands, after finishing
one gesture, return to their resting position. Based on this assumption Lie et al. [88] used
the visual cues of location of hands to temporally segment the gestures. Another simple yet
popular method is using QOM measure to locate the hands when they complete the gesture
and return to the origin. Wang et al. [89] segmented the continuous gestures into isolated
ones by QOM measure for depth data. Cihan Camgoz et al. [90] used a silence class to
classify continuous gestures jointly with training a C3D by extracting windows from a prior
distribution of gesture-probable regions. FOANET [91] uses the temporal fusion over the
CNN geatures generated by sliding window over video frames.

3.1.2 Gesture Recognition Methods

A gesture recognition system comprises three main modules as shown in Figure 3.5:

• Preprocessing: which prepares the input the data for the feature extraction,

• Feature extraction: which maps the input gesture sequence to an embedding space,

• Classification: which maps the extracted features to category labels.

Among these three, the main component of a gesture recognition is feature extraction and
encoder. There are numerous methods which specifically are designed to tackle the challenges
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of video recognition and specifically hand gestures and extract the discriminative features.
The approaches are mainly divided into pre and post-deep learning eras.

Figure 3.5. A general gonfiguration of network for gesture recognition task.

3.1.2.1 Pre-Deep Learning Era

Many pre-deep learning methods used the appearance of the hands to extract the image
features. Features are meant to represent information about gesture position, orientation
and temporal progression. In order to identify the gesture, these features were compared
with the features extracted from the collection using a pattern classification module [92].
Many conventional models for gesture recognition use a separate feature extraction component
followed by a classifier to identify the hand gestures.

Color-based feature extraction: The appearance based feature extractors depend on the
visual cues of hand gestures in 2D images. Color features is one of the most common rep-
resentations used in gesture recognition which are extracted based on the hand skin color
and due to their fast and simple implementations [93,94] were a popular approach. However,
their sensitivity to the lighting conditions as well as robustness in the identification of hands
when skin color objects are present in the image frame, limits their usability in the gesture
recognition context.

Motion-based feature extraction: Motion features were essentially extracted by frame to
frame comparison of the gesture videos to detect the position and motion of the hand gestures.
Binh et al. [95] used Kalman filter to predict hand location based on the previous frame and
tracked the hand using the skin color region. Scale-Invariant Feature Transform (SIFT)
features also were used for gesture recognition due to the features being invariant to scaling.

Improved Dense Trajectories (IDT) are the current state-of-the-art hand crafted feature based
action recognition method on RGB videos [96]. IDT is an efficient video representation
method [96] which samples dense points from each frame with several spatial scales and
tracks these dense points based on the displacement information from optical flow.

Machine learning-based feature extraction: Machine learning based methods also have
an important share in gesture and human activity recognition. These methods infer the
mapping between the features and type of gestures and do not need human supervision to
define the rules to identify the gestures.Hidden Markov Model (HMM) is one of the most
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popular machine learning models that classifies gestures via a stochastic process [97, 98].
Lu et al. [99] proposed identifying gestures by maximum likelihood estimation with HMM
and Histogram of Gradients (HOG) descriptors over the whole body. Gorelick et al. [100]
used silhouette motion volume for extracting space-time saliency and orientations as well as
performed gesture classification using nearest neighbor algorithm. In addition to HMM, other
machine learning approaches such as decision trees [101, 102], syntactic grammars [103] and
Bayesian networks [104,105] were used to classify hand gestures.

Quantization of features: Since these features are high dimensional, they need to be quan-
tized or use methods such as bag-of-features representation to reduce the dimensionality [106,
107]. Although Bag of features methods have been used in action recognition, identifying a
range of basic to complex range of actions [108–110], these methods suffer from a lack of corre-
lation between the spatial and temporal domains due to using local dense features. Ikizler et
a.l [111] extended the bag of features method by including the spatial orientation information
in local features and [112,113] used probabilistic latent semantic analysis to capture semantic
and structural information for identifying the type of actions.

3.1.2.2 Post-Deep Learning Era

After the success of deep learning methods in image classification and object detection tasks,
it became a popular approach in the human activity recognition field as well.

Temporal agnostic deep feature extraction

One of the main streams of work in human activity and gesture recognition considers videos as
a collection of frames and processes them individually and models the temporal dependency
between these frames in the second step. The simplest way to extend these architectures to
support videos, is to run a CNN on each frame and then average the softmax scores for video
classification. Karpathy et al. [114] used a 2D-CNN for extracting features from each frame
and fused them to classify the videos.

Another method to extend CNNs for videos is to run a CNN on each frame of the video, extract
the features, and then pool the features. A fully connected layer on top of the pooled features
can be used for video classification. GoogLeNet introduced an inception module [115] which
applies multiple convolution filters of different receptive field sizes (1×1, 3×3, 5×5) to capture
information at different levels of granularity. This architecture has 12× less parameters than
AlexNet and VGGNet. GoogLeNet got further extended to Inception-3 [12] and Inception-
4 [116].

Temporal-aware deep feature extraction

RNN-based methods: The frame-based methods generally ignore temporal structure. An-
other approach to model temporal sequences is to add a RNN after the last pooling layer (in
the place of a fully connected layer) of a CNN. The RNN can model temporal structure and
capture long-range dependencies. RNNs are usually placed after the last convolution/pooling
layer so that the CNN can act as a feature extractor while the RNN models temporal struc-
ture [117]. [118] used RNN to classify dynamic gestures from sequences of video frames.
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However, RNN originally suffers from the vanishing gradient problem [119], therefore, LSTM
was used in [120] to leverage this problem.

3D convolution-based methods: 3D Convolutional Networks are a natural extension of 2D-
CNN that can create hierarchical representations of spatio-temporal data. Tran et al. [79]
proposed a deep 3D Convolutional Network (C3D) that models appearance and motion si-
multaneously. The C3D takes the 16 frame long video clips as input and with 8 3 × 3 × 3
convolution filters and extracts the spatio-temporal features of the input. Molchanov et
al. [121] used C3D to classify gestures in depth and RGB modalities in consecutive frames
of videos. Zhang et al. [122] used the C3D and LSTM networks to capture the full temporal
dependencies of dynamic gestures. C3D got further extended to Res-C3D [123] to increase
the speed of inference and decrease the size of the representations and used a Support Vector
Machine (SVM) to classify the gestures.

Vision-based feature extraction

Multi stream methods: The increased amount of parameters of 3D CNN based networks
makes them difficult to train and usually the training would take a very long time. Inspired
by a hypothesis about the human visual system [124], Simonyan and Zisserman [125] pro-
posed a two stream convolutional network architecture for action recognition in videos. Their
architecture consists of an RGB stream to capture information about scenes and objects in a
video, and an optical flow stream to capture motions of the camera and objects.

Although the two stream architecture use both motion and appearance information, it does
not register spatial cues with temporal cues (what is moving where). Feichtenhofer et al. [126]
extended the two stream architectures by fusing the temporal and spatial streams after the
last convolutional layer. The authors observed that after fusion of motion and spatial stream,
the motion stream should be used again at the end to improve the performance. These
two stream fusion methods were extended by using residual networks [127] and injecting
residual connections from the motion stream into the spatial stream at multiple levels. This
architecture was further extended to multiplicative gating for fusion instead of addition [128].

In line with inception networks, Carreira and Zisserman proposed the I3D [13] which is
a deep architecture based on GoogLeNet with 3D Convolutional kernels, initially for action
recognition. This network architecture by two stream optical flow and RGB input and inflated
2D kernels of inception blocks to 3D kernels.

In addition to the natural modality of videos, which is RGB, depth videos also play an
important role in many of the methods tackling the gesture recognition challenging task.
Depth, RGB and optical flow modalities were often used in literature [122, 123, 129, 130] to
extract features via a C3D network and used a different fusion scheme to classify them via
SVM [123] or softmax scores.

Attention-aware methods: Attention mechanism had a great impact on computer vision
tasks. Larochelle and Hinton proposed a biologically inspired human vision system for object
recognition [42] which used a retina that only has enough high resolution pixels to cover a
small area of the image. The model must therefore learn to focus on the relevant parts of the
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image. Commonly in video representation methods, by default there is no distinct priority on
any spatial part of the frame, therefore often the frames are resized to fit the input dimension
of the network by center cropping. However, dynamic hand gestures happen in different
locations of the frame and a center crop of the image, critically decreases the performance of
the gesture recognition method. Therefore, in addition to using the entire spatial information
in video frames, the attention in gesture recognition should be localized on a semantic object.

Soft attention feature extraction is based on weighting the average of features and is focusing
on different parts of the frame [131] which resulted in improving the baseline in action recog-
nition. VideoLSTM [132] learns the sequential features with motion-based attention, which
provides better guidance towards relevant spatio-temporal locations. Due to the dependency
on supplementary information, the model incurred substantial costs and the lack of human
pose integration reduced the flexibility of the method in human-specific feature extraction.

Transformer networks: Jaderberg et al. introduced a spatial transformer module that can
be inserted into existing CNN architectures and spatially transform feature maps without
extra training supervision [133]. The spatial transformer module consists of three parts. The
first part is a localization network that consists of a number of hidden layers followed by a
regression layer. The second part is a grid generator that creates a sampling grid based on
the predicted transformation parameters. The third part is the image sampler that takes a
feature map and the sampling grid as inputs, and produces the output map sampled from
the input at the grid points. It should be noted that the spatial transformer module [133]
is different from the Transformer network introduced in [134] which is built on self-attention
and uses key-value pairs in seq2seq models.

Recent works on the Video Action Transformer Network [135] uses a modified transformer
architecture [133] to classify the action of a target person. Their model uses the I3D net-
work [13] for extracting the base features and a region proposal network [67] for a sampling
mechanism to localize people performing actions. Their attention mechanism learns to ex-
tract features with emphasis on meaningful body parts for action recognition, such as hands
and the face.

Pose-based feature extraction

In addition to different methods to increase the accuracy and performance of gesture recog-
nition, using different modalities can benefit the recognition results. Unlike depth modality,
which requires special devices, skeletal information can be extracted from RGB videos and
different tasks such as human activity and gesture recognition can benefit from this modality
to improve the results.

Multi-stream methods: In contrast to vision based models, they are less computationally
intensive and more robust against a complex background, viewpoint variation, motion speed,
and changing body scales. Cao et al. [136] presented an attention model, which predicts
spatio-temporal key-points in 3D convolutional feature maps. Most of the methods in this
area use the multi-modal input, namely visual and skeletal and possibly other modalities to
extract discriminative gesture representations. Neverova et al. [137] proposed a multi-modal
method with RGB, depth, audio stream and body skeleton data to capture several spatial
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information. Their method identifies the label for the activity based on the final label of a
sequence of frames labels, computed by majority vote.

Two-stream RNNs were also proposed to model spatial and temporal information using skele-
tal data for activity recognition [138]. LSTM has shown better performance regarding mod-
eling temporal dependencies of the activity frames. Du et al. [139] used bidirectional LSTM
to model the temporal dimension of the human action by dividing human body pose in five
meaningful parts. The main drawback on these kinds of models is that the overall accuracy
depends on the precision of the pose estimation. Additionally to capture the motion direction
of skeletal joints, [140] used joint trajectory maps, which are projected on three planes and
then used for classification using CNN.

Attention-aware methods: Attention aware methods also became popular in pose based
activity recognition over the past few years. Liu et al. [141] proposed using a context aware
attention LSTM network to process and update the weight of the important body joints in
an action. Similarly [142] used LSTM to model the temporal dependencies and attention
mechanism to focus on outputs of different frames. Liu et al [141] proposed a view invariant
skeletal projection in 2D images to extract spatio-temporal features of skeletal joints.

SkeletonNet [143] extracts pairwise relative positions between skeletal joints and using the
cosine similarity measure, 10 representations were concatenated and used as input to a two
stream CNN. Skeleton-Guided Multimodal Network (SGM-Net) is another multi-modal net-
work using skeletal information to emphasize on corresponding RGB components and enhance
their importance [144]. RPAN [14] resize their joint coordinates to a 2D map to feed it into a
pre-trained CNN. The long-term dependencies and semantic information of the body struc-
ture are captured by the large receptive fields of deep neural networks and the correlation of
the joints are considered by dividing the human skeleton into semantically correlated parts
for modeling the dependencies. The architecture used to extract the spatial features is based
on the TSN [83] using optical flow and visual cues as inputs.

Actor-Transformer [145] similarly to [133], belongs to the family of transformer-based methods
based method which models the actor specific representations based on pose information and
features extracted from I3D network. The two stream of optical flow and RGB extract the
dynamic representation from multiple frames, and the pose information extracted from a
keyframe contributes as the static representation.

3.2 Vision-based Gesture Retrieval

Gesture retrieval refers to the search of similar instances of dynamic hand gestures in videos
based on features extracted by different methods. The search process includes a query and a
set of results which are retrieved from the collection based on their similarity score with the
query.

Gesture retrieval is a very useful method in search systems to find hand gestures and also
annotating unlabeled gestures in large non-annotated datasets. However, this field is rather
under explored. In a broader sense, gesture retrieval falls into the Content-Based Video
Retrieval (CBVR) which is a popular field of computer vision.
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Figure 3.6. A general structure of a gesture retrieval task where the output is a ranked list of similar
results to the query.

3.2.1 Content based Video Retrieval

With the tremendous increase in the digital contents due to the advances in recording devices
technology, finding the desired video clip among the huge amount of stored data is a tedious
task. CBVR is associated with searching for specific content in a collection of videos. This
search needs a query, which can have different approaches, such as Query by Example (QbE),
sketch, image, text and audio [146]. The QbE takes a video clip and performs the search to
find similar instances to this example. Sketch and image queries are used to search in the
key frames of the video for similar content as the query [52]. Text queries also can be used
to search within the metadata of the videos (if available), the spoken language [147] or the
written text in the frames [148].

A great deal of video retrieval methods use the deep learning methods explained in Sec-
tion 3.1.2.2 to extract features to augment or replace the hand-crafted features. The sketch
based retrieval has been developed over the years from edge and color based feature extraction
of sketches [149] to semantic-based pixel-wise labeling of frames [150]. The activity recog-
nition in CBVR systems usually results in providing textual labels to perform text-based
queries.

One of the main steps in CBVR is the shot segmentation which essentially divides a long
video into smaller clips containing a related sequence of frames [151]. Segmenting the videos
into shots is an extensive research topic and different methods based on ongoing activity or
camera operation [152].

The result of the search is usually displayed as candidates which match the query. The result
videos are usually ranked by a relevance criterion or users feedback. To deal with the curse
of dimensionality and efficient search in high dimensional feature vectors, methods such as
indexing and dimensionality reduction are used.
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Dimensionality Reduction

Dimensionality reduction is one of the methods to increase the efficiency of the retrieval
process by increasing the speed for the search within feature collections. There are different
ways to reduce the dimensionality such as using Principal Components Analysis (PCA) to
map the original dimension to a new one [153] or feature selection to remove irrelevant and
redundant features [154].

Indexing is another alternative which aims to collect, parse, and store data to facilitate
the information retrieval procedure. There are numerous index structures for the problem of
similarity search and information retrieval. Two of the famous indexing structures are forward
and inverted index: a forward index is the list of documents and the keywords associated with
them, while inverted index is the list of keywords and the documents in which these keywords
appear.

Fingerprints or signatures are another type of indexing which are quite robust to errors. Sig-
natures are compact representations of the document which are used to ease the retrieval
process of data. All these three are the terminology which are emerged from database back-
ground and some are also used in machine learning literature [155].

Hashing

Normally, the index keys are stored as binary codes which are called hash codes and have
different lengths based on the need in retrieval systems. The shorter the code, the less
information it can store but the faster the retrieval by the search engine can be. The hash
codes are stored in a data structure called hash table to map the code to its symbol. The
ideal hash code is generally compact and is easily computable. Hashing is the terminology
which is used both in the context of database systems and machine learning and has common
definition in both fields.

Essentially hash-based video retrieval consists of two stages of extracting the features and
embedding the hash codes. In traditional methods, namely non-learning based, the loss of
information in the process is very likely and is not reversible [156]. On the other hand learning-
based methods learn the representations by preserving the similarity between the data points,
in a short hash code.

Approximate Nearest Neighbor search: In retrieval settings, finding the exact Nearest
Neighbors is very time consuming. That is the reason the Approximate Nearest Neighbor
searches became popular.

Tree based methods such as Hierarchical methods [157] and K-means clustering [158] proved
to lose its performance when the dimension of the database increases. Conversely Vector
Approximation File (VA-File) [159] method finds approximations in two stage processes by
firstly selecting candidates for k-Nearest Neighbor search, and in the next step calculates the
exact neighbors.

On the other hand, hashing based methods such as Locality Sensitive Hashing (LSH) [160]
aim to solve the Approximate or exact Near Neighbor Search in high dimensional spaces
which ranks the search results based on their relevance to the query. Over the past decades,
different variants of theLSH algorithm developed to deal with the limitations of the origi-
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nal LSH. A family of LSH algorithms were developed with different similarity measures [161]
such as Hamming LSH [160] which uses Hamming distance to approximate the neighborhood.
Another variant of LSH families deal with the theoretical limitations of it such as the char-
acteristics of the similarity measure [162] or focus on improving search efficiency to optimize
indexing and search [163].

Frame-based deep hashing: Although many different end-to-end representation learning
methods for CBVR methods exist, majority of the hash-based video retrieval is built upon
image hashing methods [164,165]. Majority of the hash-based CBVR methods use supervised
learning to extract binary representations for images and generalize them to each frame in the
video [166]. Such methods consider videos as the sequence of images, and extract the short
representations based on the similarity between the frames of the video. Disregarding the
temporal relationship between the frames and the generated hash codes it does not preserve
the temporal similarity.

Multiple Feature Hashing (MFH) [167] extended image hashing to video hashing without
considering temporal structure of the video. Another approach to encode the temporal in-
formation in short hash codes is using pooling [168]. Similarity-Preserving Deep Temporal
Hashing (SPDTH) proposed using stacked Gated Recurrent Unit (GRU) to model the tempo-
ral dimension of CNN features of frames and learning the hash code representations without
the mapping layer [169]. Zhang et al. proposed Self-Supervised Temporal Hashing (SSTH)
which uses a binary auto-encoder to learn the hash-based representations and Song et al. [170]
extended their method to include the neighborhood similarity in the hash codes. Unsupervised
Deep Video Hashing (UDVH) [171] was proposed to enhance the previous hashing methods
by balancing the variations of dimensionality by using a LSTM network. It additionally got
extended to replace LSTM with TSN to enhance the feature modeling and retrieval perfor-
mance [172].

Attention-based hashing: Recently, neighborhood attention mechanisms have been em-
ployed in hashing methods to incorporate the spatio-temporal information of the neighboring
segments, when representing the video clips. Neighborhood Preserving Hashing (NPH) used
the RNN-based reconstruction module to enhance the similarity perseverance of the hash
codes. Attention-based Video Hashing (AVH) [173] also uses the attention mechanism to-
gether with CNN and LSTM network to learn short binary codes representing the structural
information of the video frames.

3.2.2 Gesture Similarity retrieval

Compared to the different retrieval tasks, relatively little work has been done in comparing
the similarity of hand gestures for the purpose of retrieval, i.e., the search of video sequences
on the basis of the gestures that appear in these sequences.

Sign retrieval: Sign language look up systems [174] refers to this task partly by finding the
meaning of a sign by querying the video database. One of the methods used in the literature
is Dynamic Time Warping (DTW) which aligns sequences of frames in temporal dimension
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to compute the matching score. These two sequences are the query and the reference, and
the results indicates whether the query is similar to the reference or not [175]. Stefan et
al. [174] used this method and its extension, Dynamic Space-Time Warping (DSTW) [176]
to compare the automatic and non-automatic sign search in relatively small dataset of 933
signs. Although their proposed method fits the scale of the sign search in the database, it
lacks the learning ability therefore, does not generalize for larger scale problems.

Control gestures retrieval: In the context of human-machine interaction, Yousefi et al. [177]
proposed a gesture search system for 3D hand gestures to control a gesture based interaction
interface. The global orientation of hand gestures extracted from a motion capture device is
used in the dataset to be compared with the query. The query processing consists of extracting
the edge and associated angle interval of the hand and comparing it with the stored reference.
The system is based on the database recorded from the motion capture device to track the 3D
hand gestures which is not widely available. Additionally, the collection of gestures the target
problem inherently does not involve many different classes and diversity in types of gestures,
therefore, computing the angle intervals can be representative enough for the similarity search.

Pose retrieval: Pose search [178], is another closely related method which retrieves similar
human body poses to the query in large video collections based on skeletal data extracted
from pose estimation. Their method contains a HOG-based descriptor for retrieving similar
single frame poses and has promising results on Hollywood Movie dataset [179]. However,
their method is not capable of retrieving poses in motion, and the trajectory is limited to the
body pose at a snapshot. Recently [180], proposed a system which takes a dynamic action
as a query and retrieves similar pose sequences. The similarity measure is the numerical
pose sequence distance between two same length clips. However, their method cannot handle
occlusion and multi-person scenarios and the evaluation results do not suggest any scalability
in large real-world dataset.
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Chapter 4

Datasets

One of the main parts of the deep learning-based methods is data. Most of the existing
methods in this area are dependent on a large amount of data, which are manually or auto-
matically annotated to serve as the source for training the deep learning networks. Usually,
this annotated data is taken together into datasets. In the following chapters when discussing
the methodologies, some datasets will be mentioned, on which the networks are trained on, or
evaluated. Therefore, in this chapter we present an overview of these datasets for the future
references.

4.1 Chalearn Isolated Gesture Dataset

The Chalearn Isolated gesture dataset [3] is one of the largest annotated hand gesture datasets
available. There are approximately 36 000 videos for training which are divided into 249 classes
of hand gestures.The videos of this collection contain only one gesture and are performed by
21 different individuals (see Figure 4.1).

The characteristics of the videos in this dataset poses several challenges for the gesture recog-
nition task:

• The rather large group of people presented in the dataset requires the methods be person-
agnostic and do not learn the gestures in relation with people,

• In most of the videos, there is heavy background clutter, which leads the methods to
have lower accuracy in recognizing the gestures,

• The videos have low resolution with a large amount of noise, which also makes the results
obtained from methods developed and tested on this dataset prone to error.

We will use this dataset for training our methods due to: firstly, the large number of samples
per class, secondly, the large number of classes available. As the goal of this thesis is to be
able to perform in the real-world data collection and application, it is important that our
training data has a large number of classes. The gestures articulated by the subjects are not
specifically communication gestures and range between Indian Mudra, to Chinese numbers
and Italian hand gestures.

All videos in the dataset come in RGB and depth video format, with a total of 47 933 videos
which are split into 35 878 videos (∼42 hours) for the training set, 5 784 videos (∼7 hours)
for the validation set, and 6 271 videos (∼8.5 hours) for the test set. A summary of these
numbers are listed in Table 4.1
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Figure 4.1. Sample frames from one video in the Chalearn Isolated Gesture dataset [3] in RGB and
depth modality.

Table 4.1. General information about the Chalearn Isolated gesture dataset as the number of labels,
videos and subjects in training, validation and test sets.

Classes Videos Subjects

Training 249 35 878 17

Validation 249 5 784 2

Test 249 6 271 2

All 249 47 933 21

4.2 Chalearn Continuous Gesture Dataset

The ChaLearn Continuous gesture dataset [3] is another variation of the ChaLearn datasets
which exhibit more than one gesture per video. The collection has RGB and depth video
format with nearly 48 000 gesture instances in 22 535 videos. The ChaLearn Continuous
gesture dataset shares the 249 gesture labels with the Chalearn Isolated gesture dataset.

In addition to the challenges mentioned for the Isolated variation of this dataset, the presence
of multiple gestures per video requires a temporal detection method for the correct recognition
of the hand gestures. Table 4.2 summarizes the information about this dataset.
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Table 4.2. General information about the Chalearn Continuous gesture dataset as the number of
labels, videos and subjects in training, validation and test sets.

Classes Videos Gestures Subjects

Training 249 30 442 14 134 17

Validation 249 8 889 4 179 2

Test 249 8 602 4 042 2

All 249 47 933 22 535 21

The Chalearn datasets are the largest annotated gesture dataset available and are widely used
in gesture recognition tasks for training and evaluation.

4.3 Jester

Another widely used gesture dataset for task of recognition is Jester [4] which is a uni-modal
and annotated collection of gesture videos in RGB format. The videos of this dataset are
recorded by 1376 actors via the webcam in different lengths, when people perform one of
the 27 pre-defined gestures, including “no gesture”. The gestures in this dataset are a mix
of static (thumbs up or stop sign) and dynamic gestures (swiping right or left) which are
commonly used in human machine interfaces. An example of these gestures can be seen in
Figure 4.2.

The total number of videos is 148 092, divided into training, validation and test set. However,
only the annotations for training and validation sets are publicly available. For testing the
methods on the test set of this dataset, one must send the results to the organizers to calculate
the accuracy.

One of the features of this dataset is the presence of class with “no gesture” label, where in
the videos, the actor does not perform any gesture. This category is commonly used in deep
neural network methods to train the temporal gesture detectors.

4.4 JHMDB

Joint Annotated Human Motion Database (JHMDB) is a subset of HMDB [5] which originally
contains 7 000 videos divided into 51 action categories. JHMDB with 21 action classes, which
are selected to represent single person actions such as brush hair, climb stairs and golf, is
closer to our task. There are minimum of 100 clips per action available in HMDB dataset
which are collected from different sources, such as movies while this number is 45 on average
for JHMDB.

The actions in HMDB related to facial expressions such as smiling, laughing and talking.
Therefore, we will use the JHMDB to benchmark parts of our experiments. There are different
annotations such as visible body parts, camera motion and angle available for HMDB which
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Figure 4.2. Example of frames from two videos in the Jester dataset with two types of swiping
gestures. [4].

we use instead of the pose annotations of the JHMDB. An example of this dataset is shown
in Figure 4.3.

Figure 4.3. Examplee keyframes from three videos in the HMDB dataset with clapping action. [5].

4.5 Newsscape: UCLA Recorded News Library

The UCLA Library NewsScape [6] contains digitized television news programs collected from
international broadcasting channels and online sources from 2004 to the present. The col-
lection includes more than 400 000 recordings and hundreds of thousands of hours of videos,
which are available with closed captions and meta-data.

Despite the enormity of the dataset, and all the benefits it can have for the computer vision
community, one of the main challenges of using this dataset are the annotations. Due to the
very large number of shows and videos, the labor-intensive task of manual annotation takes
time to provide enough data to train deep learning models. However, the real-world setting
of the videos and uncontrolled human activities, can serve as an invaluable testing medium
to qualitatively observe the performance of the developed methods. An example snippet of
this dataset is shown in Figure 4.4.
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NewsScape introduces various challenges for computer vision methods, aiming to recognize
or search for actions or gestures within this dataset:

• There is a large amount of occlusions in the scenes with different sources such as person-
person, person-object and banners and subtitles.

• In most of the shows, there are multiple people present in the scene, where in some cases
a large crowd with more than 50 people are shown.

• Since the actors in the shows are not “asked” to perform specific actions or gestures,
the actions and gestures are not controlled, meaning they come with various speed and
orientation. Additionally in most cases two consecutive gestures follow each other with
little or no pause.

• The videos in this dataset are recorded from multiple cameras which introduces large
variation of viewpoint and perspective on the human of the interest. The camera has a
large amount of motion along different axes such as zooming.

Figure 4.4. example frames from seperate segments of a video in NewsScape dataset from Ellen
DeGeneres show. [6].

For our evaluations, we have selected a subset of this collection, from the Ellen DeGeneres
show throughout the year 2017. We have used approximately 250 hours of videos with non-
unique shows. Due to the nature of the talk show, this collection exhibits numerous co-speech
and communication gestures which is of interest for the linguists and cognitive scientists.





Chapter 5

Gesture Spatio-Temporal Preprocessing

As a primary goal, this thesis aims to develop a method which can encode gesture information
in videos into an embedding and further use this in gesture retrieval settings. Along the way,
we learn that to reach this goal, we can also develop hand gesture recognition, where the
encoded representations would classify the gestures which are visible in the videos. However,
the gesture recognition and retrieval comes with some domain specific challenges which require
the special pipeline to overcome them. In this thesis we propose an approach consisting of two
main components, namely preprocessing and feature extraction. An overview of this pipeline
is shown in Figure 5.1.

Figure 5.1. Illustration of different components of the pipeline for gesture video retrieval.

Preprocessing is an inseparable step of machine and deep learning models which is essentially
referring to preparing the data to feed the neural network, either for training or inference.
The type of preprocessing heavily depends on the task and data. For example, in image
classification tasks, the model usually requires an input image with a certain dimension,
therefore, all the images are resized before feeding to the network. However, in some tasks
the preprocessing step is changing a color image to gray-scale, extracting some additional data,
or even adding some, to help the model in processing the input. Some of these procedures are
independent computer vision tasks which standalone can solve different problems, however,
when used with other tasks, could be considered as a preprocessing step.

Many categories of human activities are strongly dependent on the objects and surrounding
environment, which can help the identification of an activity. For example playing ice hockey,
see Figure 5.2 action, heavily depends on one or several sticks and the ice field being visible in
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a frame. Therefore, the existence of the white field could help the recognition model to identify
the action. Unlike activities such as ice hockey, hand gestures can happen in conversation
in any situation and environment. In other words, the background of a person rarely has
meaningful correlation with the hand gesture and removing it can help the recognition model
to focus only on the hand motion. Thus, removing the background from video frames is a
crucial preprocessing step in gesture-related tasks.

Figure 5.2. A snapshot of the action “playing ice hockey” from the Activitynet [7] dataset. The
action heavily depends on the white field of ice and the sticks of the players which helps
the recognition model to identify the action “playing ice hockey”.

Additionally, to ease the video processing, usually the videos are segmented based on where
the camera view changes which is referred to as shot segmentation. However, this type of
segmentation could cause the gestures to be divided into two different shots causing the in-
complete gesture not to be identified properly. Therefore, a special form of video segmentation
as a preprocessing step is necessary for long video collections.

Another computer vision task used in our gesture recognition model as a preprocessing step,
is temporal localization. This component is responsible to detect the gestures temporally and
determines where a gesture starts and ends. This module is specifically important in long
videos where multiple gestures exist and lack of temporal segmentation based on presence of
the gestures, would result in loss of information.

In this chapter we explain in detail the spatio-temporal preprocessing module which has a
critical role in the gesture recognition and retrieval results. In Section 5.1 we describe the
cross-angle spatio-temporal human segmentation in recorded scenes with multiple persons
present. This module is necessary to identify a specific gesture when different people are
gesticulating. In Section 5.2 two methods are proposed to estimate the start and end of the
gestures and prepare them for feature extraction and learning.

5.1 Cross-angle Spatio-Temporal Human Segmentation in
Multi-Person Scenes

The spatial human segmentation falls into the category of semantic segmentation which we
use as a preprocessing component to remove the cluttered background. On one hand, the
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combinations of the colors and objects in the scenes where the gesture articulations happen,
can affect the feature extraction and by including this information, the feature vector does not
exclusively represent hand gestures. On the other hand, when multiple persons are present
in one or multiple frames, the extracted features will not be informative about one individual
hand gesture made by one person.

Additionally, the reappearance of each person in the adjacent frames, needs to be recorded, to
make sure the gesture feature of the correct person is extracted. For this purpose we use the
re-identification method, which allows tracking each person through the entire video as well
as the camera shots. Together with spatial segmentation, each person’s sequence of gestures
is fed to the feature extraction component.

5.1.1 Pose-based Human Instance Segmentation

The main intuition of using a pose-based human instance segmentation is its difference with
the general object segmentation method. The majority of instance segmentation methods
relies on the selection of region proposals generated using NMS as shown in Fig.5.3.

(a) before NMS (b) After NMS

Figure 5.3. An example of the output of an object detection method before and after NMS.

One major disadvantage of such methods is the case where there is a large overlap between the
same class objects and the NMS will eliminate one of these instances as redundant instances.
Therefore, in scenes with a large overlap between the same class objects, for example in a
talk show with multiple persons sitting beside each other, such methods fail in detecting the
human instances properly.

However, the human category can be defined by a special characteristic such as pose skeleton,
which can help the detection and segmentation algorithms. The pose skeleton information
can provide unique information about each individual human instance and can help with the
highly overlapping instances.

The idea of using the body joint keypoints to create a skeletal model and segmentation mask
of a person –which is referred to as bottom-up approach– is an effective method in contrast
to top-down methods where the human skeletons are detected based on the bounding boxes
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identified in a scene. For this reason, we use one of the human instance segmentation methods
which has the bottom-up structure and with the unique segmentation module, identifies and
masks human instances even in complex environments (see Figure.5.4).

Figure 5.4. The output of the spatial segmentation model with a heavily occluded input.

The method we use is Pose2Seg [8] and its network consists of three main parts: Affine-Align,
Skeleton Features and SegModule. In the following we explain this segmentation module in
detail.

The overall network structure is shown in Figure 5.5. The network essentially has two types
of input: RGB frames and a human pose skeleton.

The pose skeletal data can be obtained with any pose estimation method. In this thesis we
use openpose [10] which is based on the encoder-decoder model and generates heatmaps which
are representing the likelihood of a keypoint. The exact coordinates are obtained based on
the highest likelihood of presence of a keypoint.

The inputs to the network consists of a sequence of N frames with the dimension of m × n
and sequence of human poses in each frame. The pose of an individual person is a list of
vectors with the form:

P = (kp1, kp2, . . . , kpl) ∈ Rl×3 (5.1)

where l is a dataset related parameter representing the number of parts in a pose (17 in
COCO [181]), kpi = (x, y, v) ∈ R3 is the vector containing the coordinates of keypoints (x, y)
and the visibility of the keypoint is defined as:

v =


0 if the keypoint is not in the frame

1 if the keypoint is in the frame but not visible

2 if the keypoint is clearly visible

(5.2)

The RGB stream of data is used to extract features using FPN [9]. The features generated by
this network have rich semantics in all levels and use a single input image scale. Essentially
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Figure 5.5. Architecture diagram of Pose2Seg [8] pipeline for human instance segmentation. The
affine-align operation translates the pose templates ad with skeleton features the human
segments are formed.

the architecture is designed to combine low-resolution, semantically strong features with high
resolution, semantically weak features.

Figure 5.6. The mechanism of the FPN network. The independant prediction per level, leverages the
semantic gaps caused by the different layers predictions. The figure is redrawn from [9].

Inspired by RoI-pooling in Faster-R-CNN and RoI-Align in Mask-R-CNN, the authors pro-
posed Affine-Align operation which instead of aligning the human bodies to the bounding
boxes, aligns them to template human poses. These template poses are a collection of most
frequent poses in the COCO dataset, which are also in line with real-world observations.
(Figure 5.7)

The pose template is used as a reference to assign a score to each input pose after comparison.
This comparison is made by aligning the template to the input pose to find the transformation
matrix H and choosing the one with the highest score:
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Figure 5.7. The template poses obtained from clustering the most common human poses in COCO
dataset using K-means. Figure from [9].

H∗ = argmin
H

∥ H · P − Pζ ∥

score = exp(− ∥ H∗ · P − Pζ ∥)
(5.3)

where Pζ is the pose template, P is the input pose and H∗ is the affine transform matrix
for the best chosen template. The H∗ associated with the best score for each input pose is
applied on the image features (Figure. 5.8)

Figure 5.8. Affine-align transformation of the input image based on the reference pose. Figure
from [9].
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In addition to the affine-align operation, the input pose is also used to extract skeleton features.
These features are essentially the PAFs which are 2-channel vectors encoding the location and
orientation of each skeleton in the human pose. Additionally, the part confidence map is used
to highlight the importance of keypoint regions.

The final stage in the pose2seg method is to map the segmentation to the actual frame. This
is done with a CNN architecture with a 7×7 convolutional layer followed by several standard
residual units on the concatenated skeleton and image features. A bilinear up-sampling unit
is used to restore the resolution and the final mask is predicted using a 1 × 1 convolutional
layer.

5.1.2 Person Tracking in Multi-Person Scenarios

In single person scenarios, by removing the background clutter from the scene, the segmented
human body can be forwarded to the feature extraction component for gesture recognition.
However, in multi person scenarios, a scene with multiple human instances, occasionally
performing gestures simultaneously cannot be processed for gesture recognition as is. Addi-
tionally, processing long videos requires a form of temporal segmentation into parts which
detects abrupt or gradual transition effects in videos. However, in scenarios where people
are talking and co-speech gestures happen, these abrupt transitions often lead to cutting the
gesture before it ends. One example of such a scene can be viewed in Figure 5.10 where
Ellen in the first image is in a close-up shot, and the next frame shows her from another
camera with a different angle with guests. A normal shot segmentation method would cut
the scene between these two frames based on the abrupt transition, even though the gesture
is continued over this transition.

To overcome the multi-person processing challenge and guarantee a gesture friendly shot
segmentation, we propose a framework to segment the videos based on the presence of each
individual in a sequence of frames. The method is based on re-identification of each individual
in each scene and segmenting the video into short clips containing that person.

Figure 5.9. General overview on PAF which essentially indicates the connection between the joints.
Figure from [10].
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Figure 5.10. An example to show the importance of the person tracking and cross-angle segmen-
tation. Only one of the four people present is performing the gesture and the abrupt
camera transition is cutting the Ellen’s hand gesture

Our proposed solution is inspired by the person re-identification method in [11]. This task
refers to the problem of searching the collection of individuals, matching and identifying them
according to a reference image.

The method originally has a detection and re-identification part. In the following we explain
the mechanism of the method, and afterwards the variations made to adapt it to our problem.
An overview of the method is shown in Figure 5.11.

Figure 5.11. Architecture diagram of the re-identification component. The figure is redrawn from [11]

The input to the network is an RGB image which is fed to a CNN for feature extraction where
only the first four layers are used. The extracted feature maps are used to detect pedestrian
instances by passing through the RPN from Faster R-CNN, yielding 128 pedestrian proposals.
To identify the person of interest, a RoI Pooling layer is applied on each proposal and they are
passed through the remaining layers of the CNN and the final feature vector is obtained. The
re-identification process will include projecting the 2048 dimensional feature to ℓ2 normalized
256 dimensional space and similarity learning process using Online Instance Matching (OIM).
The training process also includes suppression of non-person proposals and reducing their
spatial misalignment.

In short, the goal of OIM is to reduce the distance between the features of the reference with
the correct target person, while maximizing the distance between the reference and other
people. OIM is essentially minimizing the number of samples that need to be compared to
each other by maintaining two look up tables. One of these tables is used for the labeled
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identities V ∈ Rd×L where d is the feature dimension and L is the number of classes and
initially consists of the positive sample identities. The other table is for the list of identity
features which are not in the list of references U ∈ Rd×Q where Q is the length of the list.
These samples are used as negative samples for the training. In the forward path, the cosine
similarity between the mini-batch samples x ∈ Rd and the items in V is computed. In case
of the matching class ID with i, the i-th column of the lookup table V is replaced with
vi ← γvi + (1− γ)x where γ ∈ [0, 1] is the momentum.

For the negative samples in lookup table U, a circular queue is defined, where after computing
their cosine similarity with the samples feature x from the mini-batch, a new feature vector
is added to the queue and the previous one is removed.

The probability of a sample feature x being identified with class ID i is calculated by a softmax
function as:

pi =
exp

(
vT
i x
τ

)
∑L

j=1 exp
(
vT
i x
τ

)
+
∑Q

k=1 exp
(
uT
k x

τ

) (5.4)

where τ is the temperature parameter determining the softness of the distribution. The
probability of a sample feature x being identified as an identity in the circular queue is
calculated as:
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The OIM maximizes the following expectation:

L = Ex [logpt] (5.6)

This loss function is an optimal choice for the person re-identification task or similar ones,
where there are large numbers of classes but each class does not have more than several
samples. This formation leads to the conventional classifiers not being learned efficiently.

In inference mode, the features of each frame are extracted from the CNN and the RoIs
are extracted. The detected persons in the scene are framed by bounding boxes and passed
through the rest of the feature extraction process and are compared with the gallery of the
references. Based on the similarity of the target person with the references, the gallery
instances are ranked.

Person tracking variant: To track each individual in a sequence of frames, we exploit the
re-identification method explained above with some alteration as follows.

The main difference between the task of person tracking and re-identification is the presence
of reference instances with which the target can be compared to. In re-identification methods,
the gallery consists of multiple unique instances of individuals and the target can be identified
based on the similarity between them. In person tracking in a large collection of videos,
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such as a gallery, does not exist and forming it would be a costly effort due to the lack of
annotations and the large amount of human instances in the videos. Additionally, the RoI
selection using the bounding boxes is an inefficient method in occluded scenes with multiple
people interacting with each other.

We adapt the person search network by replacing the RoI extraction component with the
output of the instance segmentation method explained in Section 5.1.1. Replacing the
bounding box extraction with the pixel-wise human instance segmentation would increase
the robustness of the re-identification in occluded settings. Given the input sequence as
X̂ = {x̂1, x̂2, . . . , x̂N}, where x̂n is the masked input video frame. The first step is to extract
the features of the segmented instances as FV = {fv1, fv2, . . . , fvR} where fvr is the extracted
feature associated with the r-th person in the frame.

Since there is no reference available, we initialize the gallery with the first instance of a person
in the first frame as pid1. If there are multiple persons in one frame, both are added in the
gallery as g = {pid1, pid2}. As soon as the new frame is fed to the feature extraction pipeline,
the features of each masked human instance is extracted and is compared with the gallery as
the query image. According to the similarity score, either the person in the frame will get the
same pid as the reference or will be added as a new pid3 to the gallery. The similarity score
threshold σ is set to 0.5 (see Figure 5.12).

Figure 5.12. An illustrative configuration of the cross-angle person tracking module. The gallery is
collecting the first instance of each person to use as the reference when the new query
image appears. The output are short clips based on the continuous presence of a person
in adjacent frames.
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After the identification of each instance in the frames, and adding the queries with similarity
score < σ to the gallery, we stitch the consecutive frames in which one pid is present. Given
S = {fr1, fr2, . . . , frN} as the sequences of video frames, Scn,i the clip containing the pidi is
formed as:

Scn,i = {∀frj ∈ S | pidi ∈ frj ∧ (pidi ∈ frj−1 ∨ Scn,i = ∅)} (5.7)

In other words, the first masked instance of pidi in a video initiates a short clip where the
next frame is stacked onto, in case the pidi is present in that frame. This process continues
until the person instance is not in the frame, and the clip is ended. Therefore the output will
be multiple sequences of clips containing each person in the video.

5.2 Temporal Gesture Segmentation

In general, we can divide the type of videos we encounter into two main categories considering
the number of gestures articulating in there (as shown in Figure 5.13):

• Isolated gesture videos, where the video clip only contains one gesture instance,

• Continuous gesture videos, where the video clip contains more than one gesture instance.

The algorithm to detect and recognize the gestures should either inherently be able to detect
the gesture instances temporally during feature extraction, or a mechanism in preprocessing
should segment these gestures before the feature extraction.

Usually in real-world applications, there rarely is only one gesture in the entire video, that is
why separating the gestures from each other, i.e. finding the start and end frame number or
time of a gesture is an important task. We have proposed two different methods of temporal
segmentation to parse multiple gestures happening in one video in the preprocessing part.

5.2.1 Binary Classification

Since the temporal localization is added to the rest of preprocessing steps, we would like to
keep this step lightweight and with low computational cost. Therefore, inspired by [182] we
design a lightweight binary classifier with the goal of segmenting gestures temporally before
feature extraction. We denote the sequence of frames in the video as S = {fr1, fr2, . . . , frN}.
We introduce the window Wn as:

Wn(a, b) = fri, i ∈ [a, b] (5.8)

which is a subset of S containing all the frames between fra and frb inclusively. The sliding
window Swn is defined as:

SWn = Wn(i−m+ 1, i) (5.9)
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where m is the length of the sliding window and a predefined parameter. For the binary
classification we use a 3D convolutional network which has the advantage of capturing the
spatio-temporal dependencies between the video frames.

Following [182], we build the network with three 3D convolution, two maxpooling and three
fully connected layers. The training is performed with cross-entropy loss minimization for
27 labels of Jester [4] dataset. At the the inference, 26 labels related to hand gestures were
assigned to 1 (including “doing other things”) and one label which indicates the absence of
gesture (“no gesture”) is mapped to 0.

The input to the network is the sliding window SWn on the entire sequence of S. The output
of softmax activation is:

f(fci) =
efci∑L
j e

fcj
(5.10)

where fci denotes the elements of the output of fully connected layer. The cross entropy loss
for the L classes is defined as:

LCE = −
l∑

i=1

ti log (f(fci)) (5.11)

where ti is the correct label.

To determine the intervals where the gesture is not present in inference mode, we assign the
“no gesture” label with the probability p as a binary class to the window of frames Wn(a, b).
With each stride of the window i + 1 a new class label is given to the window frames with
the probability of pi+1. This process continues until the window covers the entire sequence
of frames. The final label is assigned to each label by averaging the probability of each frame
collected by each slide of the window {pi}i+m

i i.e.,:

pfri =

∑i+m
j=i pj

m
(5.12)

where pfri is the average probability of the frame fri. With defining the threshold τ we can
assign label 0 to frames with pfri > τ which have the label “no gesture”. To make sure the
hand movements which are forming a meaningful gesture are taken into account, we only
consider sequences with more than 10 consecutive frames having label “gesture”. Figure 5.14
illustrates the temporal segmentation using the binary classification.

5.2.2 Quantity of Movement (QOM)

The second method employed for segmenting gestures temporally, is inspired by [183] to
measure the inter-gesture movement based on the initial position of the hands. Originally
depth video frames were used to calculate this statistical measure. Since our method is strictly
developed without depth information available we alter the QOM measure by using grayscale
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Figure 5.14. The gesture temporal segmentation using binary classification which assigns binary
label 1 or 0 to a window of frames based on the probability of presence of a gesture.

images instead of depth frames. The QOM has two individual components to measure the
local and global movements of frame fr in sequence of frames S:

QOM(S, fr) = [QOMLocal (S, fr), QOMGlobal (S, fr)] (5.13)

The QOMLocal (S, fr) component measures the movement of the frame fr compared to adja-
cent frames as:

QOMLocal(S, fr) =
∑
m,n

δ(Sfr(m,n),Sfr+1(m,n)) (5.14)
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Figure 5.15. QOM gesture temporal segmentation localizes gestures based on their relative location
to the reference position.

and the QOMGlobal (S, fr) is calculating the movement quantity of frame fr compared to the
first frame as:

QOMGlobal(S, fr) =
∑
m,n

δ(Sfr(m,n),S1(m,n)) (5.15)

where Sfr is the frth frame in sequence S, (m,n) are the pixels of the frame and δ(,̇)̇ is an
indicator function defined as:

δ(x, y) =

{
1 if |x− y| ≥ τ
0 otherwise

(5.16)

where τ is a hyper parameter empirically determined as 40. To mitigate the effect of similar
background color interfering with the detection of the hand skin color, we use the spatial
segmentation prior to this step and feed the masked frames to the QOM unit. The idea of the
QOMGlobal comes from the assumption that in the beginning of the video there is a neutral
pose, where the hands are in the resting position. This position is used as a reference to
calculate the amount of movements of the hands. We infer a binary classification using the
QOMGlobal for each frame as:

labelQOM (fr) =

{
1 if QOMGlobal (S,fr) ≥ η
0 otherwise

(5.17)

where η is the intra gesture threshold, calculated by sum of the average and double the
standard deviation of QOMGlobal . Using the labelQOM (fr) we create candidate subsets of
the sequence S where the gestures are more likely to occur:

Sca = {fr | QOMGlobal (S, fr) ≤ τ ∧ d(labelQOM (fr))/dt = 0, fr ∈ S} (5.18)



74 Methodology

where d(labelQOM (fr))/dt is the derivative of labelQOM (fr)) specifying where the label tog-
gled from 0 to one or vice versa. The Sca contains the frames with labelQOM (fr) = 1 and
that their adjacent frame also has the same label. These candidates are used as segmented
clips in the next step for gesture feature extraction (see Figure 5.15).

5.2.3 Remarks on Temporal Localization Methods

The two proposed methods for detecting hand gestures temporally are sufficiently low cost
from computational point of view and can be integrated in the preprocessing module. How-
ever, there are some advantages and disadvantages for each method as:

• Since the QOM method is originally proposed for depth modality, it is prone to mis-
detect gestures which have motion toward the camera

• The binary classification method distributes the probability of the presence of gestures
over a window of frames, which eventually reduces the accuracy of the method.

• Both methods have difficulty to recognize gestures which are consecutively performed
by the person without the resting period.

We will further discuss the performance of the two methods in Chapters 8 and 10



Chapter 6

Gesture Representation Learning

Feature extraction is considered as the core of a gesture recognition and retrieval method and
is responsible for extracting the most informative representation of the video clips containing
humans performing gestures. The input to this part is the output of the preprocessing step
which has prepared the data to be mapped to the feature space.

In this chapter we describe three individual feature extraction methods that we used in the
gesture recognition and retrieval system and further used for evaluation:

• RGB-based gesture feature extraction,

• Pose-based gesture feature extraction,

• Dimensionality reduction for gesture feature learning

The entire process is designed to be independent of depth modality and to rely only on RGB
input videos. Our proposed models use additional information obtained from RGB data, such
as optical flow and pose information to aid the feature extraction process. As a suggestion
for reducing the computational complexity of the gesture feature extraction, we explore using
the content based binary representation learning method for retrieval.

6.1 RGB-Based Gesture Feature Extraction

When talking about videos, there are two individual aspects that need to be considered:
the spatial dimension of the frames, which is represented by pixel values, and the temporal
dimension of the video, which is the relationship between the content of the frames in time.
To describe a video in whole, we need to model both the temporal and the spatial dimensions.
This is the reason it is essential for a video feature extraction method to be able to extract
spatio-temporal features from the input data.

One way to model the spatial and temporal dimensions of a video, is to extract features using
independent streams of information. One of the methods which has proven to be useful in
modeling temporal dimension along with the image frames in the field of action recognition
is I3D [13]. This network uses 3D kernel convolutions and is based on the InceptionV1 [12]
or GoogLeNet model.

In hand gesture related problems, the large spatial variations of the gestures as well as the
high temporal dependency between the frames, requires a network deep enough to extract
discriminative features, and at the same time, being able to model the coarse hand shapes and
motions. The InceptionV1 with different sizes of kernels is a great candidate to be used to

— 75 —
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extract discriminative features from real-world hand gestures. The architecture of this model
is shown in Figure 6.3.

Figure 6.1. The network configuration of the Inception module used in the InceptionV1 [12].

InceptionV1 is the first of the trilogy of the Inception models with 27 layers. The network
name comes from a module used in this network called inception. This module is essentially
a combination of some individual components as:

• 1 × 1 Convolutional layer, as the dimensionality reduction element (due to the lower
number of filters),

• 3× 3 Convolutional layer, capturing local details,

• 5× 5 Convolutional layer, capturing higher abstractions.

The “network in network” idea in the inception model reduces the computational complexity
by using the 1×1 convolutions as dimensionality reduction unit (see Figure 6.2). The output
of this block is concatenated and used as the input for the next block.

(a) without 1×1 convolution (b) with 1×1 convolution

Figure 6.2. The difference between 1×1 convolutional blocks and how they reduce the dimension of
the input.
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I3D takes the inception network one step further by inflating its convolutional filters to extract
spatio-temporal features from video input. The filter inflation is essentially transforming all
the pooling and convolutional kernels from N ×N to N ×N ×N .

Additionally, I3D introduces the reuse of pretrained model’s weights of the GoogLeNet for the
video input by bootstrapping the parameters. The bootstrapping is essentially considering
a video made of one repeated image and repeating the weights of the 2D filters N times.
The model has two streams of data as input, the RGB and optical flow. We build our
feature extraction method based on the network architecture of I3D, following the author’s
suggestion to use optical flow to add a form of recurrent flow of information (due to the
iterative optimization for the flow fields) to capture the temporal dimension.

The original I3D network is trained for classification of actions. Using transfer learning,
we change the objective of the method, by using the pre-trained weights and altering the
architecture to fit our purpose of extracting features from gesture videos. For this purpose, we
use the original model with the pretrained weights on Imagenet [184] and Kinetics 400 [185].
Since the kinetics 400 dataset is rich in activities involving humans, using the pre-trained
model is a good starting point for fine-tuning the network for a gesture recognition task.
Generally, neural networks tend to extract more local features in the lower layers of the
networks and the deeper they get, the more semantic and abstract features are extracted [186].
In hand gesture recognition, the interpretation and the semantic meaning of hand movements
usually comes with text and speech and does not necessarily exist in pure video frames.
Therefore, we believe mitigating the conceptual inference of the network by extracting features
from intermediate layers of the network could help to leverage the existence of local descriptors
and to model compact spatio-temporal video representations.

The feature extraction begins with a uniform sampling of video frames S = fr1, . . . , frN ,
to create a subset Ss of the video frame sequence Ss ⊆ S with 40 frames. Following the
recommendation of the authors of I3D, we use RGB Srgb

s and the optical flow Sof
s modalities as

input. To compute the optical flow, we use the TV-L1 algorithm [187] which effectively detects
the displacement of pixels in two consecutive frames. For our training dataset, Chalearn
Iso [3] we have a solid assumption that the background is stationary and the only motion in
the videos are the result of hand and body movement.

The two streams of RGB and optical flow are processed through multiple modules of the
I3D network. To select the layer from which we use the output to generate the video rep-
resentations, we made five divisions of the I3D network and introduced five modules which
are essentially combinations of convolutional layers or inception blocks followed by a pooling
layer as shown in Figure 6.4. We have selected the output of the maxpool of the fourth mod-
ule for each stream with their output feature maps fmrgb

4 and fmof
4 fused to make a single

feature map as fm4. In order to decide whether early or late fusion results in most descriptive
and discriminative features from different streams, we have observed the accuracy and loss of
training and validation set of the ChalearnIso dataset (Table 6.1). The two configurations of
the network for early and late fusion are shown in Figure 6.5a.

To select which module output is most effective for our objective, we ran several experiments
to measure the accuracy and loss on training and validation set of the ChalearnIso dataset.
Table 6.2 shows the accuracy and the loss on training and validation sets obtained by the
output of different stages of the I3D network for individual (RGB and optical flow) as well
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(a) Configuration of the added layers with
late fusion

(b) Configuration of added lay-
ers with early fusion

Figure 6.5. Two different network configurations used for I3D with early and late fusion techniques.

as the fusion of two modalities. The results are averaged between five runs of the training at
the end of 20 epochs.

Table 6.1. The accuracy and loss on training and validation set of ChalearnIso dataset with the
output of fourth module of I3D network using early and late fusion. The best value of
each modality at each set is shown in boldface.

Accuracy (training) Accuracy (validation) Loss (training) Loss (validation)

Early Fusion 98.7% 77% 0.02 2.1

Late Fusion 88% 53% 3.45 8.7

The results obtained by the output of the fourth and fifth modules are relatively close to each
other for each individual modalities (RGB and optical flow), but the fusion results work best
with the extracted features from the fourth I3D network module. It is worth noting that the
accuracy of the last layer for the RGB modality for both the training and the validation set
was slightly better than module four, but when testing, the results were not comparable, and
the accuracy on test set for the RGB modality dropped significantly to 40%, which indicates
the lack of generalization of the model for the RGB modality.
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Table 6.2. The accuracy and loss on training and validation set of the ChalearnIso dataset with the
output of each module of I3D network for each individual modality and the fused streams.
The best value of each modality at each set is shown in boldface.

Module RGB flow Optical Flow Fusion

Accuracy (training)

Module 1 9.2% 13.1% 17.2%

Module 2 15.9% 18.5% 30.4%

Module 3 43% 48.8% 71.3%

Module 4 91.8% 96.9% 98.7%

Module 5 92.9% 88% 93%

Accuracy (validation)

Module 1 8.1% 5% 12.6%

Module 2 15.7% 25.8% 28%

Module 3 35.8% 51.1% 41.5%

Module 4 55.9% 67.2% 77%

Module 5 67.1% 54% 71%

Loss (training)

Module 1 15.52 3.25 7.4

Module 2 5.07 3.6 3.11

Module 3 2.41 0.25 2.39

Module 4 0.11 0.1 0.01

Module 5 0.02 0.01 0.02

Loss (validation)

Module 1 23.9 41 20.2

Module 2 15.3 15.4 13.2

Module 3 12.1 6.9 5.8

Module 4 4.5 2 2.1

Module 5 3.9 7.3 3.5

Depending on which task of recognition or retrieval we would like to perform, we propose
different approaches.

6.1.1 For Gesture Recognition:

For gesture recognition, the model needs to predict a probability for each of the class labels.
This probability is calculated by passing the fm4 through two convolutional layers, followed
by a fully connected and a softmax layer. The parameters of the newly added layers are
trained by minimizing the cross entropy loss Ltop and after that, the entire network is once
more trained to adjust the weights to the new objective by minimizing the cross entropy loss
Lall. The newly proposed architecture is shown in Figure 6.6.
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Figure 6.6. The network configuration for gesture recognition using I3D as base model.

At the inference time, a video which we would like to classify and label, will be fed to the
network and after feature extraction, the output will be a text label, determining the class of
the input gesture video.

6.1.2 For Gesture Similarity Learning and Retrieval

For Gesture Similarity Learning and Retrieval, we are interested in using a query video, search
the collection and retrieve the similar gesture videos. Therefore, it is essential to train the
network to learn the similarity metric between the dataset samples. It is worth mentioning
that this type of learning-based similarity retrieval works perfectly when the collection of the
videos are static or semi-static, meaning that the entire collection is known in advance or
changes are limited. However, in dynamic collections depending on the new videos (if they
are outliers or very different from the collection or number of changes are high), optimally the
feature extraction model needs to be re-trained to fit the current collection. In such cases the
more traditional approach of encoding the objects in a feature space would be more useful.

The objective of this gesture similarity retrieval is to compute the distance between the query
object and each video in the collection and provide a ranked list of videos which are distance-
wise similar to the query. For this purpose, we use the altered architecture introduced for
the classification task with removing the softmax layer to obtain a 2048 dimension feature
vector. This feature vector is used to train the network to learn the similarity metric between
the dataset samples. We use two methods of similarity learning by Triplet and Contrastive
networks.

To measure the similarity between the samples we use the euclidean distance. For Triplet net-
work, a collection of triplets τ = (fvi,fv

+
i ,fv

−
i ), i = 1, ..., k are drawn, where fvi,fv

+
i ,fv

−
i

are the feature vectors of the anchor, positive and negative samples, respectively. To encour-
age the network to learn diverse similarities, we introduce a margin µ. Therefore, the relation
of similarity between two pairs is defined as:

D(fθ(fvi), fθ(fv
+
i ))−D(fθ(fvi), fθ(fv

−
i )) + µ < 0 (6.1)

where µ = 0.5. The triplet loss is defined as following:
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Lθ(fvi,fv
+
i ,fv

−
i ) = max(D(fθ(fvi), fθ(fv

+
i ))−D(fθ(fvi), fθ(fv

+
i )) + µ, 0) (6.2)

In order to fulfill the object of the retrieval task, to ensure the similar samples with smaller
distance are mapped to closer embeddings, we minimize the loss function in Equation 6.2:

min
θ

k∑
i=1

Lθ
(
fvi,fv

+
i ,fv

−
i

)
(6.3)

where k is the total number of triplets. To sample the triplets, we select the anchor class

Figure 6.7. A configuration overview of the gesture retrieval with triplet similarity metric learning.
In this model three samples as anchor, positive and negative are fed to the network.

randomly, and positive and anchor samples share the same class label. To mine the negative
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samples, we consider all the classes except the anchor class. A schematic configuration of the
similarity metric learning is shown in Figure 6.7.

For the contrastive network instead of three samples, we need similar and dissimilar pairs.
According to the definition, given a pair of videos embedding fvi,fvj :

L
(
fθ(fvi), fθ(fvj), sij

)
=


1
2

∥∥fθ(fvi)− fθ(fvj)
∥∥2
2

if sij = 1
1
2 max

(
0, µ−

∥∥fθ(fvi)− fθ(fvj)
∥∥2
2

)
if sij = 0

(6.4)

where sij is the similarity label between the pair. The objective is to minimize this loss
function as:

L
(
fvi,fvj , sij

)
= sij

∥∥D(fθ(fvi)− fθ(fvj))
∥∥+ (1− sij)max

(
0, µ−

∥∥D(fθ(fvi)− fθ(fvj)
∥∥)

(6.5)

The samples needed for the training are collected either from the same class (similar) or
from different classes (dissimilar). A Schematic configuration of the network with contrastive
similarity metric learning is shown in Figure 6.8.

Figure 6.8. A configuration overview of the gesture retrieval with contrastive similarity metric learn-
ing. In this model two samples with either similar or dissimilar label are fed to the
network.
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At the inference time, a query video is input to the network and its spatio-temporal feature
is extracted. Then, the Euclidean distance of this feature with the features of the collection
which are pre-computed and stored in the database, is computed, and a ranked list of videos
based on the lowest distance is retrieved. The experiments related to the similarity learning
using the two loss functions is presented in Chapter 9.

6.2 Pose-Based Gesture Feature Extraction

The complexity of tracing gestural trajectories in multi-perspective scenarios requires a ro-
bust feature extraction module which can represent discriminative information about hand
articulations. Although the optical flow and the RGB data can contribute to extracting
such features, when the interactions between people get complicated, having additional pose
modality could help in recognizing and following the hand motions. Additionally, the optical
flow is a robust motion modeling algorithm when the brightness is consistent and there are
no abrupt motions. In scenes where camera cuts exist, this sudden big displacement of pixels
would break-down the optical flow ability.

Therefore, in addition to the previously introduced model with RGB and optical flow input,
we propose a method to incorporate pose information extracted from RGB input to be used
in scenes which are challenging for optical flow based methods. Our proposed model uses the
pose keypoints together with RGB stream of data to create an attention map, and is inspired
by RPAN [14] which is an end-to-end RNN with a pose-attention mechanism that learns to
focus on active human joint parts. This is especially important in the recorded footage of
news or talk shows, where the majority of actions in the scene are hand motions. Therefore,
we believe that the representations from this model fit very well for retrieval tasks in complex
settings.

RPAN originally have two streams of RGB and optical flow, where each of them are trained
with the human activity recognition objective. The training involves extracting the keypoints
from the RGB and optical flow streams and using attention mechanisms to the estimated
joint locations. Due to the limitations of optical flow in scenes with abrupt movements which
are common in talk show footage because of camera cuts, we don’t follow the RPAN model
architecture. We replace the optical flow stream with pose keypoints streams, obtained in
the preprocessing steps, and together with the RGB input, the network learns the attention
weights to focus on the active human joints. For the sake of completeness, an overview of
the original RPAN method is illustrated in Figure 6.9. In the following we explain in detail
our method and how it is different from the RPAN architecture. However, since additions
to this method are mainly regarding the similarity learning, the detailed experiments will be
presented in Chapter 9.

Instead of using a TSN network with RGB and optical flow streams, we extract the spatial
features from the RGB data input using a ResNet convolutional network. The features are
used to generate a convolutional cube with the size of K1 ×K2 × n based on aggregating n
feature maps with the dimension of K1 ×K2. Therefore, for each frame t, the convolutional
cube has the form [14]:

Ct = Ct(1), ...,Ct(K1 ×K2) (6.6)
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Figure 6.9. The architectural diagram of the RPAN method for action recognition. The method
creates pose estimates as a bi-product together with action class probabilities.(the figure
is redrawn from [14]).

which contains a feature vector at each k location Ct(k) where k = 1, ...,K1 ×K2.

The temporal dependencies between the video frames are modeled by LSTM units. To learn
the dynamics of an activity and the fine-grained movements which comprise a certain gesture,
it is important to include another level of supervision other than the gestural categories.
Therefore, together with the RGB data, we input the joint keypoints extracted from a pose
estimation method, which previously had been extracted in preprocessing methods. We follow
the pose attention mechanism and the human part configuration from Du et al. [14]. The part
configuration is the idea that a collection of joins usually involved in an activity together, and
having the focus on these parts, would enable the model to learn the part-specific features.
The configuration of the human body parts are shown in Figure 6.10.

Parts Joints

Torso 1, 2, 3, 8, 9

Elbow 4, 5

Wrist 6, 7

Knee 10, 11

Ankle 12, 13

Figure 6.10. The assignments of the body joints to parts according to [14].

The pose attention mechanism is defined by an attention heatmap αJ
t (k) for each feature

vector from Eq. 6.6 for each joint (J) which together with semantically relevant joints, form
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a body part structure (P ):

αJ
t (k) =

exp{vJtanh(AP
hht−1 +AP

c Ct(k) + bP )}∑
k exp{vJtanh(AP

hht−1 +AP
c Ct(k) + bP )}

(6.7)

Here, ht−1 is the LSTM hidden state of the previous frame, vJ , AP
h , Ac, b

P are the attention
parameters, all of which except vJ , are shared between the joints (J ∈ P ). Based on this
attention heatmap, the human-part feature is extracted:

F P
t =

∑
J∈P

∑
k

αJ
t (k)Ct(k) (6.8)

After extracting all the human-part features from Equation 6.8, they are fused together by a
pooling layer to generate pose-related features, St. To capture the temporal dimension of the
movements, the features are then fed to a LSTM and the (ht) is used to generate a prediction
vector containing a probability for each class label at each frame t of video (ŷt) in recognition
task.

Training the network is done in end-to-end fashion and loss function is a cross entropy loss
Lgesture. In the original RPAN a pose-loss Lpose is also used to extract the joints in the absence
of the joint keypoints. Since we have used this information as pre-computed to the network,
we skip the Lpose minimization:

Lgesture = λgestureLgesture + λΘ∥Θ∥2 (6.9)

where λgesture is loss coefficient for gesture and λΘ is a weight decay ∥Θ∥2 is the L2 regular-
ization.

Even though we evaluate the system on a classification benchmark, the main goal of this
method is to be used in retrieval tasks and to learn the similarity metric between the data
points in the collection. Therefore, as in Section 6.1, we train the network for similarity
metric learning using a triplet network. For this reason, we use the output of the LSTM unit
after processing the entire video and map it to a one dimensional feature vector using two
fully connected layers. An overview of the network with the newly added layers is shown
in Figure 6.11. The similarity metric is an Euclidean distance and to train the network we
minimize the triplet loss function λtriplet.

For the retrieval process, all the features of the samples in the collection are extracted using
the video data and the keypoints extracted using a pose estimation technique and stored in
the database. The query type is the video as well, and undergoes the same feature extraction
as above. Once the feature is extracted, the Euclidean distance between the query and the
features in the database is computed and a ranked list of similar videos are retrieved.
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Figure 6.11. The proposed architecture diagram of the pose-based feature extraction and similarity
learning with triplet loss.

6.3 Representation Dimensionality Reduction

Reducing the dimension and learning to hash methods became increasingly popular in large-
scale information retrieval tasks. Mapping the high dimensional data into a compact and
binary code reduces the retrieval computational cost and increases the speed. Although it is
not the focus of this thesis, for the sake of completeness we discuss the possibility of using
this approach and examine the potential improvement in the speed and results of the gesture
retrieval method.

For this purpose we convert one of the existing image feature quantization techniques to be
used in a video retrieval task. Deep Triplet Quantization (DTQ) [188] is a method built
upon a convolutional neural network to extract the representations from input data and map
these features into low dimensional binary space fv 7→ b ∈ {0, 1}β. Given a collection of
videos, we use the feature extraction method introduced in Section 6.1 to obtain the video
spatio-temporal representations fv. Essentially, given a triplet of videos as T i = sai , s

p
i , s

n
i

representing the anchor, positive and negative video samples respectively, the hashing method
aims to map each sample to the feature space with the loss function as:

Ltriplet =
k∑

i=1

Li =
k∑

i=1

max
(
0, µ− ∥fva

i − fvn
i ∥

2
2 + ∥fv

a
i − fvp

i ∥
2
2

)
(6.10)

where µ is the similarity margin and k is the number pf samples.

The quantization part of the method is based on a set of M codebooks C = [C1, . . . ,CM ]
where each codebook has L codewords as Cm = [Cm1, . . . ,CmL] where CmL is a d-dimensional
cluster center codeword. The assignment vector bi = [b1i; . . . ; bMi] is an indicator which of
the codewords is used to approximate the feature fvi. The quantization objective ensures
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that each triplet sample is assigned to one of the L codewords using K-means as:

Q =

k∑
i=1

∑
j∈{a,p,n}

∥∥∥∥∥fvj
i −

M∑
m=1

Cmbjmi

∥∥∥∥∥
2

2

(6.11)

To control the redundancy of the codewords a weak orthogonality is enforced also as:

Q =
k∑

i=1

∑
j∈{a,p,n}

∥∥∥∥∥fvj
i −

M∑
m=1

Cmbjmi

∥∥∥∥∥
2

2

+ γ
M∑

m=1

M∑
m′=1

∥∥∥C⊤
mCm′ − I

∥∥∥2
F

(6.12)

where γ is the degree of orthogonality. Training of the binary representation learning is done
by minimizing the triplet loss and the quantization loss as:

min
Θ,C,Bj

L+ λQ (6.13)

where λ > 0 is a hyper-parameter controlling the triplet and quantization loss and Θ is
the feature extraction weight. The learning procedure follows the alternating optimization
paradigm by updating one variable iteratively while other variables are fixed. The I3D network
parameters θ can be learned via standard back propagation. To learn the codebook C gradient
decent algorithm i used. To learn the binary codes b, all the criteria of the binary codes should
be fulfilled as:

min
bji

∥fvj
i −

M∑
m=1

Cmbjmi∥
2 s.t. ∥bjmi∥0 = 1, bjmi ∈ {0, 1}

L (6.14)

where the ℓ0 ensures each sample is approximated only by one codeword. To optimize equation
6.14, the authors suggest using the Iterated Conditional Modes (ICM) approach that solves{
bjmi

}M

m=1
alternatively.

At the retrieval stage, instead of the common hamming distance, Asymmetric Quantizer
Distance (AQD) is used which is based on the inner product similarity between the binary
codes:

AQD (q,xn) = fvT
q

(
M∑

m=1

Cmbmn

)
(6.15)

where q is the query, fvq is the deep representation of the query and xn is the database
point.To compute the AQD between the query and all elements of the database, the inner
product between the feature vector fvq and the all codebooks are precomputed and stored
in a lookup table.





Chapter 7

Implementation Details and Setup

After describing the methodology behind each retrieval approach, in this chapter we introduce
all the technical details of the implementations of the methods. In this chapter you will find
the details about the networks used in each module and the choice of hyper parameters in
each method. The implementations are done using Tensorflow 3, Keras 4, Pytorch 5 and in
very rare cases the caffe 6 library. All the implementations and training are done on servers
with 1080, 2080 and 3080 GPUs.

7.1 Preprocessing and Data Preparation

As described in Section 5, the components of this module prepare the data for feature ex-
traction and learning the representation of the input data. However, the input data needs
to be prepared before feeding this module. One of these data preparations is extracting the
pose keypoints which in addition to the preprocessing module, is used in the posed-based
representation learning module.

The pose information needed for both preprocessing and the feature extraction is obtained
using OpenPose [10] key-point extraction. Openpose offers to extract 25 or 18 keypoints
from 2D input. According to the requirements of the feature extraction module we use the
18 keypoint format without the foot keypoints. Figure 7.1 shows the difference between the
two formats. As can be seen, the 25 keypoints include the foot keypoints, which are not
informative in our problem.

The keypoint extraction takes the video data as input with arbitrary length and size and
processes them at 30 frames per second. To make sure the reconstruction of the video after
the segmentation and at the retrieval is possible, we need to record the frames where there
are no human instances available as well. This way there will be no temporal shift in the
output and any mismatch in the frame numbers after the process.

7.1.1 Cross-angle Spatio-Temporal Segmentation

The spatial person segmentation is based on the official model released by the authors of
Pose2Seg which is trained on the OCHumans dataset [8]. We use the video frames together

3https://www.tensorflow.org/
4https://keras.io/
5https://pytorch.org/
6https://caffe.berkeleyvision.org/
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(a) (b)

Figure 7.1. The two keypoint configuration extracted by Openpose. According to the requirements
of the feature extraction module, we use the 18 keypoints (b) format7.

with the extracted key-points as the input. The output of the model is a saliency mask for
each individual by removing the background iėṙeplacing the values of the pixels out of the
mask by zero. The background removal especially causes the feature extraction network to
be independent of the clutter and to extract the representations based on the actual motion
of the individuals. The pose information input to the spatial segmentation model allows the
segmentation of multiple persons even in occluded scenes.

The spatial person segmentation is based on the official model released by the authors of
Pose2Seg which is trained on the OCHumans dataset [8]. We use the video frames together
with the extracted key-points as the input. The output of the model is a saliency mask for
each individual by removing the background i.e., replacing the values of the pixels out of the
mask by zero. The background removal especially causes the feature extraction network to
be independent of the clutter and to extract the representations based on the actual motion
of the individuals. The pose information input to the spatial segmentation model allows the
segmentation of multiple persons even in occluded scenes.

The input to the base network is the segmented masks of the spatial segmentation com-
ponent, and the extracted features of the gallery are stored in the database. The features
extracted from the query segment will be compared with the stored gallery feature entries in
the database using the cosine similarity measure:

Cosine Similarity(A,B) =
A ·B

∥A∥ × ∥B∥
(7.1)

Based on this measure, each query will get a similarity score which determines the person
ID of that instance. To capture the continuous gesture articulation, a dictionary with the

7Images from: https://github.com/CMU-Perceptual-Computing-Lab/openpose

https://github.com/CMU-Perceptual-Computing-Lab/openpose
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Table 7.1. The network architecture of the gesture classifier for temporal detection of hand gestures.

Type Kernel size Number of filters Output shape Parameters

convolution 3D 3× 3× 3 4 (14, 62, 62, 4) 328

maxpool 3D 1× 2× 2 (14, 31, 31, 4)

convolution 3D 3× 3× 3 8 (12, 29, 29, 8) 872

maxpool 3D 2× 2× 2 (6, 14, 14, 8)

convolution 3D 3× 3× 3 32 (4, 12, 12, 32) 6944

fully connected 2048 37750784

fully connected 1024 2098176

fully connected 27 27675

person ID, and the stack of frames which have this ID are constructed. The frames will be
concatenated to the sequence as long as the same person ID is detected in consecutive frames.
Once the frame does not contain the specific person ID, a new stack will be created with the
new person ID.

Since the videos are long (≈ 1 hour), the gallery instances of individuals who are identified
in the beginning of the video, gets out-dated. To avoid missing the similar instances of the
same person, due to the change of camera angle or pose, we update the gallery entries after
each 10 consecutive frames. In other words, the reference for each individual is replaced with
the same person after 10 frames. This will ensure that instances in the gallery are up-to-date
and increase the accuracy of the identification component.

7.1.2 Temporal Gesture Segmentation

The binary temporal segmentation component is using 3DCNN to classify the window of
frames and assign “gesture” or “no gesture” to them. The details of this network can be
found in Table 7.1.

We train this classifier using cross entropy loss with Stochastic Gradient Descent (SGD)
optimizer with momentum 0.9 on the training set of the Jester [4] dataset with 27 labels. We
start the training with a learning rate of 0.01 and after each 10 epochs, we reduce it by a
factor of 10. We train the network with 60 epochs and the sliding window has 16 frames and
a stride of one.

After training, we assign 26 labels to the “gesture” category and the remaining one to the
“no gesture” category. We set the threshold for the probability of the frames to be labeled
by “no gesture” class τ = 0.4.
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7.2 Representation Learning and Retrieval

Each feature extraction method explained in Chapter 6 has different setup and parameters. In
the following we describe the training process and the details about the network architectures
of the methods.

7.2.1 RGB-based Gesture Representation Learning

The RGB-based method has a two stream network architecture which takes the RGB frames
of the videos and the extracted optical flow as the inputs. The RGB input to this module is
the output of the preprocessing component, providing a saliency mask over the individuals in
the frame and based on the task (isolated or continuous gesture recognition) uses the temporal
gesture detection.

7.2.1.1 Data Preparation

To extract the optical flow, we use the optical flow estimation algorithm from the OpenCV
library based on TV-L1 and map the values to the interval [0, 255] and store these images
with 2 channels. Since the extraction is not real-time, we pre-compute the optical flow of the
collection videos and store them beforehand.

7.2.1.2 Network Information

The modified two stream I3D architecture used for RGB feature extraction is described in
Table 7.2. Initially we use the I3D network pre-trained on kinetics-400, which is an action
recognition dataset for each stream. The weights are publicly available by authors of I3D.
The two streams are then fused by concatenation and fed to two 3D convolutional layer and
a fully connected layer.

For the gesture recognition task, the last fully connected layer is mapped to the classifica-
tion layer with 249 neurons for training the recognition method. We train the newly added
layers with minimizing cross entropy loss using Adam optimizer with momentum 0.9 for 10
epochs using the Chalearn Iso gesture dataset and afterwards, fine-tune the entire network
and adjust the weights by minimizing the cross entropy loss. We use the Adam optimizer
with 0.9 momentum and we start the optimization by learning rate 10−2, and whenever the
loss did not change for 5 epochs, we reduced the learning rate by a factor of 10. We continued
training the network for another 50 epochs.

For the Gesture similarity Learning task the same procedure of training is adapted, with
the difference that the loss function used is the triplet loss Ltriplet and we use triplet inputs for
two stream networks. The anchor is chosen from one of the 249 classes of ChalearnIso gesture
dataset and the positive sample video is selected from the same class, while the negative
sample is selected from one of the other 248 classes. We use the SGD with 0.9 momentum
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and the learning rate is set to 10−2 at the beginning of the training and decreased by a factor
of 10 on plateau for 150 epoch.

At the retrieval stage, the features of the entire collection are extracted and stored in the
database. The selected query video’s feature is extracted with the same method and is used
to search and retrieve the most similar videos in the collection. The retrieval is based on the
Euclidean distance and a ranked list with the lowest distance first is obtained to be shown as
the result.

7.2.2 Pose-based Gesture Representation Learning

The pose-based feature extraction requires the RGB and the keypoints input. The implemen-
tation of the network is based on a third party implementation of RPAN8. The backbone which
is used to extract the spatial convolutional cubes from RGB input is based on ResNetv2-50.
The input to the backbone has the shape (224, 224, 3) and produces the feature cubes with
the size of (16, 7, 7, 2048). The entire network is once trained with classification objective
to identify the class labels of the gestures in ChaleranIso dataset with minimizing the cross
entropy loss Lgesture with the weight decay set to 5 × 10−4 as the regularization. The opti-
mization is done using Adam optimizer with the momentum= 0.9 and the learning rate is
10−3.

For the similarity metric learning using the triplet loss, we used all the samples as the anchor
iteratively and selected all the valid triplets. The loss is the average of the hard and semi-hard
triplets and is minimized using SGD with learning rate of 10−5 with the decrease factor of 10
on plateau for 200 epochs.

7.2.3 Dimensionality Reduction in Representation Learning for Gesture Retrieval

The binary hash learning is done via the same network architecture described in 7.2.1.2 and
the output feature vector with the size 2048 is used for learning to hash method. We follow
the instructions of [188], we use L = 256 codewords in each M codebook and the number of
codebooks depends on the number of bits of the output B and is a hyper parameter calculated
as B = Mlog2L. Minimization of the triplet loss was done by SGD optimization with 0.9
momentum and learning 10−5 and using an exponential decay on plateau. The triplets are
selected based on the class label similarity, i.e. the positive and anchor samples are chosen
from the same class, and the negative sample is chosen from a different class than the anchor.

8The pretrained network is from third-party implementation: http://cmlab.csie.ntu.edu.tw/~agethen/

resnet_v2.npy

http://cmlab.csie.ntu.edu.tw/~agethen/resnet_v2.npy
http://cmlab.csie.ntu.edu.tw/~agethen/resnet_v2.npy
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Chapter 8

Gesture Recognition Experiments

The methods explained in the previous chapters, can be used for gesture recognition as well.
This task usually refers to the prediction of a label for the gesture input. The performance of
a method in this task can be measured by some defined metrics due to the presence of labels
and ground truth. Therefore, we performed comprehensive experimental analysis to evaluate
the usability and performance in one of the large-scale gesture recognition datasets.

We split the experiments of gesture recognition task into two sub tasks:

• Isolated gesture recognition, which does not require temporal detection of gestures, since
there is only one gesture per video present and

• continuous gesture recognition, where the final prediction and results are dependent on
the temporal detection method.

In the following we present the results on the datasets related to each sub-task. To make the
comparison of the different proposed methods easier, we use the following acronyms for the
methods introduced in this thesis:

• ROFI3D : The RGB and optical flow-based two stream network

• RKLSTM : The RGB and keypoint-based LSTM network

In occasions where a preprocessing step is added, suffix “P” is added to the method, i.e.
ROFI3D-P is the RGB and optical flow-based two stream network with preprocessing and
ROFI3D is the same approach without the preprocessing.

In this chapter, we present the results of our analysis in two different types of gesture videos.
The isolated gesture recognition, Section 8.1 consists of the introduction to the evaluation
metrics used in this task as well as the evaluation results and the comparison with the state
af the art in isolated gesture videos. Furthermore, the results of the conducted evaluations
on continuous gesture videos with an introduction of the metrics used for these experiments
are presented in Section 8.2.

8.1 Isolated Gesture Classification and Recognition

8.1.1 Evaluation metrics

One of the common metrics in any computer vision analysis task is the accuracy which refers
to how close the prediction (output) of a method is to the true label of the input data. This
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metric is most useful in analyzing the data for which the annotations such as class labels are
present. This metric is usually is measured as a percentage and is calculated as:

Accuracy =
Number of correct predictions

Total number of predictions
(8.1)

The Chalearn isolated gesture recognition dataset [3], uses accuracy metric with the name
recognition rate as:

r =
1

n

n∑
i=1

δ(Pl(i), Gl(i)) (8.2)

where n is the number of samples, Pl is the predicted label and Gl is the ground truth. The
δ(x1, x2) function is defined as:

δ(x1, x2) =

{
1 for x1 = x2

0 otherwise
(8.3)

8.1.2 Evaluation Results

As the first experiment, we compare the results of the proposed recognition methods on the
Chalearn Isolated gesture dataset [3]. Both of the methods and the variations are trained and
validated on the Chalean Iso training and validation sets respectively and further tested on
the test set. We have compared different setups of the proposed methods, with and without
preprocessing (which in this case is the spatial segmentation) as well as against the state-of-
the-art methods on the Chalearn Isolated gesture dataset. The results of the recognition rate
on the validation and test set are shown in Table 8.1. As can be seen, our ROFI3D method
with preprocessing has the highest recognition rate among our proposed methods and their
variations. Additionally, with a closer look to the other state-of-the-art results and the input
modalities used in the methods, we can see that our proposed method achieves the highest
recognition rate among the methods independent of the depth modality.

In addition to the overall performance of our methods with multiple modalities, we broke
down the ROFI3D performance to each individual modality, and compared the results with
the best practices on the Chalearn Isolated dataset with the same modalities. The comparison
of the results is illustrated in Figure 8.1. It is worth noting that most of the methods applied
on the Chalearn gesture datasets use the provided depth data as well, which is not the case
in our method. Except the method by Zhu et al. [190] using the RGB modality, ROFI3D-P
outperforms all the other methods which reported their results per individual modalities on
the Chalearn Isolated dataset.

As an experiment, we compared the recognition rate of proposed methods when using different
numbers of frames when sampling the videos on the validation set of Chalearn Isolated gesture
dataset, to find the best setup for the the training of the methods (see Figure 8.2). The results
illustrated that with 40 frames per video, both variations of ROFI3D obtain the highest
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Figure 8.1. The gesture recognition results obtained by each modality on validation and test set
of Chalearn Isolated gesture dataset, compares with the methods which reported these
values.

recognition rate. Due to the high computational cost of the RKLSTM for a higher number
of frames per input video, we only considered 8 and 16 frames and the results showed the
higher frame count would result in better accuracy on the validation set. While it is expected
that with the higher number of frames the recognition performance improves, the added
computational cost increases drastically for training and feature extraction at the inference
stage.

Although the Chalearn Isolated gesture dataset is most relevant to our goal by having a large
number of classes and samples, for the sake of comparison and completeness, we have also
evaluated our proposed methods (this time only with preprocessing) on the Jester dataset [4].
The result of this experiment is shown in Table 8.2.

According to the methods which reported their results on the validation set of Jester dataset,
both of our proposed methods have comparable results with state-of-the-art. However, the
official reported results on the test set of this dataset 9 has obtained 97.37% accuracy. The
lower accuracy by RKLSTM method could be the result of poor quality videos available in
this dataset, specially with non-standard camera angles where sometimes parts of the torso
and hands are not visible. Since the test labels are not publicly available, getting the results
on the test set requires submission to the organizers, which has not been the top priority of
our research to date.

9https://20bn.com/datasets/jester

https://20bn.com/datasets/jester
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Figure 8.2. The effect of the number of frame samples per video in our proposed methods on the
validation set of the Chalearn Iso gesture dataset.

Table 8.2. Comparison of the accuracy of our proposed methods with the state-of-the-art on the
validation set of the Jester dataset.

Model Accuracy(%)

C3D [79] 94.62%

Zhu et al. [122] 95.01%

Multiscale TRN [200] 94.78%

NUDT PDL [201] 95.34%

Yu et al. [202] 95.77%

8-MFFs-3f1c [203] 96.33%

ROFI3D-P (ours) 96.60%

RKLSTM-P (ours) 96.38 %

8.2 Continuous Gesture Classification and Recognition

8.2.1 Evaluations Metrics

To evaluate the usability of our proposed methods and to compare them with the existing
state-of-the-art, we introduce the evaluation metrics often used in the gesture recognition
domain for the two subcategories of isolated and continuous gesture videos.
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Jaccard Index: Unlike the isolated gesture datasets, where only one ground truth exists for
each video, recognition of gestures in continuous gesture data requires a different metric for
evaluation. The Chalearn continuous gesture dataset uses Jaccard index as an official metric
to evaluate the methods. The mean Jaccard index JS is calculated over all testing videos
S = {s1, ..., sn} as:

JS =
1

n

n∑
j=1

Jsj (8.4)

where the Jaccard index Js is is defined for each class label i as:

Js,i =
(Gs,i ∩ Ps,i)

(Gs,i ∪ Ps,i)
(8.5)

with Gs,i being the ground truth and Ps,i the prediction of sequence s of the label i.

Corrected Segmentation Rate (CSR): This metric is specifically designed to assess the
usability of a temporal segmentation method in separating the gestures in one video. This
metric is specifically designed to measure the correct time frame that the localization approach
has predicted. The metric is based on the Intersection over Union (IoU) and is defined as
following [204]:

ECSR(p, l, r) =

∑n
i=0

∑m
j=0 ψ (pi, lj , r)

max(n,m)
(8.6)

where p is the predicted segmentation in start and end frame format, l is the ground truth
and n and m are the number of segments in the prediction and in ground truth, respectively.
ψ(., ., r) is a function to measure the overlap of two segments using a predefined threshold r
and is defined as:

ψ(a, b, r) =

{
1, IoU(a, b) ≥ r
0, IoU(a, b) < r

(8.7)

where a and b are the segments predicted by the model and in the ground truth respectively.
The IoU is defined as:

IoU(a, b) =
a ∩ b
a ∪ b

=
max (0,min (ae, be)−max (as, bs))

max (ae, be)−min (as, bs)
(8.8)

where as and bs are the start and ae and be are the end frames of the segments a and b.
The threshold r decides how much misalignment is accepted between the prediction and the
ground truth.
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8.2.2 Evaluation Results

In addition to the recognition of the isolated gestures, we explored the performance of the two
proposed methods of preprocessing to localize hand gestures temporally when they happen in
one video. For this purpose, we used the Chalearn Continuous gesture dataset [3] for training
and validation, and evaluated our method’s performance on the test set of this dataset. The
newly introduced CSR metric can measure how well the methods can predict the start and
end of the gestures and temporally detect them, with less dependency on the performance
of the recognition part of the process. This is important for methods such as ours, where
the temporal localization is independent from the feature extraction and is performed in the
preprocessing step. The results of our methods with QOM and binary classification method
are presented in Table 8.3. The result of experiments in an isolated gesture dataset proved
the positive effect of spatial segmentation in recognition tasks. Therefore, from here on we
use ROFI3D-P and RKLSTM-P as the primary methods and will not consider the ROFI3D
and RKLSTM without segmentation.

According to the results presented in Table 8.3, our methods using the temporal segmentation
based on binary classification proved to be sub-optimal in practice. Our method based on
QOM performs quite well in comparison to the binary classification method, and is able
to segment the gestures temporally with higher confidence. However, in cases where the
performer does not return to the “home position” (the hands’ position in the first frame)
between two adjacent gestures, this method fails to find the boundaries of the gestures. The
current state-of-the-art for this dataset as measured by the Mean Jaccard Index (MJI) metric
is achieved by FOANET [91], which uses the same fusion technique as in [196] isolated gesture
recognition model. However, the current best method for temporal localization according to
the CSR metric is obtained by Wan et. al. [204]. With focusing on the CSR measure, we
can confidently relate the rather poor results of our method to the sub-optimal temporal
segmentation module, which fails to correctly detect all boundaries.

We have additionally conducted another experiment with a focus on the different thresholds
for the alignment of segments in CSR metric at different IoU. An overview of this experiment
is shown in Figure 8.3. As expected, our QOM method performs better when the threshold
is higher, and the performance for both methods is poor for lower thresholds. With a closer
look, we can see the AMRL [205] is also using the QOM method on the depth modality, which
is more sensitive on movements. However, the difference in performance at different IoU is
imperceptible. The best performance in this comparison is achieved by the Bi-LSTM method
from Wan et al. [204] is using a binary classification with the LSTM method on the skeletal
data obtained from a Convolutional Pose Machine (CMP). Unfortunately, the CSR measure
for the highest score in MJI is not available to make a more detailed comparison between this
method and the attention mechanism with different modalities.
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(a) Validation

(b) Test

Figure 8.3. The comparison of temporal gesture localization methods according to the CSR metric at
different IoU on the validation and test sets of the Chalearn Continuous gesture dataset.





Chapter 9

Gesture Retrieval Experiments

The gesture recognition evaluation performed in Chapter 8 showed that despite not using
the depth modality, our methods have comparable performance with the state-of-the-art. In
this chapter, we conduct experiments to evaluate the performance of the developed methods
for gesture retrieval and analyze the results for large, real-world video collections. To have a
reference, we perform both quantitative and qualitative analysis on labeled and not labeled
datasets. In Section 9.1 we introduce the metrics we used to evaluate the methods in this
chapter. Additionally, due to the absence of ground truth in the large dataset we use for our
experiments, we will use statistical metrics to compare the results. Section 9.2 presents the
experiments for evaluating the performance, both on labeled (Section 9.2.1) and unlabeled
dataset (Section 9.2.2). At the end of this chapter in Section 9.3, we present our findings on
the use of binary representations of the features for video retrieval.

9.1 Retrieval Evaluation Metrics

Throughout our experiments, we will use the metrics commonly used in the field of video
retrieval. In case of user studies, we define scores, which are essentially the normalized rating
given by the assessors.

Precision: One of the most commonly used metrics to measure the performance of a retrieval
system is precision, which is a measure of result relevance.

Precision (P ) is defined as the number of true positives Tp over the number of all the returned
results:

P =
Tp

Tp + Fp
(9.1)

where Fp is the false positives. Precision is usually calculated at k which indicates the
proportion of relevant items on top-k results.

Beside precision, recall (R) is also very commonly used in the retrieval settings which is
essentially defined as:

R =
Tp

Tp + Fn
(9.2)

— 109 —
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However for our experiments, we do not consider this metric as we cannot measure the return
of false negative results. Higher precision is a sign of a more accurate retrieval method.

For some part of our experiments with the binary representations, to comply with the metrics
most used in the field, we use mAP to measure the the quality of the performance at top-k
results:

mAP@k =
1

k

k∑
i

P@i (9.3)

Discounted Cumulative Gain (DCG) In addition to precision@k, we compute the DCG as
defined below:

dcg(s) =

N∑
i=1

2si − 1

log2(i+ 1)
(9.4)

where s is the list of scores corresponding to the retrieved results, using the aggregated scores
as assigned by the assessors.

Fleiss’ Kappa In addition to calculating the variance of the ratings, we computer the Fleiss’
Kappa [212] (κ) to measure the inter-rater reliability which is defined as:

κ =
P̄ − P̄e

1− P̄e
(9.5)

where 1− P̄e is the degree of agreement above chance and P̄ − P̄e is the degree of agreement
between the assessors. This metric can give us an insight on the degree of agreement between
the assessors and how the similarity is perceived by different people.

9.2 Gesture Retrieval Experiments and Results

According to the results of the recognition experiments with different modality, we have
selected our methods using two modalities, due to their superior performance. Since there is
no existing work on evaluating gesture retrieval systems to compare our results with, we have
separated our evaluations into two main experiments:

• Gesture retrieval experiment using the Chalearn Isolated gesture dataset due to the
presence of ground truth and largest number of classes, and the ability to perform more
in depth quantitative experiments

• Gesture retrieval evaluations on an unlabeled subset of large-scale collection of real-world
videos, NewsScape [6].

The subset of NewsScape dataset exhibits a large number of challenging scenes such as TV
banners on the bottom of the scene, person-person and person-object occlusion and many
camera movements and cuts. Since there is no reference available on this dataset which can
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be used as a ground truth to quantitatively measure the performance of our methods in
real-world data, we perform a large user study and perform statistical as well as qualitative
analysis on the results.

In the following, we explain the evaluation procedure, query formulation and results for each
of the two evaluation setups.

9.2.1 Experiments on Chalearn Iso Gesture Dataset

To perform the evaluation, all of the methods extract the features of all the videos in the
dataset during the offline part. These feature vectors are stored in a database and will be
used in the online part of retrieval. The search for the gesture requires a query object which
undergoes the same processing as the dataset videos, and its feature is used for the search.
The Euclidean distance between the query’s feature vector and the stored features in the
database determines the results which according to this distance are closest and consequently
most similar to the query. At the end, a ranked list of results are returned.

Query Video Selection For this experiment we used 9 query videos with the following
characteristics for the evaluation:

• five videos from the test set of the Chalearn Iso dataset which are chosen according to
the complexity and at the same time familiarity of the hand gestures for general public.

• four videos performed by two participants in a setting completely different from the
dataset, to measure the ability of the method to generalize to out of the dataset samples.
The participants were shown a video from the dataset and were asked to imitate the hand
gesture. These four custom queries are shown in Figure 9.1.

Evaluation Setup Since the dataset is provided with the ground truth for the training
and test videos, we use this opportunity to compute the retrieval metrics to measure the
performance of the proposed methods on the retrieval task. The methods used for this
part of the experiment are three variations of ROFI3D (ROFI3D trained with triplet loss
without preprocessing, ROFI3D-P trained with triplet loss with preprocessing and ROFI3D-
CP trained with contrastive loss with preprocessing) and RKLSTM-P. All methods are used
to process all 9 query videos and 20 results per method from the training set are retrieved.

9.2.1.1 Evaluation Results

According to the labels of the retrieved results we can measure the precision@k with k =
5, 10, 20 to measure how many of the retrieved results shared the label with the query. The
precision values for different methods are summarized in Table 9.1.

The results in Table 9.1 shows how many correct results per query have the identical label
as the reference. It can be seen that the preprocessing has a visible positive effect on the
retrieval of similar results and the methods trained to learn the similarity metric with triplet
loss, can obtain higher precision in total. RKLSTM is clearly performing better than all
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Table 9.1. Maximum, mean and median precision at 5, 10 and 20 for the four proposed methods based
on the ground truth from the dataset. The best result per row is printed in boldface.

model ROFI3D-P ROFI3D ROFI3D-CP RKLSTM-P

p@5

max 0.8 0.4 0.6 0.8

mean 0.28 0.066 0.2 0.22

median 0.2 0 0.2 0.2

p@10

max 0.7 0.2 0.3 0.6

mean 0.177 0.044 0.144 0.2

median 0.1 0 0.1 0.2

p@20

max 0.55 0.1 0.15 0.6

mean 0.122 0.038 0.053 0.194

median 0.05 0 0.05 0.15

the variations of ROFI3D in retrieval and comparing with the result from the recognition
experiments in the previous chapter, we can conclude that RKLSTM is more suitable for
retrieval than recognition task.

When looking closely at the labels of the retrieved videos for the ROFI3D variations, we
observed the repeated appearance of some labels other than the ground truth in the result
list. Based on this observation we assume there is some sort of visual relationship between
these videos and the query video.

In order to examine this hypothesis, we performed a user study with 10 individuals to assess
the similarity of the results of the variations of ROFI3D. The participants were given a
brief introduction in the evaluation survey and used their own personal devices to access the
server. Each user was asked to rate all 9 queries each with 60 results for all three variations
of ROFI3D. The assessors used four point Likert scale to assign a similarity score to the
retrieved results (‘very good’ = 4, ‘good’ = 3, ‘ok’ = 2, ‘bad’ = 1). The collected data was
used to calculate DCG and precision, by defining the result as relevant when the normalized
score was equal or greater than 2

3 . The result of this analysis is shown in Table 9.2.

It can be seen that while the ROFI3D-CP model has the highest single value for each measure
according to the assessors’ ratings, the ROFI3D-P model consistently outperforms the other
two variations for all the mean and median measures. With a closer look, we can compare the
results obtained from the data labels and the user’s rating and compare them side by side.
These observations are illustrated in Figure 9.2.

As can be seen in Figure 9.2, there are some result videos which despite their non-matching
labels, have received high scores from the assessors and appeared similar to the query videos.
This phenomenon is more frequent in custom queries, and can be the result of the difference
in the appearance or quality of the videos and the gesture articulations by the performer.
This observation is yet another proof of the ill-defined notion of visual similarity between
hand gestures, specially when the user has no background in gesture’s definitions and forms.



114 Experimental Analysis

(a) Dataset query 1 (b) Dataset query 2

(c) Dataset query 3 (d) Dataset query 4

(e) Custom query 2 (f) Custom query 3

Figure 9.2. The side by side comparison of the assessors’ score for four dataset and two custom
queries compared with the ground truth labels from the dataset indicating the absolute
relevance of the results.
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Table 9.2. Maximum, mean and median dcg and precision at 5, 10 and 20 for the three presented
network variants based on user study scores. The best result per row is printed in boldface.

model ROFI3D-P ROFI3D ROFI3D-CP

dcg

max 4.25 2.69 5.08

mean 1.87 1.25 1.62

median 2.38 1.32 1.18

p@5

max 0.8 0.8 0.8

mean 0.33 0.24 0.24

median 0.4 0.2 0.2

p@10

max 0.5 0.4 0.7

mean 0.25 0.16 0.15

median 0.3 0.2 0.1

p@20

max 0.6 0.3 0.7

mean 0.23 0.13 0.16

median 0.25 0.1 0.15

Furthermore, it is valuable to see how well the proposed methods could retrieve similar results
with the out-of-the-dataset query videos. This is specifically interesting when applying the
methods for applications such as gesture annotations and search in large real-world collections,
and using the query by gesture instead of long textual descriptions of the hand gestures, which
is commonly used in linguistics. Table 9.3 summarizes the precision@k and DCG for different
methods for different types of queries.

Table 9.3. Mean dcg and precision at 5, 10 and 20 for the three presented network variants with
respect to if the queries were from the test set of [3] (dataset) or newly recorded (custom).
The best result per row is printed in bold.

model ROFI3D-P ROFI3D ROFI3D-CP RKLSTM-P

dcg
dataset 1.85 1.75 2.38 -

custom 1.89 0.61 0.67 -

p@5
dataset 0.36 0.36 0.36 0.3

custom 0.3 0.1 0.1 0.4

p@10
dataset 0.22 0.24 0.24 0.24

custom 0.3 0.08 0.05 0.3

p@20
dataset 0.21 0.16 0.25 0.25

custom 0.25 0.09 0.06 0.3
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It can be seen that there are large performance differences between the two query sources for
the ROFI3D and ROFI3D-CP models, while the differences for the ROFI3D-P and RKLSTM-
P model are considerably smaller. It can be also seen that the RKLSTM method outperforms
all variations of ROFI3D in custom queries and is comparable with the other methods in
dataset queries.

We also made a study on the user agreement on the scores given to query results. The κ
values were between 0.09 to 0.38 with a mean of 0.26 which indicates a considerable level of
disagreement in scoring the similarity of the results between the assessors. By taking a closer
look at the variance between the scores given to each result for each query (illustrated in
Figure 9.3) in comparison with the average of the scores for each query, we can see the level
of disagreement differs between the results from different models, and in the method with
the best performance according to our experiments (ROFI3D-P), this disagreement happens
mostly for custom queries. This issue in most cases has a root in the difference between the
direction or details of articulation of a gesture and the perception of similarity by assessors.
Additionally, there are instances in the dataset where the subjects perform the gestures with
fewer details of articulation than others, which to a novice assessor does not necessarily look
the same.

9.2.2 Experiment on NewsScape Dataset

The analysis of the results of our methods on a labeled dataset gave an insight on the usefulness
of our methods in retrieving similar gestures in a controlled video collection. However, this
analysis lacks an important aspect which we specifically aim at developing the RKLSTM
method: the complex scenes with non-controlled environments and real-world challenges.
The goal of this thesis is to expand the ability of computer vision tools to solve problems
in the real-world, where not all the elements such as persons performing the gestures, the
background, the style of gesticulation, camera position, etc. are pre-defined.

For this purpose, we used a subset of 259 videos from the NewsScape dataset, specifically
from the Ellen DeGeneres show, which covers the entire year 2017 and is provided to us by
Redhen lab. This is a specifically interesting dataset due to the various challenges present in
the talk shows, where people use the hand and body gestures naturally. The dataset exhibits
various sources of occlusions on the hands such as objects, persons and banners or subtitles
on the scene. Due to the nature of the talk shows, usually there is more than one person in
the scene, sometimes the audience is also shown.

According to the retrieval results obtained from the labeled dataset, we expect the RKLSTM
method a better fit for this kind of data, specially because of the use of the skeleton keypoints
instead of the optical flow. Since there are numerous scenes with camera and person move-
ments, the ROFI3D method based on optical flow is not the best choice. Therefore, we only
use RKLSTM for the evaluation, due to the large amount of processing time required for the
entire subset of the dataset.

We ran the entire pipeline of RKLSTM with preprocessing steps including the spatial seg-
mentation and cross angle person tracking to extract features of the 259 hours of videos in
the offline phase. The preprocessing step produced 3 093 022 video clips based on the pres-
ence of persons in each camera shot and number of people present in the scene. The clips’
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(a) Statistics on different queries for ROFI3D (b) Variance of the scores per results from ROFI3D for
different queries

(c) Statistics on different queries for ROFI3D-P (d) Variance of the scores per results from ROFI3D-P
for different queries

(e) Statistics on different queries for ROFI3D-CP (f) Variance of the scores per results from ROFI3D-CP
for different queries

Figure 9.3. The detailed analysis of variance and average score per query for three variations of
ROFI3D.
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lengths vary between fractions of a second and 74 seconds with the average of 1.45 seconds.
The very short clips are the artifact of the mis-re-identification during the preprocessing step
and the very long ones usually are the solo presence of the host talking without any camera
movement. For the evaluations, we removed the ultra short video clips whose lengths were
shorter than 2 seconds (60 frames). After this filtering, 1 501 037 video clips with an average
length of 3.29 seconds were available.

To the best of the author’s knowledge, to date, this is by far the largest gesture video collection
and study made in the field of gesture retrieval. The extracted features from these clips were
stored in the database and were used for the retrieval during an online phase.

The retrieval was performed by processing the query videos similarly as the dataset collection
videos and their features were extracted by RKLSTM method. The feature extraction and
preprocessing (including the keypoint extraction) for the entire collection took 1030 hours on
our in-house servers and the query processing time for a 3 seconds video takes approximately
50 seconds.

Query Video Selection Similarly to the previous experiment on Chalearn Iso dataset, we
select queries from different sources to assess the usability of the retrieval method. This time
we select 10 diverse queries where:

• seven videos are taken from the dataset, with four of them representing co-speech ges-
tures, two of them gestures such as clapping and waving and one query represented the
sitting pose of the performer.

• three videos were performed by the author in the room setting which has a vast difference
to the videos from the dataset. This is specifically used to measure the ability of the
method to generalize to different samples. The three queries aimed to re-create co-speech
gestures that occur while talking. These three custom queries are shown in Figure 9.4.

Evaluation Setup The Ellen DeGeneres show is not coming with any labeled data, therefore
we performed a user study to analyze the quality of the results by the perceived similarity by
different people. In addition to the assessors without linguistic background, we asked linguistic
and cognitive science experts to participate in the survey separately. We ran the survey on two
different servers for linguists and non-linguists assessors with a slight difference in formulating
the similarity. More specifically, the experts were asked to rate the formal similarity of the
gestures and the non-experts in linguistics were asked to rate the visual similarity between the
gestures. Although both refer to the same concept, the vocabulary was adjusted to decrease
the disparity of results due to misunderstanding.

The retrieval metrics were calculated by considering the result as relevant when the normalized
score was equal or greater than 2

3 . In total, 76 people participated in our survey, of which 14
were linguists and 62 with non-linguistic background. The survey was designed to assign a
random query based on the lowest number of results to each participant, and on average each
query result collected 30 scores.
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(a) Linguists (b) Non-linguists

Figure 9.5. The heatmap showing the variance of the scores per query rated by linguists and non-
linguists assessors (ratings are between 1-4).

9.2.2.1 Evaluation Results

Following the procedure of the previous user study, we made some statistical analysis to have
an overview of the scores given to the results. Table 9.4 summarizes these analyses.

With a first glance at Table 9.4, we notice the high value for the DCG, especially from lin-
guistics participants. This value indicates the better ranked results according to our method,
which appeared more similar to the query according to the linguist assessors. Although not
as impressive, the non-linguistic assessors also found the first results more similar.

The precision of the method according to the scores is higher than in the previous experiment.
This is more notable for one of the queries where all the top five results were rated uniformly
very similar by the assessors. Additionally a stable precision at different numbers of results
(P@5, P@10 and P@20) can be due to a large number of videos in the database. To find
a point where the precision starts to degrade and the diversity among the retrieved results
increases, further experiments with a higher number of results (possibly 50 or 100) can be
beneficial. However, with a user study setup, it is unlikely to expect assessors to rate 100
results of one query.

Comparing the statistics we gathered over the results, interestingly, we observed a high num-
ber of average inter-raters agreement over all the scores, with κ = 0.67. This value is higher
for linguists, with κ = 0.81. We can observe this also in the variances of the scores assigned
by different assessors to the results (see Figure 9.5). The heatmap indicates that the linguist
assessors’ scores have more consistency, and the variations between the scores are lower. On
the other hand, from the heatmap it can be observed that the non-linguist assessors do not
share the same consistency, which could be the result of a lack of deeper knowledge about
certain co-speech gestures.
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Similarly, we can observe the statistics of the scores per query, and take a closer look at
the results (see Figure 9.6). According to the results, query 8 was rated the worst both
according to the linguists and non-linguists. Figure 9.7 summarized the score per results for
both linguistics and non-linguistics. Detailed observation of this kind for all the other queries
can be found in Appendix A. This observation leads us to perform the analysis of precision
with separated queries, to see how well the method can generalize. The results of this analysis
can be seen in Table 9.5. We can clearly see that the custom queries have lower precision
than the queries which are selected from the collection. We expected this to some extent due
to the considerable difference between the custom query and the collection videos. Since the
method also relies on the visual cues of the videos, change of colors and angle of the camera
can be a reason for the difference of the performance.

A more detailed statistical analysis on the queries and results in addition to sample frames
from different queries than the ones used in the evaluations are presented in Appendix A.
While studying these results we found a more uniform scoring pattern between linguists,
specially on the co-speech gestures (queries 1, 4, 5, 6). However, this pattern was more visible
in queries which represented more familiar gestures and actions (queries 2, 3, 10).

9.3 Dimensionality Reduction Experiments

For the sake of completeness, we have tested the ROFI3D method with binary representations
and tested it with the state-of-the-arts in the video retrieval tasks when possible. To measure
the performance of the method, we used mAP where higher value indicates a better retrieval
model. Additionally, to have more insight into the efficiency of the binary representation for
retrieval tasks, we measured the time and quality of retrieval on a gesture dataset.

Table 9.4. Maximum, mean and median dcg and precision at 5, 10 and 20 for RKLSTM based on
user study split between linguists, non-linguists and total scores. The best result per
column for each category is printed in boldface.

Participants P@5 P@10 P@20 dcg

mean

overal 0.38 0.4 0.395 5.85

Linguists 0.4 0.41 0.41 6.55

Non linguists 0.44 0.47 0.44 5.86

median

overal 0.4 0.35 0.375 5.64

Linguists 0.4 0.35 0.4 5.58

Non linguists 0.4 0.6 0.5 5.70

max

overal 1 0.9 0.8 8.71

Linguists 1 1 0.85 12.79

Non linguists 0.8 0.8 0.7 8.33
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(a) Linguist (b) Non-linguist

Figure 9.6. The descriptive statistical analysis of the mean score given by linguist and non-linguist
assessors for all the queries.

(a) Linguist (b) Non-linguist

Figure 9.7. The detail scores given to custom query 8 separately by linguist and non-linguist asses-
sors. The linguists consistently rated this query results with low scores, while there is
disparity of the ratings between non-linguist assessors.

Since there are no hashing results reported on gesture specific datasets, we used the human
activity dataset, JHMDB [213] for measuring the performance of the short binary codes gen-
erated by ROFI3D-DTQ and compare them with state-of-the-art. In order to be comparable
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Table 9.5. Mean precision at 5, 10 and 20 according to the overall scores with respect to if the queries
were from the video collection of NewsScape (dataset) or newly recorded (custom).

dataset custom

P@5 P@10 P@20 P@5 P@10 P@20

Overall 0.4 0.5 0.5 0.35 0.25 0.23

Table 9.6. Comparison of different video hashing methods on JHMDB datasets according to mAP%
with different number of bits.

Model 16 bits 32 bits 64 bits

DSH [216] 5.28 6.37 6.76

ITQ-CNN [214] 13.25 14.57 15.10

DVH-CNN [168] 35.19 37.43 37.95

SPDTH [169] 38.66 43.88 46.47

HetConv-MK-BiDLSTM [215] 41.02 45.56 48.27

ROFI3D-DTQ 39.08 41.34 46.21

with the reported results on this dataset, we use the 16, 32 and 64 code bit lengths. Table 9.6
shows the performance of retrieval by percentage of mAP for different code lengths. The
methods selected for the comparison use CNN features and different dimensionality reduc-
tion approaches; DVH [168] and ITQ [214] use PCA to generate different code length and
SPDTH [169] produces hash codes by preserving the temporal dependency of the frames. It
is natural to expect the methods with the ability of encoding the temporal dimension to have
higher retrieval accuracy. The best results are obtained by HetConv-MK-BiDLSTM [215] and
our two stream method based on 3D kernel convolutions is the runner up in 16, 32 and 64
bit codes.

One of the main reasons we have included the dimensionality reduction method in this thesis,
is to explore the possibility of enhancing the retrieval speed by preserving the quality of
the results on the Chalearn Isolated gesture dataset. We have replicated the same retrieval
experiment as in Section 9.2.1, this time with binary codes and different lengths. The method
(ROFI3D-DTQ) was trained on the Chalearn dataset and the queries were selected from the
test set. We used the same queries as before and used the label of the results to measure
the mean precision at k = 5, 10, 20 for all the queries. The results for different code lengths
are displayed in Figure 9.8. The code length selection in this experiment follows the idea of
compactness. According to [217], the length of a compact code is not largely greater than
log2(L) where L is the number of classes in the dataset. Therefore our binary codes cannot
be smaller than 5 bits, and 16, 32 and 64 are relatively compact according to this number.

By comparing the retrieval performance of the original feature with the binary codes with
different lengths, it can be seen that the information loss with the short binary codes are
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Figure 9.8. The precision at 5, 10 and 20 for different code length in comparison to the original
length of the vector on Chalearn Isolated gesture dataset.

huge especially with the 16 bit codes. This can be explained by the rich temporal information
present in the original embedding which is essential for gesture recognition and retrieval. We
believe that during the quantization of the gestures, the information loss increases, specif-
ically due to the large number of classes available in the dataset, and the high intra-class
dependency which is an inherent characteristic of the gesture dataset. Therefore, encoding
the discriminative spatio temporal information of video clips requires longer code lengths.
Additionally, looking at the rate at which the precision at k for different code lengths is
improved, we do not expect 128 bit code to surpass the results from the original length code.

When comparing the speed of the retrieval, we observed the large amount of the retrieval time,
both on the online and offline part, is taken by the preprocessing and the feature extraction
prior to the search. To be more specific, encoding the entire Chalearn Isolated training set
without the quantization method took roughly 30 hours and the retrieval of 20 results, iėṫhe
comparison of features and ranking the results, were done in less than 10 seconds. Using the
quantization method, the feature extraction of the collection remained almost unchanged,
however, the retrieval time needed to fetch 20 results for a query dropped to two seconds for
code length of 32. According to these data, we believe that the decrease of retrieval accuracy
does not justify the speed improvement.



Chapter 10

Discussion

The results of this thesis can open different lines of discussions on the usefulness of methods
based on different modalities of the data, and the importance of paying more attention to the
creation of datasets to further enhance the computer vision methods and tools in the areas
of gesture recognition and retrieval. This thesis opens a door to unexplored fields of gesture
search which have very domain specific challenges and need to be addressed with specific
methods. In the following, we discuss the results from the evaluations and observations we
made throughout this thesis.

Figure 10.1. Sample frames from two videos in the evaluation from Chalearn Iso dataset. The two
videos have dissimilar label (top: RefereeWrestlingSignals2 and bottom: ChineseNum-
bers/wu) despite their visual similarity.

10.1 On the Perception of Gesture Similarity

One of the most observed phenomena during the evaluation of the retrieval result by the
assessors on both labeled and real-world dataset are the unclear boundaries between dissimilar
and similar gestures. Our experiment with the labeled dataset showed that there are instances
where the assessors at large agree that the query video is similar to the results, while the
label of the video indicates differently. Figure 10.1 is an example of such a query and results
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Figure 10.2. Sample frames from the clapping query from the NewsScape dataset with the different
function as of the intended.

from the Chalearn Iso dataset. In this instance, the result does not share the same label as
the query, however, from a trajectory point of view, they look very similar. Taking a look at
the Figure10.1 and exploring the samples from the dataset, we noticed the difference between
the two classes containing these videos lies within the flexed fingers, which are not always
demonstrated perfectly either.

Generally, flipped trajectories of gestures are considered to have different meaning and there-
fore are assessed as dissimilar. However, occasionally such gestures have the same label in
the dataset. Moreover, the gesture articulation varies from person to person and sometimes
these differences make similar gestures look dissimilar, even though they are from the same
category.

In linguistics, where the hand gestures are defined with different components such as form
and function, there is not one single notion of similarity which is generally applicable. For
example, one of the selected hand gestures in the evaluation is showing the host clapping
with only the palms of the hand (Figure 10.2). The retrieved results to this query video are
very similar to the action of clapping which involves bringing up the hands and the back and
forth trajectory of arms in the horizontal axis. However when listening to the speech of the
host, she is explicitly referring to this type of clapping (with palms only) as not fulfilling the
objective of clapping which is making noise. Therefore, linguistically, the retrieved results
which are the correct form of clapping do not have the similar function, therefore are not
entirely “similar”. Since our proposed method in this thesis is entirely independent of speech,
the results cannot reflect such functional similarity.

The results obtained from the evaluations showed that the notion of similarity is an ill-
defined concept, especially in the hand gesture context when a clear definition can not be
given to describe that motion. There have been detailed analyses on the notion of similarity
in [49], which summarizes how ill-defined this notion is on images. This problem gets more
severe when talking about gestures, where the spoken words, the body posture and the facial
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expressions can impact how similar one gesture would seem to another. Therefore, when using
off-the-shelf methods for feature extraction, it is important to take into account the fact that
the results could potentially not be as perfect as shown on curated and controlled datasets.

10.2 On Different Modalities of Data for Gesture Retrieval

It is worth mentioning that the feature extraction module of both of our proposed methods
are using only RGB frames as input, and are entirely independent of the depth modality
which is available in the training dataset, and from which most of the methods available
in this field benefit from. According to the results from the state-of-the-art methods on
the gesture recognition datasets, the best results are obtained with the depth, optical flow
and RGB modalities together. The depth data is the projection of the 3D space into 2D
space and can help in identifying the gestures, specially those which have movement in the
axis perpendicular to the camera. Our experiments show that despite the absence of this
modality, our methods obtain satisfactory results, especially on the real-world video data
collection. We believe that part of this performance is due to the preprocessing methods used
to remove the background clutter and deal with the occlusion and multi person scenarios.
Additionally, using the skeletal data extracted from human instances in the scenes improves
the retrieval results specially on the NewsScape dataset with free-form gestures.

The absence of the depth modality in TV footage as the biggest source of gesture videos for
multi-modal studies in different fields, can be a motivation for the computer vision community
to develop larger datasets with sufficient annotations for the training of neural networks.

10.3 On Dimensionality Reduction and Performance

Our limited experiments on using binary representations for retrieval showed that despite
the semi-comparable results for action video data, the short binary codes do not contain
sufficient information of the gesture instances. Additionally, most of the computational cost
of the retrieval in our method is the preprocessing and the feature extraction, which remains
unchanged after the quantization of features. Therefore, unless the quantization method can
have comparable results to the non-binary feature-based retrieval, we do not a gain from
quantization of the features.

10.4 On Dataset Imbalance

The Chalearn gesture dataset, which is currently the largest annotated hand gesture video
collection and is used for the training of our models, is greatly imbalanced regarding the num-
ber of samples per class. Statistical analysis on the Chalearn Iso dataset (Figure 10.3) shows
an imbalance in number of samples per class which ultimately can bias the feature extractor
to learn more of a certain class [218]. Although not used in this thesis, data augmentation
can be used to balance the number of samples per class to alleviate this problem [219].
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Figure 10.3. The statistics on the number of samples per class in each training, validation and test
set of Chalearn Iso gesture dataset.

10.5 On Preprocessing and Network Architecture

We have used different preprocessing steps on input data prior to feeding them to the feature
extraction module, to specifically overcome the challenges existing in the real-world data.

10.5.1 Effect of Segmentation

When taking a look at the results presented in Tables 9.2 and 9.3, we clearly see the methods
which are using the preprocessing have superior performance in the retrieval of hand gestures.
This effect is especially more visible for the custom queries which causes the method not to
consider the background of the individual performing the gesture and to generalize to the
real-world samples. This is more important in the real-world video collection, where the
background clutter and the occlusion would degrade the result of recognition and retrieval.

10.5.2 Effect of Temporal Localization of Gestures

Our experiments suggest that our proposed localization methods for the hand gestures are
not sufficiently reliable to be used for real-world data. Especially due to the fluid trajectories
of the hand during the conversation, they do not always return to the resting position which
is essential for our best performed temporal localization method. This topic requires more
in-depth analysis of the end-to-end architectures which can locate the hand gestures during
the feature extraction and do not perform this in a preprocessing step.
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10.5.3 Effect of Pretraining and Network Architecture

Both of our models, as explained in Chapter 6, are trained on the Chalearn Iso gesture
dataset. However, we have used the pretrained model of I3D on kinetics-400 which is an
action recognition dataset prior to adding new layers. According to our experiments, the
pretraining for this architecture is essential due to the use of 3D convolutions, which are
generally difficult to train. However, the RKLSTM network is only trained on gesture dataset.
We believe that using a pretraining for this method would also benefit the feature extraction.
However, we skipped this comparison due to the shortage of time and would recommend to
include pretraining of the network on larger activity datasets.

10.6 Impact on Linguistic Studies

The results gathered from linguists who participated in the evaluation survey of RKLSTM
have shown that the retrieved videos meet the formal similarity expectations of the experts
in the field. However, our method in its current state cannot be extended to include the
function of the gestures due to the lack of speech modality input. Despite the lack of function
similarity retrieval in our proposed method, our current pipeline can be used as a preliminary
gesture suggestion for analysis to reduce the manual annotation effort. Additionally, with
some modifications, we can group the type of simple hand movements which are attractive
for linguist studies, such as arms up or hands wide open to narrow down the search for specific
gestures.

RKLSTM currently does not support fingers keypoints and the search for hand gestures with
fine-grained movements, such as air quotes of the fingers is not very successful. Further studies
to measure the usability of the finger keypoints in retrieving such gestures are required.

10.7 Beyond Gesture Similarity Retrieval

We have observed that our proposed method could detect the similarity for queries repre-
senting some actions, such as dancing, hugging, and even sitting. We have explored this
functionality and have listed some of these results in the Appendix A. These results also
include static poses and actions such as the way someone sits or stands. Currently, most
of the video retrieval systems work with the textual queries or image input. Extending the
query type of these systems by video and possibly performing the action could potentially be
useful in video retrieval systems. Such an integration would allow a deeper analysis of the
performance of our method in more diverse situations.
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Conclusion

This thesis opens a new door in gesture analysis in computer vision by introducing the hand
gesture retrieval for communication gestures. The underlying motivation of this work was
the absence of a search medium specifically designed to overcome the challenges existing
in hand gestures. Although different works studied the recognition of the hand gestures in
curated, controlled environments, the real-world media collection has far more complications
which cannot be addressed with their methods. After reviewing the literature in the field,
we proposed a preprocessing followed by a feature extraction pipeline which to a large extent
can meet the expectations of a retrieval system.

The different components proposed in this thesis are domain specific approaches to overcome
the challenges especially existing in real-world scenarios of human interactions. Our prepro-
cessing module consists of a spatial segmentation module followed by a person identification
and tracking module. These two steps jointly detect each human even when parts of the body
are occluded and isolate them from the environment to reduce the impact of background clut-
ter. Additionally, we have explored two different solutions for the challenging topic of gesture
temporal localization.

Next, as the primary goal of this thesis, we have proposed a similarity learning approach to
encode gesture instances coming from the preprocessing module. As the source of the largest
chunk of video data is TV footage, the methods presented in this thesis are independent
of depth modality and sensor signals. We developed two different methods: One of them
uses two streams of inputs with RGB and optical flow data and extracts the spatio-temporal
features of gesture videos using the 3D convolutional network. The second one uses LSTM
units to model the temporal dependencies between the gesture video frames and uses a skeletal
attention mechanism to extract features of the RGB videos. As a side experiment, we tried
the binary representation learning to reduce the dimensionality of spatio-temporal features
extracted from the two streams method.

We have conducted comprehensive experiments, evaluations and ablation studies on the us-
ability of our proposed methods for gesture retrieval and recognition. The results obtained
from the evaluation of our two streams method on the annotated gesture recognition datasets
showed that the absence of depth modality in our pipeline hinders our method to achieve
state-of-the-art accuracy. However, the difference is negligible and our method has the high-
est accuracy in comparison with the state-of-the-art methods not using depth modalities.

Due to the newness of the gesture retrieval task and absence of the state-of-the-art, we
evaluated our method through a user study survey with participants partly from the linguistics
field. The performance of our pose-based LSTM method, according to our assessors, is very
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good on the majority of the presented queries. However, custom (‘out of the dataset’) queries
do not have similarly good results. Additionally, the user study showed that the notion of
similarity between hand gestures is ill-defined and the disparity among the ratings by the
assessors is due to the different perception each person has. Our experiments on binary
representations on the spatio-temporal features showed that the gain in speed of retrieval
comes at the cost of losing performance which, at the current state, does not justify the use
of it.

The contributions of this thesis are initial steps to extend the computer vision tools in the
field of gesture retrieval for communication gestures. Currently the methods existing in the
gesture recognition domain are dependent on curated datasets, which does not exhibit the real-
world challenges. The proposed methods help researchers in generating large scale annotated
datasets with real-world challenges.



Chapter 12

Applications and Future Work

This final chapter will introduce the applications of gesture recognition and retrieval (Sec-
tion 12.1) and suggest possible paths to follow, in order to improve the existing work and
overcome the existing challenges in the field (Section 12.2).

12.1 Applications

Hand gesture recognition and retrieval have a great potential not only in modern applications
but also in helping the existing computer vision tasks to solve real-world problems.

12.1.1 Linguistics

The focus of this thesis was to propose methods which are suitable for in the wild gestures
and which can reliably detect the visual and formal similarity among them. However, the
function of the gestures contain broader topics and can have different categories depending
on the research interest of the linguistic community. One of the possible applications of this
thesis is the implementation of the proposed method in the backend of the gesture annotation
tools used by linguistic researchers. These tools often take the list of the media contents
manually and display it in order to be annotated. The integration of the methods developed
in this thesis within such a tool, would result in a sophisticated gesture annotation framework
for linguistic studies. More specifically, the media contents selected for annotation could be
pre-filtered to increase the amount of positive samples and increase the speed of annotation.
This application can be a first step towards the generation of a labeled collection of gestures
used to further improve the state-of-the-art for in the wild gesture recognition and retrieval.

12.1.2 Human-Machine Interactions

One of the traditional applications of hand gesture recognition is in the field of human-machine
interaction. There is a lot of research going on in the field of gestural commands for controlling
robots [220], robotic assistance interactions [221] and entertainment [222]. Over the last one
and half years with the spread of Covid-19 and the ongoing pandemic, the hygiene of touch
screen devices available in public places has become a topic of concern and touchless devices
have gained more attention than ever. Hand gestures are considered a natural interface to
interact with machines and the intuitiveness of using the hands makes the gesture controls a
popular choice for the general public. The RGB based gesture recognition systems with the
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ability to recognize and track a person in a multi-person environment, can be a feasible and
low cost solution for a large number of businesses.

12.1.3 Sign Language Interpreters

The advances of technology in many areas in the past decade have helped many people with
disabilities to be more included in society. However, there are still areas which the latest
technology is missing for people with disabilities. Video Relay Service (VRS) is a form of
communication used by people with hearing disability to make a connection through phone,
instead of text messaging. Such services connect the user to an assistant who translates the
sign language made by the user into speech and communicates with the other side of the call.
Such services could benefit from gesture recognition methods to automate the procedure and
reduce costs which are often paid by the government or the state.

12.1.4 Integration into Video Search Systems

With the tremendous amount of media content across multiple devices, nowadays the need
of a multi modal search system can be felt more than ever. vitrivr is a video retrieval system
which benefits from diverse modalities and query types to search within a large collection of
videos. Since a large amount of the videos contain humans, activity and specially gesture
retrieval methods could be used as a new type of query to search the collection for similar
movements. The integration of the methods of this thesis to systems such as vitrivr, will
enable a deeper in-action evaluation of the pipeline through challenges such as the Video
Browser Showdown (VBS)10.

12.2 Future Work

This thesis is opening an under-explored path in the video retrieval area with focusing on
communication hand gestures. However, the methods developed in this thesis can be further
enhanced to address the existing challenges in the domain. In the following we will outline
our suggestions for the future work in this area.

12.2.1 Content-Aware Gesture Retrieval

Co-speech gestures, as obvious by their names, have a strong tie with the spoken words.
To search for them in video collections, analyzing both modalities –vision and speech– is
important. Some of these gestures come with an indicator phrase which might be slightly
different in wording. For example “from the beginning to the end” or “from the start to
finish” comes usually with a hand gesture moving along the horizontal axis. This information
already can be used to narrow down the results. Additionally, extending the existing vision-
based method to a multi-modal pipeline to learn the similarity between the gestures by
co-embedding the vision and speech (either audio or text) can bridge the existing semantic
gap in the co-speech gesture retrieval.

10https://videobrowsershowdown.org/

https://videobrowsershowdown.org/
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12.2.2 Multi-View Gesture Recognition and Retrieval

The existing footage from talk shows often exhibit drastic camera movements and change of
angles when recording the speakers. This viewpoint change causes confusion in the process
of projecting the hand gestures into a 2D plane and then extracting features. This problem
is not severe if the large amount of articulation is from one view, but in cases where the hand
gesture is recorded from two or more points of views, the representation of gestures by the
retrieval system will not be completely aligned with the reality of the gesture. One possible
solution is to use the view independent feature embedding method [223] which can be trained
by 2D projections of 3D poses, multi-view images and frames.

12.2.3 Temporal Gesture Localization in The Wild

According to our observations, the proposed temporal localization of gestures does not yield
good results on real-world gestures. The limitation is the basic assumption in the QOM
that the gesture duration is finished when the hands come back to the reference location.
However, we can observe, even in our gesturing behavior, that not always the hands return to
the starting location, and often the next gesture starts from where the previous one stopped.
The idea of using binary localization for detecting gestures temporally also does not work
in the real-world media data, as the “no gesture” label does not include all the absence of
gesture instances in the datasets. Therefore, more thoughts should be put in designing a
detection algorithm to further narrow down the results. One suggestion would be to use the
attention mechanism in the temporal dimension in the LSTM model. This would attempt to
score the existence of a gesture at each timestamp t and the final feature representation will
aggregate these scores into a feature map.

12.2.4 In-depth Gesture Similarity Research

One step beyond this thesis which can open possibilities of using machine vision in interdis-
ciplinary fields, is the study of the correlation of the hand gestures with facial expressions
and gestural behaviors. During the study of the evaluation results, one hypothesis was made
which suggests the potential existence of a pattern in gesture articulation of individuals. Ac-
cording to our hypothesis, this behavioral pattern would show itself by the appearance of the
same person performing the query in the retrieved result set. This potentially could be of an
interest to cognitive scientists to analyze this personal style of gesticulation. However, such a
study would require more specific data, from each individual in different situations to extract
such a style pattern which enables the inference of such correlation.





Appendix A

Supplementary Figures

Figure A.1. key-frames from the query with the sitting pose of Ellen (top-left) and the results re-
trieved from RKLSTM method. The results demonstrated have a continuous sitting
pose within the selected temporal boundry.
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Figure A.2. Sample frames from the query two persons hugging (top) and three top results retrieved
from RKLSTM method. The last result illustrates two people dancing, which might not
reflect the hugging action, however, the movements are quite similar to the ones in a
hug.
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Figure A.3. Sample frames from the query showing a person dancing (top) and three top results
retrieved from RKLSTM method.
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