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Abstract—An intrinsic challenge in the geophysical interpreta-
tion of low-frequency SAR imagery of semi-transparent media,
such as ice sheets, is the position ambiguity of the scatter-
ing structures within the glacial volume. Commonly tackled
by applying interferometric and tomographic techniques, their
spaceborne implementation exhibits by orders higher complexity
compared to missions relying on single SAR images, making
them cost expensive or, in the context of planetary missions,
even impossible due to limited navigation capability. Besides,
even these sophisticated techniques are commonly biased due to
inaccurate permittivity estimates, leading to geometric distortions
up to several meters. We present a novel inversion procedure to
estimate volume parameters of ice sheets, namely, the depth of
the scattering layer within the glacial volume and the dielectric
permittivity of the ice, based on single-image single-polarization
SAR acquisitions. The information is inherent in the processed
SAR data as phase errors on the azimuth signals resulting
from uncompensated non-linear propagation of the radar echoes
through ice. We suggest a local map-drift autofocus approach
to quantify and spatially resolve the phase errors and an
inversion model to relate them to the penetration depth and
permittivity. Testing the proposed technique using P-band SAR
data acquired by DLR’s airborne sensor F-SAR during the
ARCTIC1S5 campaign in Greenland shows promising results and
good agreement with tomographic products of the analyzed test
site.

Index Terms—synthetic aperture radar (SAR), autofocus, to-
mography, cryosphere, glacier, penetration, depth, permittivity.

I. INTRODUCTION

YNTHETIC aperture radar (SAR) is a well established

remote sensing technique for the exploration of terrestrial
and planetary ice sheets. This outstanding position builds
upon several SAR-specific characteristics, such as metric or
even sub-metric resolution, large spatial coverage, and op-
erability almost independent of atmospheric conditions and
solar illumination. Furthermore, electromagnetic waves with
wavelengths in the microwave regime partially penetrate into
optical non-transparent natural media, such as snow, ice, sand,
dry soil, and vegetation. Considering snow and ice environ-
ments, that are the focus of this study, this characteristic
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provides sensitivity of the SAR acquisition to both surface
backscatter and scattering phenomena within the snow/ice
sheet. Signal backscatter is expected to arise from: i) inter-
faces separating regions with dielectric contrast, e.g., air/snow,
snow/ice, ice/water, and ice/bedrock, ii) ice inclusions in form
of volumetric scattering, and iii) subsurface ice layers. This
gives access to information about the vertical structure of
ice sheets, which, in the terrestrial context, is of fundamental
importance for glacier mass balance and dynamics and to gain
understanding about the interrelation between the ice masses
and environmental processes such as climate change [1], [2].
In the context of planetary exploration, the characterization of
the internal structure of planetary ice sheets is a major element
in understanding the geology and geophysical processes of
planetary bodies and has been pioneered by the exploration
of the Martian polar caps [3], [4]. With the rising scientific
interest in the active icy moons such as Saturn’s Enceladus
and Jupiter’s Europa, modalities for planetary subsurface ice
exploration may play a central role in future missions.

In situ ground-penetrating radar sensors or airborne ice
sounding radars are most frequently used for measuring the
internal structure of terrestrial ice sheets [5]-[7]. For the
exploration of the Martian subsurface two radar sounding
instruments have been deployed in orbit [8], [9]. Ice sounders
allow for the imaging of the ice sheet subsurface along the
radar track by operating a low frequency nadir-looking radar
at low altitude. They offer a particular sensitivity to specular
scattering occurring at interfaces such as at the bedrock and
internal ice layers, providing information on the thickness of
the layers. The application of ice sounders is restricted by the
limited coverage and backscattering profile estimation owing
to the nadir-looking imaging geometry, not allowing for 3-D
measurement of the ice sheet. In contrast, the side-looking ge-
ometry of spaceborne SAR is able to provide global coverage
of terrestrial or planetary ice masses on a regular basis. Various
experimental studies have been reported in the literature to
overcome the limitation of traditional 2-D SAR imaging, by
applying polarimetric and interferometric SAR techniques,
allowing for the retrieval of volumetric properties of ice sheets
[10]-[12]. Extending the synthetic aperture in elevation direc-
tion by multiple acquisitions gathered from slightly displaced
radar tracks allows for direct 3-D resolved measurement of ice
sheets. This technique is commonly referred to as tomographic
SAR (TomoSAR) imaging. TomoSAR allows for the direct
retrieval of the vertical ice structure over wide swaths. It
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has been successfully applied in several airborne experiments
for imaging the internal structure of Alpine glaciers and the
Greenland ice sheet [13]-[15] and can be utilized as a robust
basis for validation due to its direct 3-D capability.

In this paper, we present an inversion procedure to estimate
volume parameters of ice sheets, namely, the depth of the
scattering scene within the glacial volume and the dielec-
tric permittivity of the ice, based on a single-image single-
polarization SAR acquisition. The information is inherent
in the processed SAR data as phase errors on the azimuth
signals resulting from uncompensated non-linear propagation
of the radar echoes through ice. We suggest a local map-drift
autofocus approach to quantify and spatially resolve the phase
errors and simple inversion models to relate these errors to
the volume parameters. SAR autofocus algorithms have been
used over decades to estimate residual platform motion errors
[16]-[18] and have been suggested to correct ionospheric-
induced phase errors [19], [20], both with the primary goal
of recovering the contrast in the SAR image. In the case of a
snow/ice scene, besides a corrected radiometry, the measured
phase errors can be linked to the underlying physical scene
properties, as introduced above. The approach relies on SAR
systems with decent Doppler bandwidth to ensure sufficient
sensitivity in the phase error measurement. This requirement
is met by current airborne sensors such as DLR’s F-SAR and
spaceborne systems such as TerraSAR-X in staring spotlight
mode or ALOS-2 in spotlight mode. The suggested single-
image inversion approach may be applied complementary to
polarimetric, interferometric, and tomographic imaging, or
in applications in which these sophisticated technologies are
not implementable such as in planetary missions. We use P-
band SAR data acquired by DLR’s airborne sensor F-SAR
during the ARCTIC15 campaign in Greenland to validate the
proposed technique. The considered data consist of repeat-
pass acquisitions from the K-transect test site forming a
tomographic stack, which will be used to validate the results
obtained with the single-image approach.

This paper is organized in six sections. In Section II the
problem statement driving the proposed approach is discussed.
Section IIT describes the modelling of the signal propagation,
scattering, and resulting phase errors. The concept of the single
SAR image inversion approach is presented in Section IV.
Results from the airborne data are presented and discussed in
Section V. Conclusions are drawn in Section VI.

II. PROBLEM STATEMENT

An important geophysical distinction of SAR image features
in the assessment of ice sheets is their characterization as sur-
face or volume structures and furthermore, their exact position
within the ice. The intrinsic difficulty in SAR imaging of semi-
transparent media, such as snow or ice, is the ambiguity in the
position of the scattering structures within the media, even if
the topography of the surface is known. An example of the
complex backscatter situation of an ice sheet is illustrated in
Figure 1, where different features may contribute to the return
signal in a single resolution element which extends in elevation
direction and is only bounded by the antenna beam width. This
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Fig. 1. Illustration of the potentially complex backscatter scenario of an ice
sheet. Scattering sources from various depths may contribute in the SAR
resolution cell, indicated by the range resolution &, and bounded by the
antenna beamwidth 6.

features can reach from the surface to the bedrock underneath
the ice.

As introduced above, the elevation ambiguity may be re-
solved by applying SAR interferometric or tomographic tech-
niques which require the use of several satellites or coherent
repeat passes. Although considered standard in the context of
Earth observation missions, e.g., TanDEM-X and Sentinel-1,
when considering planetary missions, the implementation of
interferometric techniques may fail due to exceeding cost and
complexity, as well as the limited accuracy in navigation and
orbit determination. The stress here on the planetary context
is due to the frame out of which this study emerges: a radar
mission concept investigation for the exploration of Saturn’s
ice-covered moon Enceladus [21], where possible spacecraft
orbits experience strong perturbation by Saturn’s mass and the
strongly non-spherical gravity field of Enceladus. Combined
with the limited spacecraft navigation accuracy for outer solar
system missions, the stringent navigation requirements for
interferometric missions are expected to be difficult to meet.
This drives the need for the proposed approach to infer the
scattering position from single SAR images.

Besides the position of scattering features, the composition,
i.e., the density of ice sheets is a significant geophysical
parameter as it allows for example to distinguish between
snow, firn, and ice. Radar acquisitions are inherently sensitive
to the density of a glacial volume as it is directly related to the
dielectric permittivity and therefore the propagation velocity
of radar signals. This sensitivity may be exploited to obtain
permittivity estimates.

Moreover, an accurate permittivity knowledge is crucial
for providing reliable interferometric penetration estimates
and tomographic acquisitions, as the vertical wavenumber is
directly related to it [22]. Permittivity values are commonly
only available as rough estimates. Considering tomography,
permittivity is commonly incorporated in form of a geometric
correction step after tomographic processing assuming free
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Fig. 2. Error in the estimation of the depth of a target retrieved from a
tomographic product caused by inaccurate permittivity estimates. Results are
shown for a target located 50 m deep in an ice sheet with averaged permittivity
of 2.5. Positive values indicate an overestimation. Note the dependence with
incidence angle on the ice sheet surface.

space propagation [14]. Derived from the relations given in
[14], Figure 2 displays the tomographic estimation errors of
the depth of a structure located 50 m deep in an ice sheet with
mean permittivity of 2.5, i.e., a permittivity corresponding
to medium dense firn. Errors are analysed for permittivity
estimates spanning a range from slightly dense firn (i.e., 1.8)
to solid ice (i.e., 3.15), and incidence angles on the surface
between 20° and 70°. For different depths, the error is varying
linearly. Significant errors can be expected in cases where no
additional measurements constrain the permittivity range. A
further independent approach for penetration estimation, as
discussed in this study, can allow for the estimation of the
permittivity.

III. PROPAGATION AND PHASE ERROR MODEL
A. Propagation and Scattering in Snow and Ice

Considering radar systems operating in commonly used fre-
quency bands, e.g., from P to X, when the radar echo impinges
on the interface between air and snow/ice a significant part
of the energy is not scattered but penetrates into the glacial
volume [23]. The ratio of scattered and penetrating signal
energy is dependent on the signal frequency, the dielectric
permittivity of the surface layer, and the surface roughness
[23]. Low values of these quantities lead to strong signal
penetration. The penetrating electromagnetic wave experiences
a change in propagation velocity, which, under the assumption
of snow and ice as a low-loss material, can be written as [24]

e (1)

Cice = = >
Nice

\/ Erice
where ¢y is the speed of light in free space, e;j the real
part of the permittivity of snow/ice, and n;. the corresponding
refractive index, which is mainly used throughout the paper, as
it eases the description of propagation phenomena. The index
ice is from here on used to indicate parameters describing
the glacial volume. The velocity change results in a direction

change of the penetrating wave which can be described using
Snell’s law of refraction [24]:

Nyir - Sin 0 = njce - sin 0, 2

with 6; being the incident angle of the echo at a surface point
with respect to the surface normal and 6, the refraction angle.

Within the glacial volume the propagating signal may
be backscattered by volumetric distributed inclusions, such
as air inclusions, ice lenses and pipes, and depth hoar, in
form of volume scattering. Furthermore, backscatter occurs
in form of surface scattering at interfaces separating layers
with dielectric contrast, i.e., snow/firn, snow/ice, water bod-
ies, refrozen wet snow or firn, and glacier/bedrock. Along
its propagation path, the signal experiences an attenuation
which results from scattering and dielectric absorption losses.
Both processes increase with higher frequencies. In P and
L bands, commonly used for ice-penetrating SAR systems,
ice sheets are relatively transparent when compared to other
natural media and studies record backscatter signatures in
SAR acquisitions down to several tens of meters [13]-[15].
Above two GHz the absorption losses rise drastically due
to increasing dielectric losses, represented by the imaginary
part of the permittivity. Besides, the scattering losses show a
strong dependence on the frequency, commonly modeled with
a f4 proportionality [25]. The propagation velocity within the
glacial volume changes according to (1) with the refractive
index, which can be assumed to be frequency independent in
the microwave region with a slight temperature dependence
[26]. The value for n;, of pure ice is typically assumed to
be around v/3.15 [27]. However, the nj. of snow and firn
strongly depends on its density and water content. Assuming
cold conditions, ice sheets are commonly modeled as a with-
depth-increasing density, leading to an equivalent nje. profile
with common starting values for snow of about V1.4 [27] and
saturating at the refractive index of pure ice. Real ice sheets
may exhibit more complex refractive index distributions, es-
pecially in regions where melting and refreezing events lead
to strongly heterogeneous density distributions, e.g., highly
reflecting layers.

The travel path of the radar echoes in complex ;.. distri-
butions is non-linear and can be approximated by Fermat’s
principle of least time, which states that the path of a
ray taken between two points in an arbitrary heterogeneous
medium is the one for which the ray takes the least time
compared to adjacent paths [24]. The approximation made
is to treat the travelling wave as propagating rays which are
perpendicular to the wave fronts. It is almost perfect if the
wavelength is small compared to the structures with which
it interacts, but it cannot account for effects like diffraction
and interference [24]. Also Snell’s law in (2) is subject to
this high-frequency approximation. Generally speaking, the
authors see the approximation applicable for ice-penetrating
radar applications, as the small scale variations within the
glacial volume, i.e., the conglomerate of ice particles and air,
are sufficiently small compared to radar wavelengths to be
assumed homogeneous, whereas the interfaces between layers
and permittivity profiles vary in large spatial extents compared
to radar wavelengths. The validity of the approximation may



be proven wrong if wavelength sized structures are present,
such as ice lenses or pipes. Nonetheless, it is an indispensable
tool for approximating the travel time and path of the radar
echoes through the glacial volume and is frequently used in
the community.

B. SAR Signal Model

The received SAR signal echoed from a point target after
demodulation can be modelled as [28]

Srx(t,ta) = rect {t_:p(ta)} - exp [j cmkye - (t— T(ta))2:|

w? (t) exp[—j-2-7- f-7(ta)], (3)

where t is the slant range time, ¢, the azimuth time, 7,
the pulse duration, k, the chirp rate, w (t,) the illumination
footprint of the antenna over the scene, and 7(¢,) the variation
of the two-way travel time to the target along azimuth, which is
referred to as travel time history from here on. The backscatter
coefficient of the target is set to unity. The signal model
is equivalently applicable for conventional SAR acquisitions
assuming free space propagation and for subsurface imaging
through a dielectric heterogeneous propagation medium such
as ice. The only difference lies in the formation of the
travel time history, further discussed below. If not consid-
ering a discrete point target but a complex glacial volume
as backscattering source, as depicted in Figure 1, the return
of all targets within the resolution cell integrates into the
echo. The resolution cell extends in elevation direction and
is only bounded by the antenna beam width, leading to a
superposition of backscatter sources from different depths
through the ice sheet. Commonly, the signal is dominated by
specific scattering sources. For P-band and L-band frequencies,
subsurface scattering often contributes the strongest returns,
whereas at higher frequencies, the backscatter arises mainly
at the surface. For conventional SAR imaging, the vertical
position of the scattering source is not accessible.

SAR data are commonly processed assuming free-space
propagation between radar and target allowing for a trivial
computation of the travel time history and therefore the
phase history. For a target located within an ice sheet, 7(t,)
experiences additional influence by the change in propagation
velocity and travel path non-linearity, according to the relations
discussed in Subsection III-A. The resulting mismatch between
the processing kernel and the phase history of the target leads
to defocusing in the processed SAR image depending on the
magnitude and shape of the phase error history. Commonly
perceived as an undesired effect, the defocusing may be
exploited to gain information about the ice permittivity and
target depth, if precisely measured and modelled.

The acquisition geometry for a simplified scenario with a
linear radar track, a flat interface between air and the ice sheet,
and a constant refractive index nje is illustrated in Figure
3, where the refraction on the surface leads to a non-linear
travel path of the echoes. For a target located within an ice
sheet the derivation of the travel time history and therefore
the phase history is non-trivial. Even for the simple scenario
in Figure 3, a closed form expression is not possible, as the
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Fig. 3. Simplified acquisition geometry for a target located within an ice
sheet of constant refractive index and flat surface, illustrating the refraction
effect on the ice surface.
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Fig. 4. (Top) simulated travel time history for a target located 50 m deep in an
ice sheet of refractive index /3.1 according to F-SAR acquisition parameters
in Table II in black, compared to the travel time history used for processing
assuming free space in dashed red. (Bottom) phase error between the two
histories and its quadratic and quartic component.

derivation of the travel time along a single ray path requires
the computation of the intercept point on the surface, leading
to the determination of the roots of a fourth-order polynomial
[29], which results in unpractical analytical expressions.

1) Phase Error Simulation: The simulated travel time his-
tory for a point target located 50 m deep in ice is shown in
Figure 4 (upper panel) and is compared to a target at the
same slant range time in a free space surrounding, i.e., the
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Fig. 5. Simulated azimuth IRF of a target located 10 m and 50 m deep in
an ice sheet with a refractive index of v/3.1, processed assuming free space
propagation and compared to a target at equivalent slant range time located in
free space. F-SAR P-band acquisition parameters are used for the simulation,
depicted in Table II. Note the strong defocusing, even for the target at 10 m
depth.

assumption made in processing. The simulation geometry is
comparable to the one in Figure 3 with a constant refractive
index nje = v/3.1 and an incidence angle on ice of 50°.
System parameters such as sensor altitude, frequency, and
integration time are chosen according to the analyzed data
in Section V of the F-SAR flight campaign and listed in Table
II. The computation of travel times was performed using a
numerical minimization according to Fermat’s principle. The
difference between the two travel time histories is shown in
the lower panel of Figure 4 in form of a phase error describing
the difference between the two corresponding phase histories.
Furthermore, the two most significant polynomial terms of
the phase error, i.e. the quadratic and quartic component,
are derived from an order-ten polynomial fit. The hyperbolic
appearance of the phase error is well described by its quadratic
component, even for the relatively large Doppler bandwidth of
the F-SAR P-band acquisition. At the boarders of the synthetic
aperture a maximum phase error of ~ 9.17 is reached. The
effect of the phase error on the azimuth impulse response
function (IRF) is depicted in Figure 5 for a target 50 m deep
in ice (corresponds to results in Figure 4) and 10m deep.
The IRFs are compared to the one of a target located at the
same slant range time but in free space, which appears well
focused. The severe phase errors lead to a heavy defocusing of
the IRF even for the target located 10 meters under ice. This
effect for subsurface SAR imaging of ice sheets has also been
mentioned in [14], but regarded as negligible for the processed
azimuth resolution of five meters. For finer nominal azimuth
resolution, as in the present data set, the phase error cannot
be neglected and increases proportional to 1/62, with &, being
the azimuth resolution. In [30] it is shown that for very fine
azimuth resolution (i.e., < 0.5m in P-band) the defocusing
effect may be even exploited to obtain a 3-D metric resolution
effect.

2) Phase Error Model: As outlined in the discussion of
Figure 4, the phase error is well described by its quadratic
component. This facilitates to approximate the phase history
by an order-two polynomial. For non-squinted acquisitions the
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Fig. 6. Geometric relations for the derivation of the Doppler rate.

phase history may be approximated as [28]
Dt~ f2 7+ from-t2, €))

where 7 is the minimum of the travel time history and fr is
the Doppler rate. From a target’s perspective, the Doppler rate
describes the changing rate of Doppler frequency under which
it is observed. For a target in free space it is given by [28]

4 -2
fR,fs - )\0 'CO'TO,
with Ao being the wavelength in free space and v, the
effective velocity between sensor and target. A target located
in ice perceives a faster changing Doppler frequency due to
a compacting of the azimuth sampling and therefore a higher
Doppler rate. The Doppler rate may be derived by quantifying
the compacting. In Figure 6 the distance between two Doppler
frequency samples for a depth d in the ice is illustrated for
the actual case of njce > Mg and Nje = N, ™1 and 7o,
respectively. For the latter case, d is scaled with nj;.. to account
for the higher propagation velocity. The ratio :—f relates the
Doppler rate for a target in ice to the Doppler rate of a free
space assumption, i.e., the Doppler rate used in processing:

fR:fR,fs'Q_fR,fs'ga 6)

1

®)

where ( is used from here on as a short hand notation. For
deriving (, the side-looking geometry and refraction in the
slant range plane have to be taken into account, resulting in

(H+d'nice : Zg:g;) * Nice
~ , 7
et d- 0 ™

where H is the sensor altitude and 6; and 6, are the incidence
and refraction angle in the slant range plane at boresight.
Following, the phase error can be modelled as

AD(ta) = fr s 7 (¢ —1) - t7. (8)

Together with the derived model parameter in (7), the ex-
pression in (8) provides an estimation of the phase error to
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Fig. 7. Comparison of the simulated phase error history according to Figure
4 and the analytical expression in (8).

be expected for targets located in an ice sheet of constant
refractive index when the processing of the data is performed
under the common assumption of free space propagation.
The model is used in the following sections as inversion
model for estimating the depth of an imaged feature d and
the refractive index of the ice sheet n;... To validate the
phase error model, in Figure 7 the analytical expression of
(8) is used to replicate the phase error from the analysis of
Figure 4. Obviously, the analytical expression only accounts
for the quadratic component, leaving a quartic component after
forming the difference.

3) Discussion: The derived relations allow for a simple
modeling of the quadratic phase error induced by the prop-
agation of the echoes through ice. For realistic acquisition
scenarios, violating the flat Earth assumption in the derivation
of the model, the topography can be locally approximated by
tangential planes. This approximation holds under the assump-
tion that the topography is varying insignificantly within the
area where the echoes of a target impinge on the glacial sur-
face. Considering realistic penetration depths down to 100 m,
this area extends in the order of tens of meters, making the
approximation tolerable in a wide range of cryospheric ap-
plication scenarios. The accommodation of realistic refractive
index distributions follows a similar rationale. A distribution
that is laterally varying insignificantly within the spatial extent
spanned by the echo ray paths may be approximated by a
constant refractive index even if heterogeneous in vertical
dimension. Errors in both approximations result in linear and
higher-order phase terms additional to the modelled quadratic
term.

The expression in (8) is used in Figure 8 to model the
maximum quadratic phase error for a wide span of target
depths and refractive indices, with the maximum error lo-
cated at the borders of the synthetic aperture. In the upper
panel, system parameters correspond to the F-SAR P-band
acquisition depicted in Table II with an incident angle on
the surface of 50°. The 0.257 contour (red) marks the phase
error that is commonly regarded as the limit at which a visual
degradation of the SAR image starts and is also frequently
stated as an empirical estimation of the accuracy limit of
autofocus algorithms. For the F-SAR parameters, almost all
constellations in the analyzed parameter space surpass this
border. The lower panel of Figure 8 displays for TerraSAR-
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Fig. 8. Maximum quadratic phase error between the correct phase history of
a target located in an ice sheet and the phase history of the processing kernel
(assuming free space) for varying refractive indices and target depths. (Top)
acquisition parameters chosen according to the F-SAR P-band data depicted in
Table II and (bottom) parameters according to TerraSAR-X staring spotlight
depicted in Table I.

TABLE I
EXEMPLARY TERRASAR-X STARING SPOTLIGHT ACQUISITION
PARAMETERS
Parameter Value
Center frequency 9.65 GHz
Processed azimuth resolution 0.24m
Sensor altitude 514 km
Incidence angle 50°

X staring spotlight system parameters, depicted in Table I,
that significant phase errors can be expected even with the
limited penetration expected for X-band signals, if sufficient
Doppler bandwidth is available. Computations were performed
assuming a spherical Earth approximated by a tangential plane
at the point of incidence.

IV. INVERSION APPROACH

Inverting the penetration and permittivity from the phase
error present in SAR images necessarily follows a three-stage
approach:

1) SAR processing,

2) phase error estimation via autofocus algorithm,

3) inversion of phase errors.

The general procedure of the single-image inversion approach
is depicted in Figure 9. The first stage, SAR processing,
describes conventional SAR focusing of the acquired raw data
assuming free space propagation. One preliminary assumption
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Fig. 9. Block diagram of the proposed single-image inversion approach. Note
that the blocks are treated separately in the local map-drift autofocus.

of the approach is that nominal calibration has already been
applied on the data, to make sure most of the residual phase
signatures are due to the propagation within the volumes
of interest. In a second stage, phase errors are estimated
using a SAR autofocus algorithm, namely, a local map-drift
autofocus applied on the focused single-look complex SAR
image (SLC). The autofocus is applied block-wise on the
focused data, resulting in a spatially-resolved phase error map
over the imaged scene. Finally, the estimated phase errors are
fed into an inversion model based on the results presented in
Section III, which allows the generation of penetration maps
or permittivity estimates.

A. Local Map-Drift Autofocus

SAR autofocus approaches are broadly used for the estima-
tion and correction of phase errors to produce high-resolution
SAR imagery. The two most commonly applied approaches
are the phase gradient autofocus (PGA) and the map-drift
autofocus (MDA) [16]. PGA allows for the estimation of
arbitrary phase error functions [17], but the necessity of bright,
point-like targets restricts the applicability for glacial terrain.
Moreover, as the aim of the suggested approach is to esti-
mate and invert scene-induced phase errors, point-like features
would need to be well distributed over the scene. Therefore, an
MDA method is preferred, which requires only the presence
of contrast features in the scene, such as edges, shadows, and
other details. Contrast may be found in subsurface glacial
scenes in the form of bed rock reflection or reflection from
volume structures. MDA, in its basic form, estimates the
second derivative of the phase error function by measuring a
linear shift between two images generated from two azimuth
sublooks [16]. When considering a phase error dominated by
a quadratic term -as described above-, the second derivative
is proportional to the error in Doppler rate Afg between
the processing kernel and the actual phase history, which
has been shown in Section III to be roughly proportional
to the penetration depth and the permittivity of the volume.
This becomes evident by taking a look at the phase history
formulation in (4).
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Fig. 10. Block diagram of the local map-drift approach.

In Figure 10, the basic steps of the developed MDA method
are displayed. The autofocus is applied in blocks to get local
estimates of the propagation errros. For every block, the
shift between the amplitude images generated from the two
azimuth sublooks is estimated using a 2-D cross-correlation.
Sub-pixel accuracy is reached by evaluating the slope of
the phase of the cross-correlation spectrum, with the slope
being connected to the shift of the cross-correlation peak
over Fourier theorems. When considering the images formed
from two equally-sized, non-overlapping sublooks spanning
together the whole aperture, the azimuth pixel shift Az can
be related to the Doppler rate error over [31]

2-Azx
AfR = 452 ¢ fl%,procﬂ (9)

B3 - osf
where Bp stands for the Doppler bandwidth, osf is the over-
sampling factor, and fgpc describes the Doppler rate used
for processing. The MDA is applied in an iterative manner, in



which the estimated A fr after each iteration is used to correct
the quadratic phase error in the spectrum of the block SLC.
Typically, this leads to an improvement of the A fr estimate,
because each correction step leads to a contrast enhancement
in the image, allowing a higher-accuracy shift measurement.
In each iteration k, frproc is updated according to

fR,proc; k = fR,proc; k1T AfR; k-1 (10)

and A fg is accumulated to obtain the total Doppler rate error.
The process is terminated when A fg reaches a lower thresh-
old, or after a maximum number of iterations. Commonly,
after two or three iterations of corrections, the measurement
converges and does not improve further. Each block is treated
separately and the Doppler rate error is assumed constant over
the block. The initial value of fgproc is calculated according
to (5) at mid-range of the considered block. For a thorough
description of the particularities and implementation of the
map-drift algorithm the reader is referred to Carrara et al. [16].

B. Inversion

Based on the error model presented in Section III, we can
relate the output of the autofocus to the penetration and the
permittivity of the ice volume. According to (6) the model
parameter ¢ can be estimated as

Afr
f R, fs .
Therefrom, based on (7) the depth of the dominantly scattering
scene (i.e., the penetration depth) d is expressed as

=1+

Y

nice'(H_H'C)
= . : (12)
ol - (C—n2.)

For obtaining the refractive index njc, the refraction angle 6,
in (7) has to be expressed according to Snell’s law. Solving
for njc results in four roots of which only one takes physical
values and has the form

\/—b+\/b2—4-a'c
Nice = )

5 a 13)

with
a = cos®(6;) - d?, (14)
b=—2-C cos?(6)-d> — H?>- (1—¢)?,and (15)
¢ = cos?(6;) - d? - ¢2 +sin?(6;) - H? - (1 —¢)°. (16)

The dependence of the phase error to both, the depth and the
refractive index does not allow for the joint estimation of both
parameters from a single acquisition. Previous knowledge of
one of them or additional acquisitions are required.

1) Single Image Inversion: Considering a single SAR im-
age being the only available measurement, a penetration depth
inversion according to (12) is the primary application scenario
of the inversion approach as the refractive index of a snow
and ice sheet may be bound to a certain range depending on
weather conditions and geographic location. The sensitivity of
the penetration inversion to errors in the refractive index (i.e.,
permittivity) knowledge is shown in Figure 11 for the example

o

=
o
00

0.2

N
b\ \\\
i

N
o

w
o

]
o

scene depth [m]
N
o
penetration inversion error [m]

-03 =02 -0.1 0.0 0.1 0.2 0.3
permittivity error
Fig. 11. Error in the penetration depth inversion using the single-image

approach resulting from errors in the permittivity knowledge, shown for the
F-SAR acquisition geometry, different depths of the scattering scene within
the ice sheet, an incident angle on the surface of 45°, and an exemplary true
permittivity of the ice sheet of 2.5.

case of an ice sheet with mean permittivity of 2.5, correspond-
ing to medium dense firn. The results are shown for the F-
SAR acquisition geometry with a sensor altitude of 4000 m,
different depths of the scattering scene within the ice sheet, and
an incident angle on the surface of 45°. For penetration depths
in the range of several tens of meters, as expected for example
in P-band, and representative permittivity error magnitudes up
to 0.3, inversion errors with magnitudes up to few meters are
to be expected. Note that the sensitivity to permittivity errors
of the single-image approach is higher compared to interfer-
ometric or tomographic techniques. However, the magnitude
of the analysed penetration errors does not seem to drastically
limit the usability for the exploration of ice sheets. Note also
that permittivity distributions within ice sheets may exhibit a
significant vertical heterogeneity, as introduced in Subsection
II-A. Such permittivity profiles can be naturally incorporated
in form of an effective constant permittivity if an estimate of
the vertical profile is available.

For a refractive index inversion, hardly any bound can
be put on an estimate of the penetration depth. Additional
in situ measurements are required to constrain the expected
penetration.

2) Multiple Image Inversion: If more than one SAR image
with different aspect angles on the scene are available, the
geometric diversity may be exploited to jointly estimate the
penetration and permittivity. At this point the potential of
a joint estimation using the single-image approach and the
information from multiple acquisitions is outlined briefly. A
dedicated assessment is left for future research.

Considering coherent acquisitions in form of SAR inter-
ferometry or tomography, the single-image approach may
be used to calibrate the refractive index estimate to obtain
unbiased penetration estimates and tomographic imaging. The
calibration relies on the above introduced property that in-
terferometry and tomography exhibit a different sensitivity to
permittivity errors than the single-image approach, leading to
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diverging depth estimates for erroneous permittivity estimates.
This characteristic is displayed in Figure 12, comparing the
depth estimate of a target using permittivity corrected tomog-
raphy and the single-image approach. The target is located
in firn of permittivity 2.5 at a depth of 40m acquired with
an incidence angle of 50°. Results are shown for a wide
span of permittivity estimates. The correct permittivity can be
calibrated according to the best agreement between the two
estimates. The calibration is unambiguous but is limited by
the accuracy of the two measurements.

Besides coherent acquisitions, repeat-pass acquisitions with
large baselines may be exploited to jointly solve the system
of depth and permittivity by additionally evaluating the range
shift of subsurface image features between the geometrically
co-registered acquisitions. The range shift is a consequence of
the sensitivity of the refraction effect to the incidence angle
on the ice surface.

V. VALIDATION WITH F-SAR DATA
A. Experimental Data

The experimental dataset utilized in this study was acquired
in May 2015 in the frame of the ARCTIC15 campaign by
DLR’s airborne sensor F-SAR [32]. The test site is the K-
transect in South-West Greenland (67°4’ N, 49°23’ W) and
its location is depicted in Figure 13. The analysed data are
multi-baseline, fully polarimetric P-band acquisitions over
approximately 100 km with a swath of 3km from the west
coast to the inner part of the ablation zone of the ice sheet. The
campaign consisted of 8 parallel flight tracks at an altitude of
approximately 4000 m with a maximum horizontal separation
of 270m. The acquisition parameters are depicted in Table
II. A single-pass X-band digital elevation model (DEM) was
acquired and used for processing and geocoding. The DEM
is referenced to corner reflectors on the ice sheet surface.
Topography dependent, navigation based motion compensation
was carried out during processing.

The imaged area is part of the ablation zone of the glacier
consisting of solid glacier ice covered with a dry snow layer
[33]. An ice-free (i.e., surface) section is located on the left
side of the images. Only few snow and ice fields are scattered
in this area. The test site was chosen for the present study due

= K-transect

Fig. 13. Location of the K-transect test site in South-West Greenland (67°4’
N, 49°23" W).

TABLE II
F-SAR P-BAND ACQUISITION PARAMETERS

Parameter Value
Center frequency 435 MHz
Processed azimuth resolution 1.0m
Processed range resolution 3.84m
Sensor altitude 4000 m
Incidence angle range 25° to 60°

to its large spatial extent, the predictable refractive index of
solid ice, and the transition between ice-free terrain and the
ice sheet. An overview on the imaged scene and first insight
in the scattering behaviour is provided by the quick looks in
Figure 14, showing an amplitude image in HH polarization
and a polarimetric decomposition, i.e., Figure 14a and 14b,
respectively. On the left hand side of the swath, the ice-free
section is located. The ice covered area, taking the largest part
of the scene, may be roughly distinguished into two different
backscatter behaviours. A SAR tomographic analysis of the
test site in [34] displays that the dark regions in the amplitude
image, corresponding to the blue colored areas in the Pauli
image, are dominated by scattering from near surface layers,
whereas the bright areas, i.e., green colored, can be attributed
to volumetric scattering from subsurface layers.

B. Penetration Inversion Using the Single-Image Approach

For simplicity reasons, a rectangular crop of the imaged
scene is utilized to test the single-image approach. The image
crop extends 2.5km in range and 100km in azimuth and
is shown in in Figure 15a. HV polarization is chosen, due
to the high sensitivity to volumetric scattering and therefore
enhanced probability for subsurface features dominating the
backscatter. The local map-drift approach is applied in a block-
wise manner on the processed data. Blocks have a size of
2048 x 256 samples in azimuth and range, respectively. The
choice of block size is a trade-off between spatial resolution



azimuth

range

range

10

Fig. 14. (a) P-band amplitude image of the K-transect scene in HH polarization. (b) Pauli polarimetric decomposition of the scene. The blue color indicates
a backscatter behaviour dominated by surface scattering and the green color indicates dominant volume scattering.

and accuracy, or rather reliability, of the measurement. A
block needs to be sufficiently large to contain enough contrast
features for the cross-correlation to provide reliable shift
estimates. Especially in the low-contrast case of an ice sheet,
relatively large blocks have to be used. The sensitivity of the
cross-correlation to low-amplitude features is strengthened by
applying it on the square-root of the amplitude image. In order
to track the changes of the autofocus estimates, 90 % overlap
between consecutive blocks is used.

Three iterations of local corrections are carried out for
each block in the present example and azimuth shifts, i.e.,
corresponding Doppler rate errors, are accumulated. Despite
the relatively large block size, 1.2% of the blocks provided
erroneous measurements that do not converge throughout the
iterations or exhibit invalid shift values. The estimates from
those blocks are discarded and not shown in the results of
Figure 15. In Figure 15b the resulting map of accumulated
azimuth shifts is shown. It is evident, that the measurement
undoubtedly replicates the physical appearance of the ice
sheet. The rocky terrain with scattered snow fields on the left-
hand side leads to almost no shifts, whereas the area spanned
by the ice sheet results in varying negative shifts. The dark
areas in the amplitude image, dominated by surface scattering,
provide mainly small shifts. Overall, shift magnitudes are
increasing towards the right-hand side. Measured azimuth
shifts, i.e., corresponding Doppler rate errors, are inverted
to depth estimates of the scattering scene within the glacial
volume, where the refractive index is chosen as nie = v/3.1
corresponding to almost solid ice. For each block, the inversion
model in (12) requires estimates of the sensor altitude with
respect to a tangential plane at the point where the echos
impinge on the surface and the local incidence angle on the
surface with respect to the surface normal. This information
is provided from the X-band DEM in X-band and from the
geocoding process during the P-band SAR data processing.
Local incidence angles, used in the inversion, are averaged

over the block and depicted in Figure 15c. The final depth
inversion is displayed in Figure 15d, showing penetration
depths down to —84m. The general appearance replicates
that of the azimuth shifts. Note the slight dependence with
the incidence angle if comparing the color scale of Figure
15b and 15d, especially noticeable in far-range. The residual
estimate after all corrective iterations in the map-drift approach
is shown in Figure 15e. It provides a fair estimate of the
possibly present measurement noise. Obviously, the error is
lower for less penetration, i.e., smaller azimuth shifts. Overall,
it does not exceed 4.5m in the present scene and the mean
error amounts to 0.52 m.

C. Validation with Tomograms

Due to the availability of tomographic acquisitions of the
analyzed scene, we have conducted a qualitative validation of
the single-image approach. The multi-baseline acquisitions in
P-band are co-registered and tomographic processing is per-
formed using all available baselines and a Capon beamformer
for focusing in elevation dimension. Multi-looking with a 2048
x 256 window (azimuth x range) is performed to increase
correlation with the block-wise map-drift measurement of
equivalent size. Tomographic focusing is performed assuming
free space propagation. The tomographic products represent
3-D images of the scattering glacial volume. Figure 16 shows
three vertical slices along azimuth of the glacial volume
together with the overlaid depth estimates of the single-image
approach. The tomograms are registered to the acquired X-
band DEM, so that the zero position of the vertical coordinate
z corresponds to the surface and negative values indicate the
subsurface. Furthermore, an amplitude normalization along
z for every azimuth sample is performed to enhance the
interpretability of the backscatter distribution. To account for
the reduced propagation velocity in the ice sheet and refraction
on the surface, a geometric correction is applied according
to the relations given in [14], using the corresponding local
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Fig. 15. Depth inversion results using the new single SAR image inversion approach on a scene from the K-transect in South-West Greenland showing: (a)
amplitude image of the scene in HV polarization; (b) estimated azimuth shifts accumulated over three iterations of the local map-drift approach; (c) local
incidence angles averaged in each block; (d) estimated scattering depth; (e) accuracy of depth estimate derived from residual Doppler rate error estimate after
the last iteration of the local map-drift algorithm.

incidence angles and the same refractive index as used for the tomograms, the corresponding depth estimates using the
the single-image approach, i.e., nie = +/3.1. Overlaying single-image approach are plotted as red dots. The tomograms
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are located at the range position coinciding with a block center.
Note the overall good correspondence between the tomograms
and the depth estimates using the single-image approach.
Especially in areas where the backscatter is dominated by
either a surface or distinct subsurface return, the agreement
shows good consistency. Discrepancies mainly arise if multiple
scattering sources at different depths are present (i.e., in Figure
16d around azimuth sample 25,000), leading to an averaging
effect in the depth inversion, or if the depth of the dominant
backscatter sources changes laterally fast (i.e. in Figure 16c
from azimuth samples 25,000 to 35,000). The strong inconsis-
tency in Figure 16b around sample 40,000 may be explained
by the fact that nearby subsurface scene features within the
range extent of the analyzed block influenced the map-drift
measurement even if not visible in the strongly multi-looked
tomograms. A similar argumentation may be used to explain

other deviations in the two measurements. Note that high
backscatter intensity does not necessarily imply good contrast,
which controls the quality of the autofocus results. According
to the concept for permittivity calibration introduced in Sub-
section IV-B, the refractive index of nie = /3.1 for both,
the depth inversion using the single-image approach and the
correction of the tomograms is chosen according to a visual
calibration, by maximizing the apparent correlation between
the measurements. The permittivity value fits remarkably well
to the properties of solid ice in the ablation zone.

VI. CONCLUSION AND DISCUSSION

Inspired by the difficulty of designing interferometric and
tomographic SAR missions for planetary exploration, a strat-
egy for the imaging of volumetric structures using low-
frequency SAR images with moderate to good resolution has



been presented. The developed approach is based on an in-
version procedure relying on single-image single-polarization
SAR acquisitions to estimate volume parameters of ice sheets,
namely, the penetration and the dielectric permittivity of the
ice. It exploits phase errors present in the SAR image resulting
from uncompensated non-linear propagation of the radar echos
through ice.

As part of the single-image approach, a simple inversion
model has been presented, allowing to link the phase errors
to the depth of the scattering scene within an ice sheet, the
average refractive index of the penetrated glacial volume,
and the acquisition geometry. Based on the derived model
it has been demonstrated that severe phase errors are to be
expected in high-resolution SAR acquisitions of ice sheets,
leading to strong defocusing of subsurface scenes. The phase
errors can be effectively quantified and spatially resolved
with the proposed local map-drift autofocus algorithm, from
which penetration and permittivity estimates can be derived via
the phase error model. Using high-resolution airborne P-band
SAR data acquired over the Greenland ice sheet it has been
demonstrated that the single-image approach delivers largely
reliable penetration estimates when comparing them to tomo-
graphic products. The simplicity promotes the approach for
SAR mission scenarios aimed at the exploration of planetary
ice sheets such as the ice crust of Saturn’s moon Enceladus or
Jupiter’s moon Europa. Furthermore, the potential capability
of the single-image approach for calibrating the permittivity
estimate for interferometric and tomographic acquisitions may
be highly relevant for mitigating interferometric estimation
biases over ice sheets in missions such as TanDEM-X or future
missions such as Biomass and the Earth Explorer 10 candidate
Harmony. A thorough assessment is left for future work.

The fact that the accuracy and reliability of the single-image
approach is bounded by the map-drift shift estimation perfor-
mance using a cross-correlation suggests that the approach
may fail in highly homogeneous cryospheric scenes where
not sufficient contrast is present. However, the analyzed scene
comprises a wide spectrum of contrast level, promoting it as a
suitable example for a variety of cryospheric scenes. The use
of SAR acquisitions in cross-polarization is recommended to
provide a higher sensitivity to subsurface features compared
to acquisitions in co-polarization. Though, there is no general
constraint on the polarization for the applicability of the single-
image approach. The presented validation of the single-image
approach using P-band SAR tomographic products provides
a qualitative demonstration of its validity and potential. As
part of future activities, further cryospheric F-SAR campaigns
with the collection of ground measurements are planned. In
particular, the measurements of local permittivity and the de-
ployment of reference targets within boreholes in the ice sheet
may support a consistent data-driven quantitative assessment
of the accuracy and precision of the single-image approach.

Obviously, the proposed technique is not restricted to
cryospheric applications but may be suitable for other semi-
transparent natural media with significant permittivity differ-
ence to air, i.e., sand or soil. Furthermore, inverting atmo-
spheric parameters from propagation induced phase errors may
be achieved in similar manner.
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