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Knowledge on the boundary-layer transition location at large chord Reynolds numbers is 

essential to evaluate the performance of airfoils designed for modern wind-turbine rotor 

blades. In the present work, a temperature-sensitive paint was used to systematically study 

boundary-layer transition on the suction side of a DU 91-W2-250 airfoil. The experiments 

were performed in the High-Pressure Wind Tunnel Göttingen at chord Reynolds numbers 

up to 12 million and angles-of-attack from -14° to 20°. The coefficients of airfoil lift, drag, 

and pitching moment were also obtained after integration of the pressure distributions 

measured on the surface and in the wake of the wind-tunnel model. The global information 

obtained via temperature-sensitive paint not only enabled the analysis of the change in the 

transition location with varying angle-of-attack and chord Reynolds number, but also 

provided an explanation for the evolution of the aerodynamic coefficients measured at stall 

and post-stall conditions. The stability of the laminar boundary layers investigated in the 

experiments was analyzed according to linear stability theory. The results of the stability 
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computations supported the experimentally observed variations in the transition location. 

The amplification factors of boundary-layer disturbances at transition were also determined 

by correlating the experimental and numerical results. 

Nomenclature 

 = angle-of-attack, ° or deg 

b = wing span, m 

c = chord length, m 

cD = drag coefficient  

cf = friction coefficient 

cL = lift coefficient   

cm = pitching moment coefficient   

cp = pressure coefficient 

M = Mach number, based on freestream velocity and freestream speed of sound 

N = natural logarithm of amplification ratio 

p0 = total pressure, MPa 

Ra = average roughness, µm 

Rz = mean roughness depth, µm 

Re = Reynolds number, based on chord length, freestream velocity and freestream kinematic viscosity 

Tu = turbulence level  

U∞ = freestream velocity, m/s 

x = chordwise coordinate, positive downstream starting from the model leading edge, m 

y = spanwise coordinate, positive starting from the model port side to the model starboard side, m 

z = normal coordinate, positive upwards, m 

 = difference 

 = boundary-layer displacement thickness, µm 

 = wavelength, nm 

ν∞ = freestream kinematic viscosity, m2/s 
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subscripts: 

em = emission 

ex = excitation 

max = maximal value 

s = separation 

T = transition 

 

I. Introduction 

ind energy is nowadays a significant source of energy. Taking as an example the European Union (EU), 

wind energy covered 16 % of the overall EU electricity demand in 2020 [1]. EU countries have agreed to cut 

greenhouse gas emissions by 80-95 % through 2050 [2], and one intermediate step to achieve this goal is to 

cover at least 27 % of EU energy demand via renewable energy by 2030 [3]. The contribution of wind energy to 

cover EU total power demand in 2030 is expected to be between 22 % and 36 %, depending on the scenarios 

predicted by a recent analysis of market and policy developments [4]. As a further example, similar scenarios have 

been considered also for the United States of America [5]. A large number of wind turbines will be installed to meet 

these targets. Optimizing performance would reduce the number of wind turbines installed to meet these targets at 

lower costs, or would even encourage additional installations to exceed these targets. Rotor-blade aerodynamics has 

an essential role in overall wind-turbine performance [6,7] and has continuously improved in the last decades. In the 

past, NACA airfoils were commonly used for wind-turbine blade sections, but in recent years aerodynamic research 

has developed airfoil classes dedicated to wind-turbine rotor blades [8]. Moreover, the size and shape of the airfoil 

varies depending on the spanwise section, with thick airfoils (maximal thickness larger than 28-30 % of the airfoil 

chord length c [9]) mounted at the inboard sections to satisfy structural demands and provide high lift, and airfoils 

with relatively small thickness (less than approx. 20 % c) used at the outboard sections to achieve large lift-to-drag 

ratios. In the mid-span area, airfoils with a thickness of about 25 % c are typically installed. They provide a 

compromise between the aerodynamic characteristics of airfoils used for outboard and inboard sections [8]. The 

airfoils for mid-span and outboard sections, however, are also subjected to Reynolds number and roughness 

effects [8,10-11]; both these effects are related to the occurrence of boundary-layer transition on the airfoils under 

practical conditions, and in particular on the extent of the laminar flow region. In fact, transition occurring upstream 

W  
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of the design location leads to significantly larger drag [12], smaller lift and thus also to a smaller lift-to-drag 

ratio [10,13]. It is therefore crucial to design airfoils for mid-span and outboard sections that present low sensitivity to 

roughness [8,10,13] and to experimentally verify their performance at Reynolds numbers relevant for modern wind 

turbines with large rotor diameters (which can be of the order of 100 m). Especially in the mid-span area, the 

Reynolds number based on the airfoil chord Re = U∞c/ν∞ (where U∞ and ν∞ are the freestream velocity and kinematic 

viscosity, respectively) can be as large as 25 ∙ 106 [14]. However, the maximal Reynolds number achievable in 

conventional wind tunnels is typically below 6 ∙ 106 [13]. As an alternative to real-scale field experiments, a further 

increase of the Reynolds number test range in wind tunnels (while maintaining the Mach number low, i.e., at 

M < 0.2 [5]) can be obtained in two ways: by decreasing the gas temperature (and thus decreasing the gas dynamic 

viscosity and increasing the gas density), as in the case of cryogenic wind tunnels such as the Cryogenic Wind 

Tunnel Cologne (DNW-KKK) [14-17]; or by increasing the gas pressure (and thus the gas density), as done 

previously in the NASA Low Turbulence Pressure Tunnel (demolished in 2014) [18] and currently in the High 

Pressure Wind Tunnel Göttingen (DNW-HDG) [17,19-24]. This enables the study of the aerodynamic performance of 

airfoils developed for modern wind-turbine rotor blades in the appropriate Reynolds number range, thus avoiding the 

influence of a Reynolds number different from that achieved in practical applications.  

Aerodynamic performance is typically examined in wind tunnels by measuring aerodynamic loads (either directly, 

by means of a strain gauge balance, or indirectly, by means of pressure measurements on the surface and in the wake 

of the wind-tunnel models) [5,8,10,13-15,21-23]. In general, these measurements do not provide any information (if 

any, only indirectly) on the airfoil / blade boundary-layer state and on boundary-layer transition, which is however 

essential for the evaluation and further improvement of the aerodynamic performance of wind-turbine rotor blades. 

This information can be provided by one or more rows of sensors, such as unsteady pressure sensors [15,25-26] or hot 

films [11,27], which however have intrinsically low spatial resolution, and can introduce significant disturbances into 

the thin boundary layer developing on the wind-tunnel model surface at large Reynolds numbers. Global, non-

intrusive transition measurements can be carried out by means of thermographic methods, such as infra-red (IR) 

thermography [11,14,26,28] and the temperature-sensitive paint (TSP) technique [17,20,29-30]. IR thermography is 

widely used for transition detection at ambient conditions in conventional wind tunnels, and it has been successfully 

applied also in flight [28] and field experiments [26]; however, IR thermography cannot be applied easily at the 

cryogenic temperatures or at the high pressures needed to match the large Reynolds numbers of real wind-turbine 

rotor blades in wind tunnels [20,29]. Under these test conditions, boundary-layer transition can be successfully 
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measured by means of TSP [14,17,20]. 

In the present work, the aerodynamic performance of an airfoil designed for the mid-span region of modern wind-

turbine rotor blades was experimentally investigated at large chord Reynolds numbers (up to Re = 12 ∙ 106) and low 

Mach numbers (M < 0.1) in the DNW-HDG wind tunnel. Because of its above-discussed importance for modern 

wind turbines, a main objective of this work was the study of the evolution of boundary-layer transition over a wide 

range of airfoil angles-of-attack (from -14° to 20°) for Reynolds numbers larger than those commonly found in the 

literature. Laminar-turbulent transition was measured globally by means of TSP, whereas the coefficients of airfoil 

lift, drag, and pitching moment were obtained after integration of the pressure distributions measured on the wind-

tunnel model surface and in the model wake. The model surface pressure distributions served also as an input for 

boundary-layer computations, and the calculated boundary-layer velocity profiles were analyzed according to linear 

stability theory [12,31]. The results of the numerical analysis were then correlated with the transition locations 

measured in the experiments. 

II. Experimental Setup 

The experiments were conducted in DNW-HDG [19-24], a closed-return wind tunnel where air can be pressurized 

up to 10 MPa, thus allowing for Reynolds numbers up to approx. 20 ∙ 106, based on the maximally achievable 

freestream velocity of U∞ = 38 m/s and a typical model chord length c = 0.1 m (the same as that used in the present 

work). The test section is 1 m long and has a square cross-section with a side of 0.6 m. The flow turbulence level in 

the test section for the examined Reynolds number range is 0.2 % < Tu < 0.5 %, with lower values of Tu having been 

measured at lower Reynolds numbers [19,21-22]. As reported in [9], the values of Tu were determined from data 

acquired at 5 kHz over a time window of 5 s. Measurements of the flow turbulence level were not repeated for the 

present study. Further details on the DNW-HDG wind tunnel, on its instrumentation and on the uncertainties in the 

test conditions are given in [17,19-24,32].  

The examined two-dimensional model had the DU 91-W2-250 airfoil [8,13,21] as cross-section. This airfoil has a 

maximal thickness of 25 % c and is typically used in the mid-span region of modern wind-turbine rotor blades. The 

airfoil shape is displayed in Fig. 1a. The model chord length and the model span width were c = 0.1 m and b = 0.6 m, 

respectively. (The model thus spanned over the whole test section width, see above.)  
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a   b  

Fig. 1 a: DU 91-W2-250 airfoil contour (black line) and locations of the pressure taps (black circles); b: top 

view of the pressure tap locations on the model upper side. Axes not equally scaled. 

 

The model was equipped with TSP to measure non-intrusively the surface temperature distribution on the model 

upper surface, and thus boundary-layer transition; moreover, TSP also allowed for the examination of separated flow 

regions at large angles-of-attack (see Secs. III and V). As compared to a typical TSP application in wind-tunnel 

testing [14,29,33], the composition of the coating layers was modified to integrate a layer of Carbon-Nanotubes 

(CNT) [17,20,34], in a manner analogous to that presented in [17,20]. The CNT layer served as electrical heating to 

impose a temperature difference (of approx. 1-1.5 K) between model surface and flow, thus enhancing the 

temperature difference between the laminar and turbulent flow domains close to the model surface and enabling 

global and reliable transition detection via TSP. (The temperature difference imposed between flow and model 

surface was proven to be sufficiently small to have no appreciable influence on boundary-layer transition.) To 

guarantee the adhesion of the TSP to the metallic surface, the model was firstly coated with a primer layer; a white 

screening layer for thermal insulation (which also functioned as a diffusive light-scattering background) was then 

applied on the primer layer; the layer of CNT was applied on this first screening layer; a second screening layer, with 

the same properties as the first one, was applied on the CNT layer; and finally the active layer, in which the 

luminophores were embedded, was applied on the screening layer. The final thickness of the five-layer TSP was 

approximately 270 μm. The TSP active layer was composed of a europium complex (luminophore) [35] incorporated 

in a commercial polyurethane clear-coat binder. The luminophore is excited in the wavelength range λex = 350–

450 nm and emits in the wavelength range λem = 600–630 nm. The TSP surface was polished to an average 

roughness value of Ra = 0.04 μm (mean roughness depth Rz = 0.2 μm): these roughness values are very low, and 

hence compatible with the thin boundary layer developing on the wind-tunnel model surface at the large Reynolds 

numbers considered in the present work. 
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An image of the experimental setup in the DNW-HDG test section, including the optical setup for TSP 

measurements, is shown in Fig. 2. Optical access to the wind-tunnel model is very limited at DNW-HDG because of 

the safety constraints due to the large pressure difference between the air inside and outside of the wind tunnel. The 

excitation light for the applied TSP was supplied by five light-emitting diodes (LEDs), with a specified excitation 

center wavelength of λ = 405 nm, which were installed behind glass windows mounted in the turntables. Band-pass 

filters for the wavelength range 375-415 nm were placed in front of the LEDs in order to block light at lower and 

higher wavelengths. The distribution of light emitted by the TSP was detected by means of a miniaturized charge-

coupled device (CCD) camera, with a 12-bit dynamic range and a 1392 × 1024 pixel sensor. The camera was 

mounted inside a de-pressurized box, which was installed in the turntable at the starboard side wall of the test section. 

The camera was equipped with a 6.1 mm focal length pinhole lens, and a high-pass spectral filter (cut-off wavelength 

at λ = 590 nm) was mounted between the camera lens and the CCD chip. The optical filter allowed for capturing the 

light emitted by the TSP, while at the same time blocking light at shorter wavelengths. The angle between the camera 

axis and the model plane was approx. 27°. The oblique observation angle, together with the short focal length of the 

camera lens, caused a marked perspective distortion; the spatial resolution of the imaged model surface decreased 

with increasing distance of the model surface from the camera. On the other hand, with the used optical setup, 

neither the distribution of the excitation light supplied by the LEDs, nor the image of the model surface observed by 

the camera changed when the model angle-of-attack was varied, since the whole turntable including camera and 

LEDs rotated when this angle was changed. As described in [32], the TSP images were projected (mapped) onto a 

three-dimensional grid representing the model upper surface, according to the procedure discussed in detail in [36]. 

The mapped TSP images enabled accurate transition detection over most of the model span width (see Sec. III).  

 

 

Fig. 2 Model mounted in the DNW-HDG test section, as seen from an upstream position.  
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As can be seen in Fig. 1 and Fig. 2, the model was also instrumented with pressure taps to measure the surface 

pressure distribution. The 61 pressure taps were installed in the model mid-span area and embedded in the TSP. The 

pressure taps coordinates along the airfoil contour are shown in Fig. 1a, whereas the distribution of the pressure taps 

in the streamwise and spanwise directions is shown in Fig. 1b. The pressure taps located in the region at x/c ≤ 65 % 

were distributed in a staggered order, so that the measurement at any one tap was not affected by the disturbances 

caused by the upstream orifices, in a manner similar to that described, e.g., in [33]. The angle of these pressure tap 

lines about the vertical axis was approximately ±20° with respect to the freestream. The line of pressure taps located 

at x/c > 65 % was essentially parallel to the freestream: in this region, the boundary layer was expected to be 

turbulent at all test conditions examined in the present work, so that the measurements of these pressure taps were 

assumed to be not affected by the disturbances caused by the upstream orifices. The pressure sensors attached to the 

taps were scanned at 330 Hz for each channel using an 18-bit data acquisition system, which was equipped with 

temperature-compensated electronic pressure scanning modules with a nominal accuracy of ±103 Pa. The pressure 

measurements were averaged over an integration time of 20 s. The uncertainty in the measured model surface 

pressures was within ±0.7 %. 

Each one of the DNW-HDG test-section upper and lower walls is equipped with 23 pressure taps to measure the 

wall pressure distribution in the freestream direction, which is used to evaluate and correct the influence of the wall 

interference on the measured model surface pressure distribution and aerodynamic coefficients [37]. However, 

because of the relatively small ratio between model chord length and test-section height (approx. 0.167), the 

corrections applied to the pressure distributions measured in the present work were less than ±2 %. The wind-tunnel 

wall pressure taps were acquired in the same way as the model pressures, except for the electronic pressure scanning 

modules, which had in this case a nominal accuracy of ±17 Pa. 

The coefficients of airfoil lift (cL) and pitching moment (cm) were computed by integration of the measured 

surface pressure distribution. As shown in Fig. 2, a wake rake was also installed at y/b = 66.7 % downstream of the 

model, at a distance Δ(x/c) = 3.4 downstream of the model trailing edge, to measure the airfoil drag. The airfoil drag 

coefficient (cD) was computed with the measured pressures by using the momentum theorem. The uncertainty in the 

measured aerodynamic coefficients, with consideration of the whole measurement chain, was within ±0.7 %. 

Further details on the experimental setup and on its accuracy are provided in [32]. 
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III. Experimental Results 

The experiments were conducted at Reynolds numbers Re = 3, 6, 9, and 12 ∙ 106 (flow total pressure p0 = 4.6 and 

7.0 MPa), Mach numbers 0.03 ≤ M < 0.1, and angles-of-attack in the range -14° ≤ AoA ≤ 20°. The repeatability of 

the results was checked for each examined Reynolds number: the differences in the experimental data (aerodynamic 

coefficients and transition locations included) were shown to be within the corresponding measurement uncertainties. 

The evolution of the boundary layer with varying angle-of-attack and Reynolds number is presented with example 

data series in Secs. III.A and III.B, respectively.  

A. Boundary-Layer Evolution with Varying Angle-of-Attack 

The effect of a variation in the angle-of-attack on the evolution of the boundary layer over the examined area is 

shown here with an example series of TSP results obtained at Re = 3 ∙ 106 (M = 0.03) and angles-of-attack in the 

range -12° ≤ AoA ≤ 20°. The TSP results presented in Fig. 3 show the wind-tunnel model as it would be seen from 

the top wall of the DNW-HDG test section; they were achieved after the TSP images, acquired by the camera 

mounted at the turntable of the test-section side wall, had been mapped onto a three-dimensional grid representing 

the model upper surface (see Sec. II and [32]). The regions close to the test-section side walls (i.e., at y/b ≤ 19 % and 

y/b ≥ 78 %) were masked white, since these regions were not completely visible in the TSP images and/or their 

spatial resolution was too low. (As discussed in Sec. II, these limitations resulted from the restricted optical access in 

the DNW-HDG test section – see [32] for more details.) In Fig. 3, the flow is from the left; in the attached flow 

regions, bright and dark areas correspond to areas of smaller and larger heat flux, respectively, and therefore to areas 

of smaller and larger wall shear stress. This relationship between wall heat flux and wall shear stress applies also in 

separated regions (although the relationship may be more complex); therefore, at large angles-of-attack, separated 

regions of turbulent flow appear in the TSP results as brighter areas, as compared to the attached turbulent flow 

regions [38]. The representation of the TSP results used in Fig. 3 will be common to all the following TSP results 

presented in this work. Thus, bright and dark areas in Fig. 3a-e (-12° ≤ AoA ≤ 10°) correspond to laminar and 

turbulent regions, respectively. At larger angles-of-attack (AoA = 15° and 20°), the turbulent flow was found to 

separate, leading to the appearance in Fig. 3f-g of a bright region downstream of the darker region of attached 

turbulent flow. Moreover, a turbulent wedge is clearly visible in Fig. 3b-d, in the area between the staggered pressure 

tap lines. It was caused by disturbances originating from the pressure taps in the leading-edge region (see [33] and 

[36] for a similar finding).  
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a    b    c   d   e   f   g  

Fig. 3 TSP results obtained at Re = 3 ∙ 106 (M = 0.03) for various angles-of-attack. The angles-of-attack, the 

detected transition locations and the estimated separation locations are reported in Table 1. 

 

Table 1 Detected transition locations and estimated locations of turbulent separation for the cases of Fig. 3. 

    

Fig. AoA [°] xT/c xs/c (approx.) 

3a -12 64.3 ±1.3 % - 

3b -6 52.9 ±0.3 % - 

3c 0 45.4 ±0.5 % - 

3d 5 40.4 ±0.3 % - 

3e 10 8.5 ±0.6 % - 

3f 15 ~ 4 % 35-45 % 

3g 20 ~ 1 % 30 % 

 

 

The transition locations xT/c and the corresponding uncertainties reported in Table 1 were obtained as averages 

and standard deviations of the transition locations detected at five different evaluation sections, which were located 

at different spanwise positions and which bounds are indicated in Fig. 3 by two lines with the same color. (Averaging 

of transition locations to obtain a single value xT/c was justified for the evaluated spanwise area, where the flow was 

essentially two-dimensional.) The spanwise locations of the evaluation sections were kept unchanged for all 

examined test conditions in order to obtain consistent results. At each spanwise position, the transition location was 
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detected as the location corresponding to the maximal gradient of the streamwise temperature distributions; this 

operation was performed automatically by means of a reliable algorithm described in [36,39]. The only constraint for 

the application of the algorithm was that the maximal temperature gradient was in the range 7 % ≤ x/c ≤ 93 %, since 

the number of available grid points upstream / downstream of the sought location would have been otherwise too 

small for reliable detection. In the cases at larger angles-of-attack, the approximate location of turbulent flow 

separation was estimated at the location of strongest TSP intensity change (i.e., from dark to bright in the figures). 

The estimated locations of turbulent separation are also reported in Table 1. 

The pressure distributions on the model upper surface, measured simultaneously with the TSP data of Fig. 3, are 

presented in Fig. 4. In this and in the following graphical representations of the pressure distributions, the error bars 

(see Sec. II) are smaller than the symbol size and therefore not shown.  

 

 

Fig. 4 Pressure distributions measured on the model upper surface for the cases of Fig. 3.  

 

At AoA ≤ 5° (Fig. 3a-d), transition occurred in the region of adverse pressure gradient downstream of the 

pressure minimum, which magnitude increased at larger angles-of-attack but remained still moderate (see Fig. 4). 

The adverse pressure gradient at approx. x/c ≥ 30 % became more pronounced with increasing AoA, leading to a 

shift of transition into a more upstream location: from xT/c = 64.3 ±1.3 % at AoA = -12° (Fig. 3a) to 

xT/c = 40.4 ±0.3 % at AoA = 5° (Fig. 3d). Note that, in spite of the large steps in AoA shown in Fig. 3a-d, the relative 



12 

 

variations in transition location were rather small, especially in the range of angles-of-attack at -6° ≤ AoA ≤ 5°. The 

variation of the transition location with increasing angle-of-attack was particularly small when compared with those 

observed on NLF airfoils [33]; this was clearly due to the different design objective of the examined DU 91-W2-250 

airfoil, which was optimized for wind-turbine rotor blades [8,13]. Moreover, the transition front was an essentially 

straight line for AoA = -6°, 0°, and 5°, whereas it was slightly modulated in the spanwise direction at AoA = -12°: in 

this latter case, the adverse pressure gradient inducing boundary-layer transition was relatively weak, as compared to 

that at AoA ≥ -6° (see Fig. 4). This led to a transition front more similar to that observed, e.g., on flat-plate 

configurations [36] and on NLF airfoils in regions of analogously weak adverse pressure gradient [33]. It is also 

interesting to note that, at AoA = -12°, disturbances arising from the pressure taps in the leading-edge region did not 

lead to the formation of a turbulent wedge (see Fig. 3a), whereas in the TSP results at -6° ≤ AoA ≤ 5° a turbulent 

wedge was observed in the mid-span area of the model upper surface. (The apex of the turbulent wedge seems 

visible also at AoA = 10°.) 

At AoA = 10° (Fig. 3e), the transition location was found at a significantly more upstream location 

(xT/c = 8.5 ±0.6 %) than that presented in the previous cases. This was due to the major change in the streamwise 

pressure distribution, as compared to the cases at AoA ≤ 5° (see Fig. 4). In particular, the pressure minimum 

increased in magnitude, and was here located in the leading-edge region. The following, marked adverse pressure 

gradient in the streamwise direction led to earlier boundary-layer transition.  Nevertheless, the turbulent boundary 

layer appeared to remain attached over the whole model upper surface even at such already large angle-of-attack. 

This was no longer the case at AoA = 15°. As can be seen in Fig. 3f (and in the estimated locations of turbulent 

separation reported in Table 1), the turbulent boundary layer was found to separate in the region 35 % ≤ xs/c ≤ 45 %, 

resulting in a brighter region (i.e., a region of reduced wall heat flux [38]) downstream of the darker region of 

attached turbulent flow. The turbulent flow separation observed in the TSP results was confirmed by the pressure 

distribution shown in Fig. 4, where separation was detected at xs/c ~ 40 %, i.e., at the location where the surface 

pressure distribution became uniform. It should be emphasized here that the separation front at AoA = 15° presented 

significant variations in the spanwise direction, as shown in Fig. 3f. This was likely due to the effect of three-

dimensional structures in the separated flow regions, such as those found in [40] on another wind-turbine rotor-blade 

airfoil examined via oil-film visualizations in the same Reynolds number range, which were described as 

“mushroom-like” structures or “owl eyes”. These flow structures are often referred to as “stall cells” and are 

typically most prominent at angle-of-attacks just beyond (static) stall conditions [41]. The use of the global, non-
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intrusive TSP measurement technique enabled an improvement in the understanding of this complex flow scenario, 

which would have not been revealed by a single section of pressure taps. (Note that also pressure-sensitive paints can 

provide information on three-dimensional structures in separated flow regions, as shown, e.g., in [42].) In any case, it 

should be emphasized here that the reported TSP results were obtained from time-averaged measurements, i.e., from 

the average of 38 TSP images acquired at a frequency of approx. 3.1 Hz (CCD exposure time of 0.18 s) [32]. With 

the adopted experimental setup, it was not possible to capture the temporal development of the separated three-

dimensional structures, as done for example in a laminar separation bubble [43] or in the separated turbulent flow 

[41] investigated in a water tunnel. At AoA = 15°, transition was observed at a location even more upstream than that 

found at AoA = 10°. The transition location was at approx. xT/c = 4 %, but could not be accurately determined by 

means of the transition detection algorithm, as discussed above. This evolution of boundary-layer transition was 

clearly in agreement with the evolution of the surface pressure distribution at increasing angles-of-attack, and in 

particular with the upstream movement and magnitude increase of the pressure minimum, followed in the streamwise 

direction by a more pronounced adverse pressure gradient (see Fig. 4). Boundary-layer transition and turbulent 

separation were observed to move into a further upstream location as the angle-of-attack was increased to 

AoA = 20°. As can be seen in Fig. 3g and in Fig. 4, boundary-layer separation at the largest examined angle-of-

attack was found at xs/c ~ 30 %, whereas transition occurred just downstream of the leading edge. It should be also 

noted here that the separation front was more two-dimensional at AoA = 20° (Fig. 3g), as compared to the case at 

AoA = 15° (Fig. 3f).  

In order to analyze in detail the onset of turbulent flow separation and the development of the separation front, 

the TSP results obtained at 10° ≤ AoA ≤ 13° are shown in Fig. 5. As already discussed above, the turbulent boundary 

layer on the model upper surface was still attached at AoA = 10° (Fig. 5a). At AoA = 11° (Fig. 5b), the turbulent 

boundary layer separated (stall conditions). As the angle-of-attack was increased from AoA = 11° to 12°, the 

spanwise distribution of the separation front in the mid-span model area changed – see Fig. 5b-c. In particular, at 

AoA = 12°, separation was seen at a more downstream location (by approx. Δ(xs/c) = 10 %) in the region 

corresponding to the port pressure tap line, as compared to AoA = 11°. As the angle-of-attack was further increased 

to AoA = 13° (Fig. 5d), a major variation in the spanwise distribution of the separation front was observed: in the 

mid-span model region, separation occurred significantly more upstream (by approx. Δ(xs/c) = 15 %), as compared to 

AoA = 12°; in contrast, separation was shifted significantly more downstream (interestingly, also by up to approx. 

Δ(xs/c) = 15 %) in the region between the red and blue evaluation sections and in the region corresponding to the 
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yellow evaluation section. As the angle-of-attack was further increased to AoA > 13°, separation occurred at a more 

upstream location for larger AoA, but the spanwise distribution of the separation front initially remained very similar 

to that observed at AoA = 13°. This can be seen by comparing the TSP results at AoA = 13° (Fig. 5d) and AoA = 15° 

(Fig. 3f). However, as already discussed above with regard to Fig. 3g, the separation front became more two-

dimensional at the largest angles-of-attack.   

 

a    b    c   d  

Fig. 5 TSP results obtained at Re = 3 ∙ 106 for the following angles-of-attack: a: AoA = 10°, b: AoA = 11°, c: 

AoA = 12°, d: AoA = 13°.  

 

The evolution of the boundary layer with increasing angle-of-attack described in this section for Re = 3 ∙ 106 was 

basically similar for all examined Reynolds numbers, with some differences observed at large (AoA > 10°) and small 

(AoA < -8°) angles-of-attack. These different behaviors with increasing Reynolds number will be shown with three 

examples in the next section and further discussed in Sec. V.A. 

B. Evolution of Boundary-Layer Transition with Varying Reynolds number 

The influence of a change in the Reynolds number on the boundary-layer evolution is presented here for three 

representative angles-of-attack: AoA = -12°, 0°, and 12°. The Reynolds number was varied from Re = 3 to 12 ∙ 106. 

(The corresponding change in the Mach number was from M = 0.03 to 0.09.) 
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AoA = -12° 

As discussed in the previous section, boundary-layer transition was found to occur at AoA = -12° and 

Re = 3 ∙ 106 in a region of weak adverse pressure gradient. With increasing Reynolds number, transition was 

observed to move into a more upstream location. This is shown by the TSP results in Fig. 6 and by the detected 

transition locations in Table 2: as the Reynolds number was increased from Re = 3 to 12 ∙ 106, the transition location 

was shifted from xT/c = 64.3 ±1.3 % (Fig. 6a) to xT/c = 37.6 ±8.7 % (Fig. 6d). Note also that the spanwise variation 

of the transition front was more pronounced at the two larger Reynolds numbers, leading to a significant increase of 

the uncertainty in the reported transition locations. Another important effect of the increase in the Reynolds number 

was the reduction of the temperature difference between the surface regions corresponding to the laminar and 

turbulent boundary layers, resulting in a lower intensity difference in the TSP results (see Fig. 6). This was due to the 

influence of the larger shear stress (and hence heat flux) acting on the model surface at larger Reynolds numbers, 

which weakened the temperature difference between flow and model surface imposed by means of the CNT (see 

Sec. II and [32]). It can be also seen in Fig. 6 that a slightly darker region became more visible on the port half 

surface of the model (in the area between the red and blue evaluation sections) as the Reynolds number was 

increased. This slightly darker region was likely due to an inhomogeneity in the surface heating distribution. 

Although it cannot be excluded that the increased turbulence level in the DNW-HDG test section at larger Reynolds 

numbers [19,21-22] may have had a local influence, it should be noted that, for AoA ≥ -12°, the transition locations 

obtained at Re = 6 and 9 ∙ 106 were verified in [44] to be essentially independent of the combination of p0 and 

U∞ chosen to set the Reynolds number. In any case, the evolution of this slightly darker region in the TSP results 

with varying Reynolds number will be the focus of future investigations. 

 



16 

 

a    b    c   d  

Fig. 6 TSP results obtained at AoA = -12° for various Reynolds numbers. The Reynolds numbers and the 

transition locations are reported in Table 2. 

 

Table 2 Transition locations for the cases of Fig. 6. 

   

Fig. Re (· 106) xT/c 

6a 3 64.3 ±1.3 % 

6b 6 54.8 ±1.0 % 

6c 9 49.5 ±2.7 % 

6d 12 37.6 ±8.7 % 

 

The pressure distributions measured for the cases shown in Fig. 6 are presented in Fig. 7. The pressure 

distributions are in excellent agreement for 3 ∙ 106 ≤ Re ≤ 9 ∙ 106, with small differences (of the order of Δcp = 0.03-

0.05) observed only in the region 45 % ≤ x/c ≤ 65 %. These differences were related to the different transition 

locations obtained at different Reynolds numbers (see [21] and [33] for similar findings). Larger surface pressures 

were measured at Re = 12 ∙ 106, as compared to the values obtained at 3 ∙ 106 ≤ Re ≤ 9 ∙ 106. This difference was due 

to the significant changes in the pressure distribution on the model lower surface (not shown): more specifically, 

boundary-layer separation in the mid-span area was observed to occur at a more downstream location (by approx. 

Δ(xs/c) = 10 %) than in the cases at 3 ∙ 106 ≤ Re ≤ 9 ∙ 106. This variation in boundary-layer evolution on the model 

lower surface influenced the whole airfoil circulation and therefore also the pressure distribution on the model upper 
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surface. Since an analogous variation in boundary-layer evolution was observed on the model upper surface for 

AoA = 12°, this behavior is discussed further below in this Section. In any case, the (weak) adverse streamwise 

pressure gradient in the transition region was nearly the same for all examined Reynolds numbers. For this boundary-

layer stability situation at the DNW-HDG flow turbulence level (see Sec. II), transition is expected to occur as the 

result of the amplification of initially two-dimensional Tollmien-Schlichting (TS) instability waves [12,31,36,45], 

which was enhanced by an increase in the Reynolds number and thus led to earlier transition. This aspect is further 

discussed in Sec. IV.B. 

 

 

Fig. 7 Pressure distributions measured on the model upper surface for the cases of Fig. 6.  

 

AoA = 0° 

In the second examined series of results, at an angle-of-attack of AoA = 0°, the upstream shift in transition 

location observed at larger Reynolds numbers was relatively small. As can be seen in the TSP results shown in Fig. 8 

and in the values of xT/c reported in Table 3, the change in transition location was approx. Δ(xT/c) = 6.3 % for an 

increase in Reynolds number from Re = 3 to 12 ∙ 106. Also the corresponding pressure distributions, measured on the 

model upper surface for the different Reynolds numbers and presented in Fig. 9, are in excellent agreement, except 

for the pressure measured at x/c = 40 %. The difference at this location was likely due to the influence of the wider 

turbulent wedge arising from the pressure taps in the mid-span area, which can be seen by a comparison of Fig. 8d 

with Fig. 8a-c. In contrast to the previous results obtained at AoA = -12°, in the present cases at AoA = 0° the 
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transition front did not show appreciable variations as the Reynolds number was increased, i.e., it remained an 

essentially straight line. Moreover, as compared to the cases at AoA = -12°, the aforementioned reduction of the 

efficiency of the imposed surface heat flux at larger Reynolds numbers had a weaker influence on the quality of the 

TSP results obtained in this transition scenario, in which transition was induced by a stronger adverse pressure 

gradient downstream of the pressure minimum. Note, however, that the slightly darker region on the port half surface, 

discussed above with regard to the cases at AoA = -12°, was confirmed to become more visible in the TSP results as 

the Reynolds number was increased.  

 

a    b    c   d  

Fig. 8 TSP results obtained at AoA = 0° for various Reynolds numbers. The Reynolds numbers and the 

transition locations are reported in Table 3. 

 

Table 3 Transition locations for the cases of Fig. 8. 

   

Fig. Re (· 106) xT/c 

8a 3 45.4 ±0.5 % 

8b 6 42.6 ±0.7 % 

8c 9 40.8 ±0.4 % 

8d 12 39.2 ±0.6 % 
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Fig. 9 Pressure distributions measured on the model upper surface for the cases of Fig. 8.  

 

AoA = 12° 

The third series of results considered in this section was obtained at AoA = 12°. As can be seen in the TSP results 

in Fig. 10, at this large angle-of-attack, transition occurred at a location very close to the leading edge. A short extent 

of laminar flow was found at the lowest Reynolds number Re = 3 ∙ 106, with transition observed at approx. 

xT/c = 6 %. The streamwise extent of the laminar flow region was further reduced as the Reynolds number was 

increased: at the two larger Reynolds numbers, the boundary layer underwent transition at a location just downstream 

of the leading edge. Nevertheless, the boundary-layer development over the model upper surface was still markedly 

influenced by a variation in the Reynolds number: in this case, the major influence of an increase in Re was not on 

laminar-turbulent transition, but rather on turbulent separation. At the two lower Reynolds numbers, the turbulent 

boundary layer was found to separate approximately in the mid-chord region; this resulted into to a brighter area over 

the downstream half surface, visible in the TSP data shown in Fig. 10a-b. (The estimated locations of turbulent 

separation are reported in Table 4.) In contrast, the flow was observed to remain attached over the whole model 

upper surface at the two larger Reynolds numbers (see Fig. 10c-d). This different behavior was confirmed by a look 

at the surface pressure distributions on the model upper surface, which are presented in Fig. 11. Boundary-layer 

separation was seen in the pressure tap region at approx. 45 % ≤ xs/c ≤ 55 % for Re = 3 and 6 ∙ 106, whereas the 

pressure distributions at Re = 9 and 12 ∙ 106 did not show regions of separated turbulent flow. These two latter 

pressure distributions were in excellent agreement (except for one pressure tap at x/c = 8.5 %), while differences 
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were observed with and between the pressure distributions obtained at Re = 3 and 6 ∙ 106. This was clearly due to the 

separated flow conditions found at these two lower Reynolds numbers: as it will be shown with the lift coefficients 

presented in Sec. V.A, these two cases corresponded already to post-stall conditions. In contrast, the stall conditions 

for Re = 9 and 12 ∙ 106 were reached at an angle-of-attack larger than that considered here. (The maximum lift 

coefficient was indeed measured at AoA = 12° and 13° for Re = 9 and 12 ∙ 106, respectively.) In Fig. 10a-b it should 

be also noted that the separated flow region presented a three-dimensional character, which induced significant 

spanwise variations in the boundary-layer development even upstream of the separation location. These led to a “zig-

zag” pressure distribution, visible in Fig. 11 for Re = 3 and 6 ∙ 106. This “zig-zag” appearance was related to the 

different pressure distributions measured in the region 20 % ≤ x/c ≤ 65 % by the two pressure tap lines (see Sec. II) 

for this three-dimensional boundary layer. Since only every second datapoint in Fig. 11 pertains to the same pressure 

tap line, the difference between the pressure distributions developing along the two tap lines led to the appearance of 

small “jumps” between successive pressure tap locations. At x/c > 65 %, the only pressure tap line was nearly 

aligned with the freestream, so that spanwise flow variations could not be captured by the pressure taps. 

 

a    b    c   d  

Fig. 10 TSP results obtained at AoA = 12° for various Reynolds numbers. The Reynolds numbers and the 

estimated locations of turbulent separation are reported in Table 4. 
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Table 4 Estimated locations of turbulent separation for the cases of Fig. 10. 

   

Fig. Re (· 106) xs/c (approx.) 

10a 3 45-55 % 

10b 6 45-55 % 

10c 9 - 

10d 12 - 

 

 

 

Fig. 11 Pressure distributions measured on the model upper surface for the cases of Fig. 10.  

 

IV. Boundary-Layer Stability Analysis  

The measured surface pressure distributions were used to carry out boundary-layer calculations by means of the 

boundary-layer solver COCO [46], which is a program to compute the wall-normal velocity profiles of steady, 

laminar boundary layers along swept, conical wings. In the case of a two-dimensional airfoil model, such as that 

examined in the present work, the boundary-layer equations appear as the limiting case of the equations for an 

infinite swept wing, which are a specific case of the equations for a conical wing. The distributions of boundary-

layer displacement thickness δ1 (solid line) and friction coefficient cf (dashed line) for the case at Re = 3 ∙ 106 and 

AoA = 0° (see Sec. III) are shown in Fig. 12a. Note that data are available only up to x/c = 40 %, since laminar 

separation due to the adverse pressure gradient was predicted by COCO at this chordwise location (shown by a 

vertical gray bar in Fig. 12a).  
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a       b  

Fig. 12 Results of boundary-layer computations (a) and linear stability analysis (b) for the case at 

Re = 3 ∙ 106 (M = 0.03) and AoA = 0°. Boundary-layer displacement thickness δ1 and friction coefficient cf in 

Fig. 12a are shown by solid and dashed lines, respectively.  

 

The stability of the computed boundary layer was then examined using the stability-analysis tool LILO [47]. The 

amplification factors (N-factors) [31] of two-dimensional Tollmien–Schlichting waves [12,31] were calculated for 

waves with different frequencies, according to incompressible, linear stability theory and assuming the flow as 

locally parallel. Since the temperature difference between model surface and flow was small [32], in the stability 

computations the surface was reasonably assumed as adiabatic. The distributions of N-factors obtained for the case at 

Re = 3 ∙ 106 and AoA = 0° are shown in Fig. 12b. Distributions of N-factors calculated for waves with different 

frequencies are shown by lines with different colors, whereas the dashed black line shows the examined pressure 

distribution. The predicted separation location is indicated by a vertical gray bar. Amplification of TS waves was 

found to start at x/c ≥ 30 %, i.e., downstream of the pressure minimum; the amplification was observed to be very 

pronounced, showing a steep gradient of N-factors up to the predicted separation location.  

The results of the boundary-layer stability analysis were correlated with the experimentally determined transition 

locations to obtain the maximal N-factor at the transition location [31,45,48], i.e., the transition N-factor NT. The 

transition N-factors obtained for the various cases examined in this work will be presented in Sec. V.C. It should be 

however noted here that, in some cases, the measured transition location was further downstream of the predicted 

location of laminar separation. This was observed also for the case shown in Fig. 12b: transition was measured at 

xT/c = 45.4 ±0.5 % (see Fig. 3c and Fig. 8a), whereas the predicted separation location was at x/c = 40 %. In these 

cases, the value of NT was taken as the value of the maximal N-factor just upstream of the predicted separation 
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location (NT = 5.7 in the case shown in Fig. 12b). Moreover, in most of the examined cases, the streamwise gradients 

of the N-factor distributions were probably too large for an adequate calibration of the transition N-factor [36,45]. 

Although in the literature there is no clear indication of a range of N-factor gradients adequate for the NT-calibration, 

a change of  ΔN ~ 1.5 every Δ(x/c) ~ 1 % was reported in [45] as “not suitable”, while variations of the order of  

ΔN ~ 0.3-0.5 every Δ(x/c) ~ 1 % were considered as appropriate, e.g., in [49,50]. In the case shown in Fig. 12b, the 

N-factor changes by ΔN ~ 0.8 every Δ(x/c) ~ 1 %, i.e., the gradient ΔN/Δ(x/c) was larger than the appropriate range 

from [49,50]. This was generally the case when transition was induced by a marked adverse pressure gradient, and 

especially when the laminar boundary layer was predicted to separate, such as in the case presented in Fig. 12b. For 

the cases in which this situation occurred, the reported values of NT can be estimated to deviate by ΔNT ~ 2 (in some 

cases up to ΔNT ~ 4) from the value that they would have reached at the transition location, according to the gradient 

ΔN/Δ(x/c) and the chordwise distance between the locations of predicted separation and measured transition. On the 

other hand, the gradient ΔN/Δ(x/c) was within the aforementioned appropriate range in the cases with transition 

occurring in a region of less pronounced adverse pressure gradient (see, e.g., the case at AoA = -12° and Re = 3 ∙ 106 

in the following Fig. 13). In these cases, the uncertainty in the determined values of the transition N-factor was 

estimated to be ΔNT ~ ±0.5, according to the gradient ΔN/Δ(x/c) and the measurement uncertainty in the transition 

location.  

Independently from the above considerations regarding the determined values of NT, the results of linear stability 

computations were useful for the analysis of the sensitivity of the transition location to changes in angle-of-attack 

and Reynolds number, as discussed in the following sections. 

A. Results of Boundary-Layer Stability Computations with Varying Angle-of-Attack 

The results of boundary-layer stability analysis for the cases examined in Sec. III.A (Fig. 3) are presented in Fig. 

13, where only the N-factor envelope curves computed for the various angles-of-attack are shown. These are the 

curves connecting the maxima of the N-factor for all amplified TS waves at each streamwise location. The stability 

computations were not performed for the larger angles-of-attack AoA = 15° and 20°, since boundary-layer transition 

occurred just downstream of the leading edge (see Fig. 3f-g): a stability analysis for a laminar boundary layer would 

have not been meaningful in these cases. The transition locations measured at -12° ≤ AoA ≤ 10° are also indicated in 

Fig. 13, while the determined transition N-factors are reported in Table 5.  
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Fig. 13 N-factor envelope curves computed for the cases of Fig. 3 and Fig. 4. The transition N-factors are 

reported in Table 5. 

 

Table 5 Transition N-factors for the cases of Fig. 13. 

   

AoA [°] xT/c NT 

-12 64.3 % 10.2 

-6 52.9 % 8.5 

0 45.4 % 5.7 

5 40.4 % 8.1 

10 8.5 % 8.5 

 

 

Laminar separation was predicted upstream of the measured transition location for three of the examined cases 

(i.e., at -6° ≤ AoA ≤ 5°). In spite of this, the N-factor envelope curves were helpful to understand the transition 

development with increasing angle-of-attack, which was described in Sec. III.A. At larger AoA, the location of 

indifferent stability of Tollmien-Schlichting waves was shifted more upstream, i.e., the boundary-layer disturbance 

amplification started earlier. Moreover, the streamwise gradient of the N-factor envelope curves generally increased 

with increasing angle-of-attack. In the eN method for transition prediction [31,45,48], transition is assumed to occur 

when a certain transition N-factor is reached. The average transition N-factor for the five cases of Fig. 13 was 

NT = 8.2, with a standard deviation of ΔNT = ±1.4. By taking NT = 8.2 as “the” transition N-factor for all five cases, 

transition would have been predicted to occur at a more upstream location with increasing AoA because of the two 

aforementioned effects: upstream shift of the indifferent-stability location and increase of the streamwise gradient of 

the N-factor distributions. This expected trend was in agreement with the experimental observations. 
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B. Results of Boundary-Layer Stability Computations with Varying Reynolds number 

In this section, results of boundary-layer stability analysis for varying Reynolds number are presented for the first 

two series of results examined in Sec. III.B. Stability computations were not performed for the cases at AoA = 12°, 

since the boundary layer underwent transition in the leading-edge region (see Fig. 10).  

 

AoA = -12° 

The N-factor envelope curves computed for the cases at AoA = -12° are presented in Fig. 14, where the measured 

transition locations are also shown. The corresponding transition N-factors are reported in Table 6. As can be seen in 

Fig. 14, a larger Reynolds number led to earlier amplification of Tollmien-Schlichting waves [12,31] and to a general 

increase of the streamwise gradient of the N-factor envelope curves. According to the eN method introduced in 

Sec. IV.A, transition is assumed to occur when the amplification factors reach a certain threshold NT, which can be 

taken here as the average transition N-factor for the range 3 ∙ 106 ≤ Re ≤ 9 ∙ 106: NT = 8.2. (The corresponding 

standard deviation is ΔNT = ±1.4.) The value of NT = 8.2 would have been reached at a more upstream location as the 

Reynolds number was increased, leading to an upstream shift of the transition location. This trend, expected from 

linear stability theory combined with the eN method, was in agreement with the experimental data. Note that the case 

at Re = 12 ∙ 106 was not included in these considerations: although also in this case the upstream movement of the 

transition location was in line with the expectations presented above, transition occurred in the experiment at a 

location close to the indifferent-stability point (the distance between these two locations was Δ(x/c) ~ 3 %). Only 

moderate amplification of TS waves would have been possible up to the measured transition location, leading to a 

very small transition N-factor of NT = 1.5. As discussed above, however, such steep N-factor envelope curves are 

probably not adequate for the calibration of the transition N-factor, and this may have been the reason for the 

observed differences. In fact, the value of NT = 1.5 was determined at the average transition location xT/c = 37.6 %. 

In this case, the uncertainty in xT/c was large (Δ(xT/c) = ±8.7 %, see Fig. 6), and the variation of the N-factors within 

the region of measurement uncertainty is also large (because of the steep N-factor envelope curve). A transition N-

factor of NT = 6.2, closer to the average NT reported above for 3 ∙ 106 ≤ Re ≤ 9 ∙ 106, would have been indeed 

obtained at end of the measurement uncertainty region. The observed trend would thus have been similar to that seen 

at the lower Reynolds numbers. Nevertheless, the values of NT
 obtained over the whole measurement uncertainty 

range of the transition location were still smaller than those found in the measurement uncertainty range at 

3 ∙ 106 ≤ Re ≤ 9 ∙ 106. This was likely due to the larger turbulence level within the DNW-HDG test section at 
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Re = 12 ∙ 106 (see Sec. II and [19,21-22]). The larger level of external disturbances probably led to a larger initial 

amplitude of the boundary-layer disturbances and thus to smaller N-factor values in the transitional region [31,45,48]. 

The validity of this conjecture will be verified with dedicated investigations in the future. 

 

 

Fig. 14 N-factor envelope curves computed for the cases of Fig. 6 and Fig. 7. The transition N-factors are 

reported in Table 6. 

 

Table 6 Transition N-factors for the cases of Fig. 14. 

   

Re (· 106) xT/c NT 

3 64.3 % 10.2 

6 54.8 % 7.3 

9 49.5 % 7.3 

12 37.6 % 1.5 

 

AoA = 0° 

The results of boundary-layer stability analysis for the cases at AoA = 0° are presented in Fig. 15 for the 

Reynolds numbers Re = 3, 6, and 9 ∙ 106, in a manner analogous to that of Fig. 14. As already discussed in 

Sec. IV.A, at the lowest Reynolds number (Re = 3 ∙ 106) transition was measured downstream of the predicted 

location of boundary-layer separation. A similar behavior was also observed at Re = 6 and 9 ∙ 106. The values of NT 

reported in Table 7 are the maximal N-factors just upstream of the predicted separation location, and are therefore 

expected to be smaller than those that would have been obtained at the transition locations, which were more 

downstream (see discussion with regard to Fig. 12b). In spite of this, the results of the boundary-layer stability 
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computations show that the amplification of Tollmien-Schlichting waves started at a more upstream location as the 

Reynolds number was increased. (The gradients of the N-factor envelope curves appear to be similar after some 

distance from the indifferent-stability location.) By considering the eN method for transition prediction and assuming 

a transition N-factor of NT = 5.7 (corresponding to the maximal N-factor just upstream of the predicted separation 

location for the case at Re = 3 ∙ 106), transition was expected to move towards a more upstream location at larger 

Reynolds numbers. At the same time, the shift of the transition location was also expected to be small, since the N-

factor envelope curves were steep in the examined region. These trends were in agreement with the measured shift of 

the transition location: transition was found at a more upstream location as the Reynolds number was increased, but 

this shift was only Δ(xT/c) = 4.6 % as the Reynolds number was increased from Re = 3 to 9 ∙ 106 (see Fig. 8). The 

resolution of the measured surface pressure distribution in the region of disturbance amplification for the case at 

Re = 12 ∙ 106 appeared to be not suitable for the linear stability computations; the N-factor envelope curves are 

therefore not available for this case. The expected trend would be, however, similar to that discussed above for the 

lower Reynolds numbers, and thus in line with the observed small upstream shift of the transition location: in fact, 

transition was measured at a location approx. Δ(xT/c) = 2 % more upstream than that found at Re = 9 ∙ 106. 

 

 

Fig. 15 N-factor envelope curves computed for the cases of Fig. 8 and Fig. 9. The transition N-factors are 

reported in Table 7. 
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Table 7 Transition locations for the cases of Fig. 15. 

   

Re (· 106) xT/c NT 

3 45.4 % 5.7 

6 42.6 % 7.8 

9 40.8 % 7.5 

 

V. Discussion 

The discussion of the results is subdivided into three sections. In the first section (Sec. V.A), the evolution of the 

aerodynamic coefficients is analyzed for varying angles-of-attack and different Reynolds numbers; this is 

accomplished also with the support of the global information on laminar-turbulent transition and turbulent separation 

from the TSP results. The evolution of boundary-layer transition on the model upper surface is discussed in Sec. V.B. 

Finally, the transition N-factors determined on the model upper surface are presented and discussed in Sec. V.C. 

 

A. Evolution of the Aerodynamic Coefficients  

The coefficients of lift, pitching moment, and drag are presented as a function of the angle-of-attack in Fig. 16a, 

Fig. 16b, and Fig. 16c, respectively. Different colors show data obtained at different Reynolds numbers.  

 

a       b  
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c   

Fig. 16 Aerodynamic coefficients measured at various angles-of-attack and Reynolds numbers. a: lift 

coefficient; b: pitching moment coefficient; c: drag coefficient. 

 

The discussion of the evolution of the aerodynamic coefficients at different Reynolds numbers is presented in the 

following for three ranges of angles-of-attack. This conceptual subdivision, however, should be regarded as a 

qualitative support to the discussion. In particular, the limits of the different AoA-ranges depend on the Reynolds 

number and on the considered aerodynamic coefficient. 

 

Moderate Angles-of-Attack 

As can be seen in Fig. 16a, the lift coefficient showed a nearly-linear dependency on the angle-of-attack in the 

range -6° ≤ AoA ≤ 6°. At larger and smaller angles-of-attack, the function cL(AoA) deviated from this quasi-linear 

behavior. The lift coefficients measured at the different Reynolds numbers were in agreement in the quasi-linear 

range of the cL(AoA) curve: the differences in the lift coefficients at -6° ≤ AoA ≤ 6° were generally less than 5 % of 

the measured values, and in most cases below 2 %. Accordingly, the variation of the (average) slope of the lift 

coefficient curve in the range -6° ≤ AoA ≤ 6° was less than 2.5 % for the examined Reynolds numbers. The relative 

differences in the values of cL remained below 5 % up to AoA = 10°, i.e., up to the angle-of-attack corresponding to 

cL,max at Re = 3 ∙ 106.   

The evolution of cm as a function of the angle-of-attack in the range -8° ≤ AoA ≤ 10° (Fig. 16b) was similar for 

all examined Reynolds numbers: cm decreased continuously with increasing angle-of-attack up to AoA = 7°, and then 

increased at larger AoA up to the angle-of-attack corresponding to cL,max (at Re = 3 ∙ 106) or to stall conditions (at 
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6 ∙ 106 ≤ Re ≤ 12 ∙ 106 – see below). Small differences of less than 5 % (and in most cases of less than 2 %) were 

observed for the pitching moment coefficients in the range of angles-of-attack -3° ≤ AoA ≤ 9°.  

As shown in Fig. 16c, the drag coefficient remained small for all examined Reynolds numbers in the range of 

angles-of-attack -4° ≤ AoA ≤ 4°, and increased at larger and smaller angles-of-attack. In the range of angles-of-attack 

-3° ≤ AoA ≤ 9° considered above with regard to the pitching moment coefficients, the differences in the drag 

coefficients measured at different Reynolds numbers were generally larger than those found for cL and cm: they were 

of the order of 5-10 % of the measured values. In any case, the evolution of the drag coefficient at -4° ≤ AoA ≤ 10° 

was similar for all examined Reynolds numbers. 

It should be emphasized that, in the aforementioned ranges of angle-of-attack, the aerodynamic coefficients 

obtained after integration of the pressure distributions measured on the surface and in the wake of the model were 

representative for the evolution of the airfoil performance, since the flow had remained essentially two-dimensional.  

 

Angles-of-Attack Corresponding to cL,max , Stall, and Post-Stall Conditions 

Larger differences in the aerodynamic coefficients measured at the four different Reynolds numbers were 

observed at AoA ≥ 10°. The angle-of-attack corresponding to cL,max increased consistently by ΔAoA = 1° for each 

increase ΔRe = 3 ∙ 106 in the Reynolds number. Moreover, the maximal value of the lift coefficient also increased by 

approx. ΔcL,max = 0.1 for each increase ΔRe = 3 ∙ 106 in the Reynolds number: from cL,max = 1.35 (at AoA = 10°) for 

Re = 3 ∙ 106 to cL,max = 1.63 (at AoA = 13°) for Re = 12 ∙ 106. These findings were in agreement with those reported 

in earlier work [21].  

At stall and post-stall conditions, the interpretation of the measured aerodynamic coefficients would have been 

difficult without the support of the TSP results. In fact, the evolution of cL, cD, and cm was markedly influenced by 

turbulent flow separation, which introduced a significant three-dimensionality into the boundary-layer development 

over the model upper surface, leading to spanwise variations of the separation front. Moreover, the streamwise extent 

of the separated flow region and the spanwise distribution of the separation front varied with increasing angle-of-

attack and with increasing Reynolds number. The evolution of cL and cm was therefore representative only for the 

local flow development in the mid-span model region, i.e., in the region of the pressure tap lines; analogously, the 

evolution of cD was representative only for the local flow development around y/b = 66.7 %, i.e., the spanwise 

location corresponding to the installation position of the wake rake. The TSP results thus provided not only global 

information on the boundary-layer development over the model upper surface (especially in terms of global 



31 

 

identification of laminar-turbulent transition and turbulent separation), but also an explanation for the observed 

evolution of the lift, drag, and pitching moment coefficients at stall and post-stall conditions. This is exemplarily 

discussed for the case at Re = 3 ∙ 106. As shown in Sec. III.A, the turbulent boundary layer on the model upper 

surface was still attached at AoA = 10° (Fig. 5a): this was the condition corresponding to cL,max. The onset of 

turbulent flow separation at AoA = 11° (Fig. 5b) led to the drop in lift and pitching moment coefficients in Fig. 16a-b 

as well as to the jump in the drag coefficient in Fig. 16c. The re-increase of cL, observed as the angle-of-attack was 

varied from AoA = 11° to 12°, was due to the local change of the spanwise distribution of the separation front in the 

mid-span model area – see Fig. 5b-c. The following variation in the values of the aerodynamic coefficients, as the 

angle-of-attack was further increased to AoA = 13°, was also due to the change in the spanwise distribution of the 

separation front. In the mid-span model region, the upstream shift of the separation location (Fig. 5c-d) led to the 

observed decrease in cL and increase in cm. In contrast, cD decreased as the angle-of-attack was increased from 

AoA = 12° to 13°; this was due to the downstream shift of the separation location in the area corresponding to the 

installation position of the wake rake (region around the yellow evaluation section in Fig. 5c-d). As the angle-of-

attack was then increased to AoA > 13°, separation occurred at a more upstream location for larger AoA, but the 

spanwise distribution of the separation front remained basically the same as that seen at AoA = 13°. For this reason, 

the evolution of the aerodynamic coefficients at AoA > 13° did not show any further abrupt changes. 

The evolution of the separated flow region on the model upper side had the predominant influence on the 

evolution of the measured aerodynamic coefficients at stall and post-stall conditions also for Re = 6, 9 and 12 ∙ 106. 

A detailed discussion of the values of cL, cm, and cD, obtained at these conditions after integration of the local 

measurements via pressure sensors, is not presented here, since it would lead to an excessively long manuscript. In 

any case, it should be emphasized that the TSP-based, global information on the evolution of the turbulent separation 

front provided an explanation for the evolution of the measured aerodynamic coefficients at AoA ≥ 10° for all 

examined Reynolds numbers.  

 

Markedly Negative Angles-of-Attack 

As can be seen in Fig. 16a-b, the evolution of the lift and pitching moment coefficients at AoA ≤ -9° was similar 

for the Reynolds number range 3 ∙ 106 ≤ Re ≤ 9 ∙ 106, and different from that obtained at Re = 12 ∙ 106. It can be 

expected here that, at AoA ≤ -9°, the evolution of the separated flow region in the mid-span area of the model lower 

surface was similar for the three lower Reynolds numbers and different from that at the largest Reynolds number. In 
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the mid-span area, this expectation was confirmed by the analysis of the lower surface pressure distribution, as 

discussed for AoA = -12° in Sec. III.B. At the negative angles-of-attack, the drag coefficients increased significantly 

at approx. AoA < -7° for the Reynolds numbers 3 ∙ 106 ≤ Re ≤ 9 ∙ 106, whereas the increase in cD had been already 

observed at AoA < -5° at Re = 12 ∙ 106 (see Fig. 16c). This difference was likely due to the different evolution of the 

transition location on the model upper surface observed for the largest Reynolds number at AoA < -5°, as compared 

to that found at the lower Reynolds numbers (see Sec. V.B). While transition occurred at a more downstream 

location with decreasing angle-of-attack at 3 ∙ 106 ≤ Re ≤ 9 ∙ 106, the transition location at Re = 12 ∙ 106 remained 

nearly constant up to AoA = -8°, and moved even further upstream at smaller angles-of-attack. In any case, the 

evolution of the drag coefficient at AoA ≤ -9° was probably dominated by the evolution of the separated flow region 

on the model lower surface. This model surface will be the main subject of future experiments in DNW-HDG. 

B. Evolution of the Boundary-Layer Transition 

The transition locations measured by means of the TSP technique are plotted as a function of AoA in Fig. 17, 

where different colors show data obtained at different Reynolds numbers. It is recalled here that the application of 

the transition detection algorithm was constrained to 7 % ≤ x/c ≤ 93 % (see Sec. III.A); therefore, transition locations 

at x/c < 7 % are not shown in Fig. 17. At the corresponding angles-of-attack, however, turbulent separation – rather 

than laminar-turbulent transition – had the strongest impact on the boundary-layer evolution. The cyan rectangle in 

Fig. 17 indicates the approximate range of angles-of-attack at which a variation in the transition location has a 

fundamental influence on the aerodynamic performance of airfoils designed for the mid-span region of wind-turbine 

rotor blades [8,10,13]. 
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Fig. 17 Transition locations measured on the model upper surface at various angles-of-attack and Reynolds 

numbers. 

For the reasons discussed in Sec. IV.B, transition on the model upper surface occurred at a more upstream 

location as the Reynolds number was increased. This finding was confirmed at all examined angles-of-attack. In 

general, transition was also shifted further upstream at larger angles-of-attack. Boundary-layer stability theory 

provided an explanation for this general trend – see Sec. IV.A. 

The variation of the transition location as a function of the angle-of-attack can be subdivided into four sub-trends 

observed for different ranges of AoA, as presented below.  

I) The first range of angles-of-attack considered here is -14° ≤ AoA ≤ -6°. At these negative angles-of-attack, an 

increase in AoA led to an upstream shift of the transition location for Re = 3 and 6 ∙ 106. The variation in 

transition location from xT/c = 64.3 % to 52.9 % shown in Fig. 3a-b (for an increase in angle-of-attack from 

AoA = -12° to -6° at Re = 3 ∙ 106) is representative for this sub-trend. As already mentioned in Sec. V.A, the 

evolution of xT/c as a function of AoA observed at Re = 12 ∙ 106 was opposite to that at the two lowest 

Reynolds numbers: transition occurred at a more downstream location as the angle-of-attack was increased 

from AoA = -14° to -6°. In this range of angles-of-attack, at which transition occurred over a region of weak 

adverse pressure gradient, the larger turbulence level in the DNW-HDG test section at Re = 12 ∙ 106 may have 

led to a larger initial amplitude of the boundary-layer disturbances (see Sec. IV.B), thus inducing earlier 

transition. A stronger influence of the external disturbances on the boundary-layer instability and transition 

process may have led to the observed reduction in transition sensitivity to variations in the angle-of-attack 



34 

 

(i.e., in the streamwise pressure gradient). At Re = 9 ∙ 106, the evolution of the transition location with 

increasing AoA was generally similar to that observed at Re = 3 and 6 ∙ 106, except for the increase in angle-

of-attack from AoA = -14° to -13°. It is possible that, also at Re = 9 ∙ 106, the increase in turbulence level (as 

compared to the value of Tu at Re = 3 and 6 ∙ 106) had a more important role in the boundary-layer instability 

and transition process at these weakest adverse pressure gradients. In fact, the evolution of the transition 

location with increasing angle-of-attack observed in [44] at Re = 9 ∙ 106 but for another combination of p0 and 

U∞ was in line with that found at Re = 3 and 6 ∙ 106, i.e., transition was measured at a more downstream 

location at AoA = -14° than at AoA = -13°. This topic will be the focus of future work, where experiments 

will be conducted at various combinations of flow total pressure and freestream velocity for Re = 9 and 

12 ∙ 106. 

II) A second sub-trend in the evolution of the transition location as a function of the angle-of-attack was observed 

at -5° ≤ AoA ≤ AoAII, where the upper limit of the considered range (AoAII) depended on the Reynolds 

number: it was AoAII = 3° at Re = 12 ∙ 106 and increased to AoAII = 6° at Re = 3 ∙ 106. In this range of angles-

of-attack (-5° ≤ AoA ≤ AoAII), the upstream shift of the transition location for a certain increase in AoA was 

smaller than that observed at Re = 3 and 6 ∙ 106 in the first range of angles-of-attack (-14° ≤ AoA ≤ -6°). This 

different sensitivity of the transition location to changes in AoA was due to the stronger adverse pressure 

gradient inducing transition at -5° ≤ AoA ≤ AoAII, as compared to the weak adverse pressure gradient at 

smaller angles-of-attack (see, e.g., Fig. 4). Moreover, the trend in the change of transition location as a 

function of AoA was similar for all examined Reynolds numbers: the gradients ∂(xT/c)/∂AoA were in fair 

agreement in this range of angles-of-attack. The change in transition location from xT/c = 45.4 % to 40.4 % 

presented in Fig. 3c-d (for an increase in angle-of-attack from AoA = 0° to 5° at Re = 3 ∙ 106) is representative 

for this sub-trend.  

III) The gradient ∂(xT/c)/∂AoA was then found to increase markedly at AoA > AoAII, until the transition location 

reached the leading-edge region (xT/c < 7 %, right end of the curves in Fig. 17). Representative for this third 

sub-trend are the TSP results in Fig. 3d-e, where a large upstream shift of the transition location was 

measured as the angle-of-attack was increased from AoA = 5° to 10°: from xT/c = 40.4 % to 8.5 %. Also in 

this range of angles-of-attack, the evolution of the transition location as a function of the angle-of-attack was 

similar for all examined Reynolds numbers, with gradients ∂(xT/c)/∂AoA in fair agreement. As compared to 

the previous range of angles-of-attack (-5° ≤ AoA ≤ AoAII) the variation in pressure distribution on the model 
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upper surface with increasing angle-of-attack was more pronounced (see also Fig. 4); in particular, the 

adverse pressure gradient inducing transition started at a significantly more upstream location and became 

stronger at larger AoA.  

IV) Once the transition location had reached the leading-edge region, a further increase in AoA led only to a small 

upstream shift of the transition location. This can be seen, for example, in Fig. 3e-g, where a large increase in 

the angle-of-attack from AoA = 10° to 20° led to a small variation in the transition location: from xT/c = 8.5 % 

to a location just downstream of the leading edge. As can be seen in Fig. 4 for Re = 3 ∙ 106, the start of the 

region of marked adverse pressure gradient was just downstream of the leading edge for all angles-of-attack 

in the range 10° ≤ AoA ≤ 20°; the small difference in the transition location was only due to the magnitude of 

the adverse pressure gradient. Turbulent separation, rather than laminar-turbulent transition, became 

predominant for the boundary-layer evolution over the model upper surface at these large angles-of-attack. 

C. N-factors at Transition 

Transition N-factors on the model upper surface were determined for the examined test conditions according to 

the procedure described in Sec. IV. The obtained transition N-factors are presented in Fig. 18 as a function of the 

angle-of-attack. In this figure, symbols with different colors correspond to the values of NT obtained at different 

Reynolds numbers. The average value of transition N-factor NT = 8.4 (average of all presented data) is also indicated 

by a solid line. The corresponding standard deviation was ΔNT = ±1.5. As already discussed in Sec. IV, the reported 

transition N-factors should be taken with care, since most of the analyzed N-factor distributions were too steep for an 

adequate calibration of NT. In this context, the cases with laminar separation predicted upstream of the measured 

transition location were particularly critical. Moreover, for the reasons discussed in Sec. IV.B, the values of NT 

determined for Re = 12 ∙ 106 at AoA ≤ -9° were not considered in the present analysis. At this largest Reynolds 

number, also at -5° ≤ AoA ≤ 2° there are no available transition N-factors, since the resolution of the measured 

surface pressure distribution in the region of disturbance amplification appeared to be not suitable for the linear 

stability computations of these cases (see Sec. IV.B). These remarks must be well borne in mind while considering 

the following discussion.  
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Fig. 18 Transition N-factors obtained at various angles-of-attack and Reynolds numbers. 

 

The values of NT presented in Fig. 18 show significant scatter. Most of the data, however, were within a band of 

±25% around the average value of NT – especially in the range of angles-of-attack corresponding to that highlighted 

in Fig. 17 by the cyan rectangle. This band is indicated in Fig. 18 by dashed lines. Such a variation of the transition 

N-factor is not uncommon and similar to that observed in other work, as for example in [33,36,51]. Note here that the 

average transition N-factors obtained at the different Reynolds numbers were in agreement, and that also the 

variations of NT around the corresponding average values were similar for the four examined Reynolds numbers. 

Moreover, it should be emphasized that the average value over all analyzed data points, NT = 8.4, was within the 

range of transition N-factors considered typical for quiet, low-turbulence wind tunnels (8 ≤ NT ≤ 10) [45,48]. 

According to the commonly used Tu-NT correlation formula from [52], the estimated turbulence level corresponding 

to NT = 8.4 would be Tu ~ 0.1 %, i.e., even lower than the values reported in Sec. II. These observations on the 

transition N-factor and on the turbulence level appear to be a further confirmation that the adopted experimental 

setup (DNW-HDG wind tunnel and DU 91-W2-250 airfoil model equipped with TSP) was appropriate for the 

investigation of boundary-layer transition on airfoils designed for wind-turbine rotor blades. 
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VI. Conclusions  

The aerodynamic performance of an airfoil designed for the mid-span region of modern wind-turbine rotor blades 

was experimentally investigated at large chord Reynolds numbers (up to Re = 12 ∙ 106) in the High-Pressure Wind 

Tunnel Göttingen, focusing on the laminar-turbulent transition on the airfoil upper side. The flow was subsonic: the 

freestream Mach number was below 0.1. Airfoil lift, drag, and pitching moment coefficients were obtained after 

integration of the pressure distributions measured on the surface and in the wake of the wind-tunnel model, whereas 

boundary-layer transition was measured globally and non-intrusively by means of the temperature-sensitive paint 

technique. The variation of transition location and aerodynamic coefficients was examined at four different Reynolds 

numbers (Re = 3, 6, 9, and 12 ∙ 106) for a large range of angles-of-attack: from -14° to 20°. The measured surface 

pressure distributions served also as an input for boundary-layer computations, and the calculated boundary-layer 

velocity profiles were analyzed according to linear stability theory.  

Boundary-layer transition was found to occur at a more upstream location as the Reynolds number was increased. 

This result was due to the upstream shift of the indifferent-stability point and to the enhanced amplification of 

Tollmien-Schlichting waves at larger Reynolds numbers, which led to earlier transition. In general, an increase in the 

angle-of-attack also led to a movement of transition into a more upstream location. Such evolution was due to the 

upstream shift and to the strengthening of the adverse pressure gradient inducing boundary-layer transition. This 

explanation was substantiated by the results of the boundary-layer stability computations, which showed an upstream 

movement of the indifferent-stability point and a more pronounced amplification of TS waves with increasing angle-

of-attack. 

At large angles-of-attack, the development of the boundary layer over the model upper surface was markedly 

influenced by turbulent flow separation. By means of the global TSP measurement technique, the separated flow 

region at stall and post-stall conditions was shown to be three-dimensional. The streamwise extent of the separated 

flow region and the spanwise distribution of the separation front were found to vary with increasing angle-of-attack 

and with increasing Reynolds number. The analysis of the TSP data also provided an explanation for the evolution of 

the lift, drag, and pitching moment coefficients measured at stall and post-stall conditions by means of the pressure 

sensors, which reported the local flow evolution in the region of the sensors but obviously could not capture the 

three-dimensional development of the boundary layer over the model surface. This observation clearly showed the 
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critical need for global measurements to be performed in combination with conventional pressure measurements, in 

order to correctly evaluate the aerodynamic performance of airfoils designed for wind-turbine rotor blades.   

The measured transition locations were also correlated with the results of the boundary-layer stability 

computations, thus providing the amplification factors (N-factors) of Tollmien-Schlichting waves at transition. The 

average transition N-factor for the investigated airfoil model in the DNW-HDG wind tunnel was in the range of 

transition N-factors considered typical for quiet, low-turbulence facilities. 

In conclusion, the present results demonstrated the importance of performing experiments on wind-turbine 

airfoils at large Reynolds numbers using a global measurement technique, such as TSP. The change in the flow 

evolution was shown to be significant, as compared to that at lower Reynolds numbers; its impact on rotor-blade 

performance has to be considered in the design phase and verified via experiments at Reynolds numbers relevant for 

modern wind turbines. 
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