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Abstract—This article presents a new scheme called 2-D mixed
compressive sensing back-projection (CS-BP-2D), for synthetic
aperture radar (SAR) imaging on a geocoded grid, in a single
measurement vector frame. The back-projection linear operator
is derived in matrix form and a patched-based approach is pro-
posed for reducing the dimensions of the dictionary. Spatial com-
pressibility of the radar image is exploited by constructing the
sparsity basis using the back-projection focusing framework and
fast solving the reconstruction problem through the orthogonal
matching pursuit algorithm. An artifact reduction filter inspired
by the synthetic point spread function is used in postprocessing.
The results are validated for simulated and real-world SAR data.
Sentinel-1 C-band raw data in both monostatic and space-borne
transmitter/stationary receiver bistatic configurations are tested.
We show that CS-BP-2D can focus both monostatic and bistatic
SAR images, using fewer measurements than the classical ap-
proach, while preserving the amplitude, the phase, and the position
of the targets. Furthermore, the SAR image quality is enhanced and
also the storage burden is reduced by storing only the recovered
complex-valued points and their corresponding locations.

Index Terms—Back-projection, bistatic, compressive sensing
(CS), focusing, synthetic aperture radar (SAR).

I. INTRODUCTION

SYNTHETIC aperture radar (SAR) imaging is a powerful
technique for direct or indirect measurements of physi-

cal parameters characterizing the illuminated scene, capable
of collecting day-and-night, all-weather data. Recent require-
ments of shorter repeat-pass time, wider swath coverage and
increased resolution push the limits of storage and computational
hardware. As conventional imaging procedures deal with large
amounts of data acquired under the Nyquist–Shannon theorem
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limit, the relatively new theory of compressive sensing (CS)
comes with an efficient solution mainly based on the idea of
sparsity. The method shows great potential, being used for syn-
thetic aperture radar (SAR) image focusing [1]– [7], inverse SAR
image reconstruction [8]– [11] noise radar imaging [12], tomo-
graphic [13], [14] interferometric applications [15], [16], [17].
CS methods were also successfully employed in through-the-
Wall radar imaging [18], [19].

The CS paradigm [20], [21] involves the direct acquisition
of data in a compressed form together with accurate infor-
mation reconstruction from fewer samples than imposed by
Nyquist–Shannon lower bound. Hence, CS is concerned about
information preservation by discarding redundant raw data over
the acquisition. The goal of the CS techniques is to decrease
the number of acquired samples of a signal relying on the
existence of a set of basis vectors, where raw data has a sparse
representation. The main shortcomings related to CS techniques
are listed in the following: finding a sparsity basis, estimating
the degree of sparsity, choosing the appropriate recovery algo-
rithm, evaluating the quality of the reconstruction, lowering the
produced artifacts, and reducing the computational complexity.

So far, many proposed methods have tried to solve one or
more of the abovementioned issues by dividing the SAR image
formation problem into two or more subprocesses (range com-
pression, range cell migration correction, residual correction,
and azimuth compression). The Matched filter [1], [2], the
Range–Doppler [22] or the Chirp-Scaling [3] and ω − k SAR
image formation algorithms inspired CS-based frameworks for
generating high-quality images, while, at the same time, decreas-
ing the amount of stored data. The most common assumption
in CS-based SAR imaging is the spatial sparsity [23]. In [24]
and [25], the problem of low spatial sparsity is addressed intro-
ducing low-rankness hypothesis regarding the nonsparse scenes,
whereas in [26] the magnitude sparseness in the Wavelet domain
is harnessed. Nevertheless, such approaches are computationally
expensive. The effectiveness of the CS-greedy solvers for such
low-sparse areas is limited. Yet, the computational complexity
for SAR imaging–large scale problem also restricts the involve-
ment of Basis Pursuit CS-solvers [27].

Recently, the demand for efficient time-domain algorithms
for SAR image formation has increased. Therefore, we chose
to exploit the advantages of the well-known back-projection
(BP) [28], [29] algorithm. Apart from its ability to process
geocoded grids for both monostatic and multistatic geometries,
BP provides robustness concerning specific SAR space-variant
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Fig. 1. Bistatic scenario: Sentinel 1 (Tx)-COBIS (Rx).

effects and as demonstrated in [30], it is more suitable for future
space-borne SAR missions than frequency domain focusing
algorithms.

This article introduces a combined CS-BP SAR imaging
framework called CS-BP-2D for a user-defined grid, which
manages to discard raw data while preserving the magnitude
and the phase of the SAR image. It exploits the spatial spar-
sity property [11] characterizing some urban areas and bistatic
scenarios (as sketched in Fig. 1). We derive the sparsity basis
inspired by the BP focusing framework. Compared to the other
CS-based techniques [1], [3] our approach does not need to
decouple range and azimuth. Besides, CS-BP-2D has no need
for range cell migration correction. The solver chosen for the CS
problem is the orthogonal matching pursuit (OMP) reconstruc-
tion algorithm [31], as its performances regarding complexity,
accuracy, and speed, make it suitable for large scale problems.
The processing flow also includes a nonlinear filter that reduces
the artifacts. It is based on SAR system point spread function
(PSF). By decoupling range and azimuth processing, the error
propagation is likely to occur. Hence, failure of range profile
reconstruction will be intensified in the azimuth compression
step. This motivates our proposed scheme to consider a single
measurement vector approach. To lower the dimensions of the
involved matrices (for extended scenes), CS-BP-2D splits the
grid in patches and selects only the useful raw data. The SAR
image is obtained after applying CS-BP-2D independently on
each patch and merging the results.

The rest of this article is organized as following. Sec-
tion II briefly reviews the BP algorithm. Section III presents
an overview of the CS theory. The CS-BP-2D methodology is
detailed in Section IV. Simulated and real-world data are em-
ployed in various focusing workflows. The results are presented
and discussed in the Section V. Section VI concludes this article.

II. BP ALGORITHM

The main concerns regarding SAR image formation are
related to the reconstruction accuracy and the computational
burden. In order to accomplish these two requirements, the
developed algorithms use particular assumptions such as linear
trajectories for the SAR platform, geometric approximations,

and scene sparsity assumptions. Many of these limitations may
lead to resolution degradation [32]. Our approach considers
computing an independent focusing dictionary for each subim-
age rather than using approximations to transform a reference
dictionary from one patch to another. The lack of generality is
mentioned in [33], where authors state that the time domain
BP algorithm may be a solution to avoid previously mentioned
constraints. They also propose an improved version for bistatic
SAR focusing called fast bistatic fast factorized BP based on
SAR sub-aperture processing sped-up by the fast Fourier trans-
form algorithm.

In [28] and [34], MATLAB implementations of BP are pre-
sented. Basically, BP involves the following processing steps.

A1. Apply a matched filter on every received signal (either
in the time domain or in the frequency domain), generating the
range-compressed signal.

A2. Linearly interpolate every range-compressed signal from
step A1 on a predefined focusing grid.

A3. Sum up phase-corrected contributions of every range-
compressed signal to each grid cell to generate the complex
SAR image.

We chose BP because its steps may be easily adapted for
parallel computing and provide invariance to the imaging mode.
The main disadvantages are the computational expense and the
precision requirements regarding the imaging geometry. Our
main goal is to derive the BP linear operator, i.e., the system
transformation matrix (STM) associated with the BP SAR image
formation algorithm and to reduce its dimension through the
patched-based processing.

III. CS KEY-POINTS

In this section, we describe the main key-points of applying
CS to SAR imaging. CS is a technique that allows for the
reconstruction of a signal from a smaller number of samples
than the Nyquist limit, if the signal is sparse or compressible in
a specific basis [20], [35]. Our framework considers the spatial
sparsity of the scene, i.e., the BP focusing operator will act as a
basis in which the representation of raw data will be sparse.
For the 1-D chirp-based impulse radar signal reconstruction
model, the received signal sr ∈ CN is sparse if there is a basis
{Ψi}, i = 1, N , where sr can be represented as the weighted
sum of only K � N basis vectors, as in (1), where θi are the
weights of every basis vector in the linear combination of sr,
and the norm ||θ||0 = K. In (1) the right side refers to those
dictionary atoms with K biggest weights

sr[n] =

N∑
i=1

θiΨi =

K∑
i=1

θiΨi (1)

As shown in [1], the use of the matched filter linear operator
for the reconstruction of range profiles from the under sampled
version of sr[n]may work under some constraints: the scene con-
tains only a few point scatterers (i.e., sparsity condition) and the
signal-to-noise ratio (SNR) is large enough (i.e., noise-related
condition). According to [20], CS is concerned about two matri-
ces: the first one is the basis transform matrix, previously defined
by Ψi vectors, and the second one is the measurement matrix
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Fig. 2. Sampling matrices in the context of SMV: (a) classic sampling matrix
and (b) random sampling matrix.

Fig. 3. CS-BP-2D workflow.

Φ (Fig. 2). In the classic acquisition, Φ is the identity matrix,
suggesting the uniform sampling process, Fig. 2(a), whereas
a CS-specific random sampling matrix is shown in Fig. 2(b).
The latter is employed in the proposed focusing scheme. In (2),
measured samplesy ∈ CM ,M < N are expressed in a compact
format, where θ contains basis vector weights.

y = ΦΨθ = θsr. (2)

Basis matrix must respect the restricted isometry property
(R.I.P) and the incoherency property. Intuitively, R.I.P. guar-
antees that the distances between points in the original space are
preserved in the transformed space. If these two properties hold,
CS theory proves that the signal can be exactly recovered [36].
A more detailed analysis of these properties will be made for
the particularly used matrices in the following section. The SAR
image formation is a large-scale problem, thus we chose to solve
(2) by OMP. OMP is one of the simplest and fastest matching
pursuit algorithms. The solution is computed using a constrained
least-squares approximation (3).

xOMP = min
x

||y −Θx||22 s.t. ||x||0 ≤ K. (3)

By solving (3), one may want to recover the following infor-
mation about scatterers: the relative strengths, the positions in
the SAR image, and the phase information.

IV. CS-BP-2D FRAMEWORK

The diagram in Fig. 3 illustrates the proposed workflow.
Depending on the dimensions of the measurement matrix STM,
the CS recovery algorithm may be applied either on patches or
for the entire grid at once. For the latter, the modified OMP

algorithm outcomes are eventually assembled into the full SAR
image.

The main contributions of the proposed processing chain are
the following: 1) it is independent of the SAR scanning mode;
2) CS-BP-2D has no need for azimuth range decoupling; 3) it
assures a straightforward accommodation for monostatic and
bistatic acquisition scenarios; and 4) provides a modified CS
solver, which involves the system’s PSF for artifact suppression.
Also, the PSF-based filter accounts for the grid mismatch errors.
The proposed processing is flexible concerning the input data.
CS-BP-2D may be applied directly on range compressed data.

The following sections will discuss the design of the STM,
the modified greedy approach employed for CS recovery, which
includes an artifact rejection filter. Also, an analysis of the
sparsity degree (K) estimation is carried out.

A. Sparsifying Dictionary Design

The matrices associated with BP processing steps are denoted
as follows: matched filter matrix (MFM), grid interpolation
matrix (GIM) and azimuth summation matrix (ASM). We need
to build these three matrices before generating the STM. Intu-
itively, STM simultaneously achieves two types of compression:
range compression and azimuth compression with no need for
range cell migration correction.

The proposed process flow employs a single measurement
vector (SVM) approach. Hence, azimuth measurements spr , p =
1, Np are first concatenated into a column vector. Suprascript
index p suggests the azimuth scan position

smf [n] = MFM× vec (spr [n]), n = 1, N. (4)

The matched filter operation, as suggested in (4) is performed
by projecting the acquired samples onto the line vectors of
MFM matrix. The vec() operator transforms an N ×NP matrix
in a NNP × 1 column vector. Every row vector of MFM is
a complex conjugated time shifted version of the transmitted
signal spt [n]. The relative time shift between two consecutive
lines is equal to the sampling interval. The second processing
step in BP is the linear interpolation. In our framework, it is
accomplished by GIM. To design GIM, first, the Euclidean
distances from the transmitter-Tx to each grid cell and from each
grid cell to the receiver-Rx are calculated using (5). Subscript
indices i and j refer to the position of the cell in the predefined
grid. The positions of the transmitter (xp

Tx, y
p
Tx, z

p
Tx), receiver

(xp
Rx, y

p
Rx, z

p
Rx, ) and grid cells (xij , yij , zij) for each transmit-

ted pulse p should be precisely known

dpij =
2

√
(xp

Tx − xij)
2
+ (ypTx − yij)

2
+ (zpTx − zij)

2

+
2

√
(xp

Rx − xij)
2
+ (ypRx − yij)

2
+ (zpRx − zij)

2
.

(5)

Only useful samples in [Rmin, Rmax] interval are selected for
the design of the STM. This selection process contributes to the
lowering of the matrix dimensions

Rmin = min (dij)

Rmax = max (dij )
(6)
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Fig. 4. GIM formation–bistatic scenario.

The closest two samples in each range profile, which may
come from a specific grid cell are obtained by minimizing the
absolute difference between the range distance vector rvec and
Tx-grid cell-Rx distance matrix

k̃1,2 = min
k

|rvec[k]− dpij |. (7)

The range vector rvec is defined using (8). In (8), c denotes
the wave propagation speed. This vector contains distances in
the range interval [Rmin, Rmax] with an increment computed as
the distance traveled by the electromagnetic wave in half of the
sampling interval 1/Fs. The determination of the interpolation
weights is sketched in Fig. 4.

rvec[k] = k
c

2Fs
, k = 0, N − 1. (8)

The range vector is represented using gray-scale samples (where
the intensity increases with the distance), whereas the corre-
sponding recorded samples values are illustrated by random
colors.

Once the indexes k̃1,2 are determined, the GIM may be
constructed. As linear interpolation is used, every line of GIM
contains two nonzero elements. The resulted interpolated values
spinterp[d

p
ij ] corresponding to dij grid cell at pulse p are computed

using (9).

spinterp[d
p
ij ] =

2∑
l=1

2spmf [k̃l]
|rvec[k̃l]− dpij |Fs

c
(9)

The last step is the design of the ASM. It performs the
summation of every pulse contribution and the compensation of
the phase component caused by the distance Tx-grid cell-Rx. In
other words, the azimuth compression is achieved through ASM
multiplication. This step is synthesized by (10). The SAR fo-
cused image is achieved by multiplying previously interpolated
samples with ASM and reshaping the outcome in compliance
with the grid size.

ISAR(i, j) =

Np∑
p=1

spinterp[d
p
ij ]e

−2πFcd
p
ij

c . (10)

Every ASM line will have onlyNp nonzero elements and guaran-
tees that row vectors are orthogonal. If we consider Nx and Ny

the dimensions of the focusing grid, the resulted ASM will have
Nx ×Ny lines and Nx ×Ny ×Np columns. The sparseness of
ASM is sketched in Fig. 5. Even though the ASM dimensions

Fig. 5. ASM general form.

Fig. 6. Residue energy variation by changing the bandwidth of the transmitted
signal.

increases, it is worth noticing that most of the values are null
and only Nx ×Ny ×Np are nonzero values.

STM = ASM × GIM × MFM. (11)

Finally, the overall BP complex-valued operator STM, which
will be our Ψ matrix in the CS frame is derived using (11).
As an alternative for (10), the SAR focusing may be simply
accomplished by multiplying STM with the vectorized form of
the received signals. The STM operator is the matched filter
adapted for the specified focusing grid. The energy of a scatterer,
initially spread on both range and cross-range in the raw data
may be now focused on both directions using STM.

B. CS Recovery Aspects

The reconstruction quality guaranteed by CS theory is
achieved only if the sparsifying dictionary exists and the sensing
matrix Θ satisfies the incoherency property and the R.I.P. Since
the proposed method implies Gaussian randomly subsampling,
as proved in [37], the incoherence holds. Also, the amount of
discarded data should vary inversely proportional to the data
sparsity and SNR. Moreover, the R.I.P. holds because STM
contains the matched filter coefficients for a linear frequency
modulated pulse in both range and azimuth directions.

We used OMP (a greedy solver) for the SAR imaging prob-
lem. The only parameter to be set is the sparsity degree of
the scene, i.e., K. It may be easily estimated from a single
range profile per aperture by thresholding the residue energy
in the OMP computing flow. However, the adopted threshold
should be modified according to the bandwidth of the transmitted
signal and the azimuth chirp bandwidth. In Fig. 6, simulated
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Fig. 7. Erroneous reconstructed points (red dots) examples in bistatic (a) and
monostatic (b) scenarios with oversampled focusing grids, and (c) simulated
PSF - main lobe.

SAR data were used to determine the variation of the residue
energy sweeping both bandwidth and K. For each bandwidth,
100 azimuth measurements were analyzed. The pixel spacing
was chosen three times smaller than the range resolution cell
corresponding to each bandwidth.

It is important to notice that the bigger the bandwidth B
the steepest the gradient in the residue energy. Specifically, the
small pulse generated by the autocorrelation hidden in the STM
operator converges to a Dirac delta function and the spatial
sparsity assumption is better sustained. In the experimental
section, a coarse value for K is obtained by thresholding the
residue energy slope.

Considering the same K estimate for many azimuth mea-
surements has the same motivation as the use of multiple mea-
surement vectors in 2-D problems [38], i.e., the information
in raw/range-compressed data matrix is structured. Therefore,
during small illumination intervals, the range migration may
be neglected and the spread of a single target on the cross-range
direction share the same bin. Even so, erroneously reconstructed
pixels are produced in the SAR image. We have identified a
systematic source of error in the OMPs correlation computation.
Because complex-valued vectors are employed, the decision to
select dictionary atoms from Ψ is taken based on the magni-
tudes of the correlation coefficients. Hence positive correlations
cannot be distinguished between negative correlations. Also, the
grid mismatch may cause similar behavior. In this regard, a lo-
cal synthetic point spread (PSF) function-based postprocessing
filter is designed. It is motivated by the fact that negative correla-
tions are more likely to be located on the first null vicinity of the
strong point-like targets or in regions, where the magnitude of the
gradient in the detected image (magnitude of the complex-valued
pixels) is comparable to the highest gradient of the main lobe
of the PSF. In Fig. 7(a) and (b) most erroneous pixels locations
are highlighted for monostatic and bistatic setups. In Fig. 7(c),
a simulated PSF-based kernel is illustrated.

The use of the proposed filter makes K estimate precision
requirement decrease. In this regard, K is artificially overesti-
mated. By choosing a sparsity degree bigger than needed, weak
target detection is improved. The implementation of the filter
comprises the following steps:

Step 1: Sort reconstructed points (not null) in xOMP in the
descending order of their magnitude.

Step 2: Center the PSF kernel on the location of previously
sorted values starting with the one characterized by the biggest
magnitude.

Step 3: Discard pixels located in the neighborhood of the
border of the PSF main lobe.

Step 4: Update the estimated points using (12).

xCS−BP−2D =
(
ΘT

filteredΘfiltered
)−1

ΘT
filteredy. (12)

The third step implies that some pixels become null during the
filter iterations. Hence, they are not considered for the filtering
procedure. In (12), Θfiltered contains the atoms given by the
nonrejected recovered points by conventional OMP. By ignoring
the points that are likely to be artifacts, the new solution is
refined. In the next section conventional OMP simply refers to
using the STM as sparsifying basis, but as opposed to CS-BP-2D,
it does not employ the postprocessing filter.

C. Computational Complexity

CS-BP-2D achieves a computational complexity having the
same order as the conventional algorithm used for focusing i.e.,
BP. Recent papers addressing SAR imaging by CS-means also
report computational complexities similar to the ones obtained
by the classic approaches [23], [26]. The computational load is
dictated by the interpolation block (GIM). However, considering
the SAR image formation of BP through STM × vec(spr [n]),
the complexity is O(n3). CS-BP-2D computational burden is
strictly given by the recovery algorithm. For high sparse scenes,
OMP complexity is dominated by the projection of the residual
vector onto the sparsifying basis. The resulted complexity is
O(mnk), with m being the number of measured samples, n - the
number of samples in the recovered signal and k-the sparsity
degree. Thus, CS-BP-2D is suitable for sparse scenes, where
mk � n2.

D. Discussion

The recovery performance achieved by CS-BP-2D depends on
the CS solver robustness regarding the dictionary redundancy,
the sparsity degree, and the sparsity—undersampling tradeoff.
In addition, as demonstrated through [39, Th. 4], in general,
the greedy solvers do not ensure denoising. Hence, the success
rate in noisy conditions (white Gaussian noise) depends on
min (x0), max(x0), noise power (σ2), and the properties of the
sensing matrix (the coherence limits of Θ). Intuitively, since the
atoms selection from Θ is achieved by means of correlation, the
smallest nonzero coefficient in the “oracle” estimator (x0) has to
be greater than the noise power. OMP reaches a reasonable phase
recovery assuming a relatively high level of sparsity and mild
noise conditions. Yet, in noisy scenarios and for fine grid spacing
the inflation of the dictionary atoms correlation lower CS-BP-2D
framework performance. Therefore, more advanced CS greedy
solvers such as ROMP [40], GOMP [41], or CMP [42] may be
employed. We have empirically determined that the optimal grid
spacing should be between one third and one half of the smallest
spatial resolution (range and azimuth). A coarser grid spacing
would increase the off-grid errors, whereas a finer spacing grid
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TABLE I
EXPERIMENTAL PARAMETERS FOR SIMULATED DATA

TABLE II
RESULTS ON SIMULATED DATA CONTAINING THREE POINT-LIKE TARGETS

not only would boost the dimensionality of the problem but also
would violate the RIP.

V. EXPERIMENTS AND VALIDATION

A. Simulated Data

First, we use simulated raw data to prove CS-BP-2D frame-
work effectiveness. The magnitude and the phase of the re-
sulted SAR images are confronted with the ones achieved by
conventional CS-BP (without PSF-based filter) and by BP. We
have carried out five experiments illustrating the behavior of the
proposed processing-flow.

The additive white Gaussian noise considered in the following
experiments was introduced in the raw data. The SNR was
computed using (13). In (13), σ denotes the noise standard
deviation, whereas N represents the number of samples of the
signal to be reconstructed

SNR = 10log
||x||22
Nσ2

[dB]. (13)

In the first experiment, simulated raw data is produced in a
monostatic configuration, where the illuminated sparse scene
(30 × 30 m) contains three-point scatterers with different nor-
malized magnitudes: 0.75, 0.4, and 1. The transceiver has a
linear trajectory along the y-axis (cross-range direction). The
length of the synthesized aperture is 10 m. Every 0.3 m a
range profile is recorded. The parameters of the experimental
setup are listed in Table I. Remarkably, 75% of the samples in
raw data were discarded in the ideal (SNR = ∞) setup. The
second configuration implies a nosy acquisition. Thus, only
50% randomly selected samples were dropped out. The imaging
results presented in Fig. 8 show that CS-BP-2D is able to detect
and localize scatterers not only in ideal conditions, Fig. 8(d), but
also in noisy environments, Fig. 8(g). For visual comparison,
Fig. 8(a) illustrates the ideal SAR image. The SAR images
processed by BP are displayed in Fig. 8(b) and (e). In addition,
the raw outcomes of CS-BP (without filter) are also presented
for comparison in Fig. 8(c) and in Fig. 8(f). Table II proves
that CS-BP-2D provides accurate results in terms of phase and

Fig. 8. SAR imaging results for the first experiment with simulated raw data:
(a) Ideal point scatterer image, (b) BP- SAR image (no noise), (c) SAR image (no
noise) obtained by CS-BP (without filter), (d) CS-BP-2D outcome(no noise) (e)
BP-SAR image with SNR = −6dB (f) SAR image obtained by CS-BP(without
filter) with SNR = −6dB and (g) CS-BP-2D SAR image with SNR = −6dB

Fig. 9. Super-resolution testing in target detection experiment with simulated
data for: (a) range resolution and (b) azimuth resolution.

magnitude. For the phase component, the mean absolute error
(MAE) relative to BP outcome was computed. The amplitude
recovery performance is indicated by root mean square error
(RMSE). It was evaluated relative to the ideal magnitudes of the
simulated scatterers ([0.75, 0.40, 1.00]). CS-BP-2D outperforms
both BP and CS-BP (without filter) for SNR = ∞. For the
second scenario, SNR = −6dB (on raw data), CS-BP-2D still
provides a better phase estimate than CS-BP. Also, the recovered
amplitudes are closer to the ones obtained by conventional BP.
The quality parameters reported in Table II were obtained by
averaging the results over 100 iterations.

Due to the simultaneous involvement of azimuth and range
bandwidth, super-resolution may be achieved. In Fig. 9, two
sets of point-like targets are located under the resolution limit
in range Fig. 9(a) and in azimuth Fig 9(b). Their corresponding
coordinates are: [998.4, 0, 0], [1001.3, 0, 0] and [1000, -1.35, 0],
[1000, 1.25, 0], respectively. CS-BP-2D outcome offers a better
estimate for the positions of the targets than regional maxima
detector (RMD) even though only 20% randomly selected raw
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Fig. 10. SAR images obtained in the third experiment where Sentinel 1 emulated data is involved (a) BP, (b) CS-BP (without filter), and (c) CS-BP-2D.

Fig. 11. Relative phase error probability density function for: (a) CS-
BP(without filter) and (b) CS-BP-2D. The estimated phase error was performed
for the images in Fig. 10.

data were used for reconstruction. RMD uses the intensity
gradients relative to the eight pixels in the 3 × 3 neighborhood
to determine if the current pixel is a local maximum.

The third experiment emulates the Sentinel 1 acquisition
process. A focusing grid of 1000 × 1000 m and a pixel size of
3 m are considered. The geographical coordinates of the grid
center are [44.417443N, 26.073496E] (Vulcan Value Center,
Bucharest, Romania).

The BP outcome in Fig. 10(a) is put in contrast with conven-
tional CS-BP(without filter)—Fig. 10(b) and with CS-BP-2D -
Fig. 10(c) in terms of magnitude. After the proposed nonlinear
filter is applied, most of the erroneous reconstructed points were
removed. The relative phase errors obtained by CS-BP (without
filter) recovery and our method are displayed in Fig. 11. CS-BP-
2D outperforms classic CS reconstruction, having a phase error
variance more than 10 times smaller.

Furthermore we have assessed the performance of CS-BP-2D
by varying the SNR and the sparsity of the region of interest.
First, we have considered a sparse scene containing three-point
scatterers. Then, we have varied the SNR of the raw data in the
interval [−18, −4] dB. The reconstruction accuracy have been
measured in terms of MAE computed for the phase component.
The results presented in Fig. 12 show that CS-BP-2D provides
the same phases as the BP when the raw data is not randomly
down-sampled, Fig. 12(a). In Fig. 12(b), it is remarkable that
for the entire range of the SNRs, our method provides smaller
phase errors than CS-BP(without filter) with only 75% of data.

Fig. 12. MAE of the phase: (a) No data discarded and (b) 25% of data
discarded.

Fig. 13. Experimental results on varying the sparsity level of the scene: (a)
SAR image containing 5 strong scatterers (b) SAR image containing 21 strong
scatterers (c) MAE on full data, and (d) MAE using 50% of the raw data.

The phase errors were evaluated relative to the SAR image
focused by BP and with SNR= ∞. Next, we have varied the
sparsity degree of the scene (100 × 100 m) by changing the
number of targets from 5 to 21. The targets are laying along a
circular pattern. The first and the last focused SAR images are
shown in Fig. 13(a) and (b). We have computed the MAE of
the phase for the CS-BP (without filter) and CS-BP-2D using
BP outcomes as references. The results are shown in Fig. 13.
The experiment was executed using the full data and with 50%
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TABLE III
STANDARD DEVIATIONS FOR MAGNITUDE AND PHASE OBTAINED IN THE GRID

MISMATCH EXPERIMENT

randomly under-sampled data. For the test that involved dis-
carded data, the MAE was obtained by averaging 10 Monte Carlo
simulations. For the last experiment on simulated data, we have
tested the behavior of CS-BP-2D with respect to grid mismatch.
We have considered a monostatic configuration and a sparse
region of interest (100×100 m) containing three-point scatterers
with normalized magnitudes of 1.0, 0.75, and 0.4, respectively.
The grid cell spacing was 3 m. Initially, the scatterers were
located exactly on the grid points. Then, the imaging grid has
been randomly shifted over 100 iterations. The maximum shift
relative to the initial position was ≈0.8 m. We have evaluated
the performance of BP, CS-BP (without PSF-based filter), and
CS-BP-2D in terms of phase and amplitude variance (σ) over
1000 iterations. The results are synthesized in Table III. CS-
BP-2D achieves a better phase estimate than classic CS-BP. In
addition, the reconstruction of the amplitude is less influenced
by the grid mismatch. The improvement is determined by the
PSF-based filter which discards the residual points reconstructed
by conventional CS-BP. In this way, CS-BP-2D accounts for the
grid mismatch errors.

B. Real-World Data

The raw data for the monostatic configuration tests was ex-
tracted from Sentinel-1 L0 products by decoding them compli-
ant to the “Sentinel-1 SAR Space Packet Protocol Data Unit”
specification [43]. The bistatic SAR setup includes Sentinel-1B
as transmitter of opportunity for the COBIS ground-based re-
ceiver [44]. COBIS is located in a fixed position, on the roof
of the central building of University “Politehnica of Bucharest
(UPB). A detailed description of the acquisition process is given
in [44].

For the monostatic setup, raw data consists of 200 azimuth
measurements with 24140 range samples, selected from a single
burst. As a consequence, the azimuth resolution is worse than
the Sentinel 1 full azimuth resolution in TOPS mode. The
data for the bistatic scenario consists of 300 range profiles of
50 000 samples each. All SAR images to be shown are focused
on geocoded grids. Other parameters of the experiments are
synthesized in Table IV.

1) Monostatic Case: The goal of our investigation is to show
that the proposed framework preserves image readability in
real-world urban sparse scenarios. Besides, we also evaluate the
phase reconstruction accuracy given the increasing interest in
monitoring civil engineering structures with SAR differential
interferometry. We provide imaging results for two regions:
Palace of Parliament (PP) and Vulcan Value Center (VVC),
Bucharest, Romania. In Fig. 14, the BP and the CS-BP-2D

TABLE IV
EXPERIMENTAL PARAMETERS FOR REAL-WORLD DATA

Fig. 14. Monostatic SAR images of Palace of Parliament and Vulcan Value
Center, Bucharest: (a) BP SAR image of PP, (b) BP SAR image of VVC, (c)
CS-BP-2D SAR image of PP, (d) CS-BP-2D SAR image of VVC. In (e) and (f)
the CS-BP-2D outcomes overlay optical images from Google Earth.

outcomes are displayed. Both SAR images cover equal square
areas of 900× 900 m. The SAR images are focused on geocoded
grids having a mean altitude of 100 m. The grid cell, i.e., pixel
size is 1 m. Fig. 14(a) and (b) illustrates BP imaging results,
whereas in Fig. 14(c) and (d), the CS-BP-2D SAR images are
shown. Structural features conservation is validated in Fig. 14(e)
and (f), where SAR images overlay Google Earth optical images.
For CS-BP-2D, 23% of the raw data were discarded.

In the following, for a region of 200 × 240 m containing
VVC, experiments testing super-resolution potential and phase
component conservation are conducted. The chosen area is
representative because it contains point-like targets, and the
hypothesis of spatial sparsity holds. Ground-truth measurements
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Fig. 15. Enlarged area incorporating point reflectors from VVC: (a) Optical
image of the scene, (b) BP outcome [dB], (c) CS-BP-2D SAR image (with
PSF) [dB].In (d) and (e) the raw CS-BP (without filter) outcome and the raw
SAR image obtained by CS-BP-2D overlaying Google Earth optical images are
displayed. After the PSF-based filter is applied, the remaining points match the
logo panels locations.

with laser telemeter were taken to certify that the echoed signal
corresponds to the commercial brands’ logo panels shown in
Fig. 15(a). The outcome provided by the recovery algorithm
consists of isolated reconstructed points, i.e., a superposition of
Delta functions, e.g., Fig. 15(d) raw result obtained by CS-BP
(without filter) and Fig. 15(e)-CS-BP-2D. For a better visual-
ization, these results are convoluted with a modified system
PSF, [45] e.g., Fig. 15(c).

σ2
CS =

K∑
i=1

((�IBP − �ICS)−m)2

K − 1
. (14)

The quality of the reconstructed image varies with the amount
of discarded data and the SNR. Therefore, to demonstrate the
superiority of the proposed imaging framework, a Monte Carlo
(MC) simulation with 100 trials has been run on real data. For
each of the trials, a different set of randomly selected samples
representing 77% from the raw data was used. We chose the pixel
spacing of the generated SAR images to be 3m. The coarse level
of sparsity was fixed to K = 25.

m =
K∑
i=1

�IBP − �ICS

K
. (15)

The relative phase error variance was computed using (11).
The mean errormwas calculated using (15). For CS-BP (without
filter) approach, a mean m = 0.1026 [rad] and variance of

Fig. 16. Monte Carlo simulation results.

Fig. 17. Normalized sections on SAR images.

σ2 = 0.0262[rad2] were obtained, whereas CS-BP-2D perfor-
mances include a mean m = 0.01 [rad] and a variance σ2 =
0.0083 [rad2].

In Fig. 16, the phase reconstruction performance of the pro-
posed algorithm is depicted by mean and variance computed for
every MC trial. Not only the spread of σCS, graphically marked
as gray transparent bands, which show great improvement of
CS-BP-2D in comparison with classic OMP, but also the average
variance of the proposed methodology is 10 times smaller than
the CS-BP(without filter) framework.

Further, the main lobe narrowing and side-lobe reduction
produced by BP-CS-2D are emphasized in Fig. 17, where a
section over the magnitude of the SAR images in Fig. 15 is taken.
As marked in the upper-right corner of the figure, the chosen
section crosses nine-strong scatterers. CS-BP-2D benefits from
the employment of a greedy solver. The dominant scatterers are
highlighted, therefore the overall perception of the reconstructed
image is improved. This feature can be noticed in Fig. 18.

Six rectangular patches (1000 × 1000 m) were used to create
the final CS-BP-2D result. They are delimited by dashed lines in
Fig. 18(b). The middle-left patch contains the PP, while the VVC
is imaged in the bottom-right chip. Since the postprocessing filter
is applied after the OMP raw results are assembled, the problem
of the points corresponding to the same scatterer but included in
both patches is solved.

2) Bistatic Case: In this experiment, Sentinel-1B is transmit-
ter of opportunity for COBIS ground-based receiver, [44]. The
acquisition geometry is sketched in Fig. 1. The receiver antenna
is mounted on the top of the UPB central building and its direc-
tion of maximum radiation is oriented towards east–south–east
parallel to the ground. Therefore, spatial sparsity is guaranteed
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Fig. 18. Normalized imaging results (in dB) on extended scene in monostatic
configuration for (a) BP and (b) CS-BP-2D obtained by patch-based workflow
(modified PSF included).

Fig. 19. K coarse estimation for bistatic data.

by the few targets (tall buildings) included in the main beam:
Palace of Parliament, People’s Salvation Cathedral, JW Marriott
Bucharest Grand Hotel, and Ministry of Defense Main Building.

Each of the four reconstructed chips assumed a different
coarse sparsity degree K = {119, 106, 131, 16}. As can be
observed in Fig. 19, these values were obtained by using a
threshold of 0.01 on the normalized residue energy slope. The
analyzed area is 2500 × 800 m. The CS-BP-2D SAR image
overlaying Google Earth optical image representing the area of
interest is sketched in Fig. 21. Four patches of 500× 800 m were
stacked to produce the outcome of CS-BP-2D [see Fig. 20(c)].

The amplitudes of the bistatic SAR images obtained by differ-
ent approaches are displayed in Fig. 20. Even though the CS-BP
outcome Fig. 20(b) has a greater degree of similarity to BP SAR
image in Fig. 20 than CS-BP-2D result Fig. 20, it contains many
artifacts.

The phase reconstruction accuracy of the proposed processing
flow is compared to the one obtained by the regular CS-BP
workflow Fig. 22. The reconstruction process used only 75%
from the raw data samples.

The blue and red normalized histograms in Fig. 22 show
the error of the phase relative to the BP imaging outcome.
The standard deviation of the relative phase error obtained by

Fig. 20. Imaging results on bistatic real-world data. (a) BP SAR image, (b)
CS-BP(without filter) SAR image, and (c) CS-BP-2D SAR image.

Fig. 21. CS-BP-2D outcome applied on bistatic real world data overlaying
Google Earth optical image.

Fig. 22. Relative phase error histograms (ε) corresponding to the bistatic setup
comparing CS-BP(without filter) and CS-BP-2D.

CS-BP-2D is more than two times smaller than the one produced
by classic CS-BP reconstruction.

VI. CONCLUSION

In this article, a BP-CS SAR focusing algorithm (for a user-
defined grid) was proposed. Both benefits inherited from BP
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and matching pursuit are exploited. The BP sparsifying basis
was designed together with a PSF-based artifact rejection filter.
The obtained SAR images are focused on geo-referenced grids
having, in principle, no need for coregistration in future inter-
ferometric applications. The imaging results using simulated
data and real-world monostatic and bistatic SAR data were
presented and interpreted. It was shown that using the proposed
processing flow not only the number of recorded samples may
be decreased but also the resulted images had been enhanced by
reducing the clutter and having the potential of super-resolution.
Because of the STM intrinsic structure, the CS-BP-2D outcome
is similar to that of a deconvolution technique thus to increases
SAR image readability synthetic PSF has been included. The
proposed CS-BP-2D algorithm successfully reconstructs of both
amplitude and phase components of the complex-valued SAR
image. The use of the expected PSF as filter kernel proved
that the recovered phase is more reliable for interferometric
applications than the one recovered by conventional OMP.
The sparsity level K relaxation together with postprocessing
filter improves weak target detection and SAR image read-
ability as compared to the standard CS-BP (without filter)
workflow.
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