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Abstract: This paper investigates (1) the main sources of uncertainties in ground-level ozone
simulations, (2) the best method to estimate them, and (3) the decomposition of the errors in mea-
surement, representativeness and modeling errors. It first compares the Monte Carlo approach,
solely based on perturbations in the input fields and parameters, with the multimodel approach,
which relies on an ensemble of models with different chemical, physical and numerical formulations.
Two ensembles of 100 members are generated for the full year 2001 over Europe. Their uncertainty
estimations for ground-level ozone are compared. For both ensembles, we select a sub-ensemble
that minimizes the variance of the rank histogram, so that it is supposed to better represent the
uncertainties. The multimodel (sub-)ensemble shows more variability and seems to better rep-
resent the uncertainties (especially for the localization of the covariances) than the Monte Carlo
(sub-)ensemble. The main sources of the uncertainties originating in the input fields and parame-
ters are then identified with a linear regression of the output ozone concentrations on the applied
perturbations. The uncertainty ranges due to the different input fields and parameters are com-
puted at urban, rural and background observation stations. For both the multimodel ensemble and
the Monte Carlo ensemble, ozone boundary conditions play an important role, even at continental
scale; but many other fields or parameters appear to be a significant source of uncertainty. The
discrepancies between observations and model simulations are due to measurement errors, repre-
sentativeness errors and modeling errors (i.e., shortcomings in the model formulation or in its input
data). Using two independent methods, we estimate the variance of the representativeness errors.
We conclude that the measurement errors are comparatively low, and that the representativeness
errors can explain at least a third of the variance of the discrepancies.

Key-words:

∗ CEREA, joint laboratory cole des Ponts ParisTech - EDF R&D, Universit Paris-Est
† INRIA



Uncertainty Estimation and Decomposition 2

Contents

1 Introduction 3

2 Comparison of Monte Carlo and Multimodel Ensembles 4
2.1 Generation of the Ensembles . . . . . . . . . . . . . . . . . . . . 4
2.2 Comparison of the Non-Calibrated Ensembles . . . . . . . . . . . 7
2.3 Comparison of the Calibrated Ensembles . . . . . . . . . . . . . . 7
2.4 Uncertainty and Covariance Estimation . . . . . . . . . . . . . . 9

3 Uncertainty Due To Input Data 14
3.1 Correlation and Regression . . . . . . . . . . . . . . . . . . . . . 14
3.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18

3.2.1 Monte Carlo . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2.2 Multimodel Ensemble . . . . . . . . . . . . . . . . . . . . 20

4 Error Decomposition 22
4.1 Measure Error . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
4.2 Modeling and Representativeness Errors . . . . . . . . . . . . . . 23

5 Discussion and Conclusions 27

RR n° 7903
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1 Introduction

Many studies and decision making are based on modern chemistry-transport
models that solve 3D reactive transport equations for the main atmospheric
chemical species. The primary output of these models is 3D concentrations
of the chemical species against time. A next step in the development of air
quality modeling systems should be to provide, along with the concentrations, an
estimate of their uncertainty. The uncertainty can be significantly high, to the
point of changing or at least softening conclusions drawn from the concentrations
alone.

In order to estimate the uncertainty on a model’s output, all the sources of
this uncertainty should a priori be taken into account and propagated through
the reactive transport equations. The ideal target would be the probability den-
sity function of the chemical concentrations, and its time evolution. Computing
this probability density function is an impossible task, considering a model’s
state vector with easily one million or ten million components. In practice, the
most accurate uncertainty estimations are derived from ensemble simulations.
There are two main approaches: Monte Carlo simulations and multimodel simu-
lations. In the former, the input data and parameters of the model are randomly
perturbed in each member (i.e., simulation) of a typically 50- or 100-member
ensemble [e.g., Hanna et al., 1998, 2001; Beekmann and Derognat, 2003; Boy-
nard et al., 2011]. It requires to have knowledge on the probability distributions
of the input data and parameters, and to have enough computational power
to reasonably sample these distributions. The other approach relies on differ-
ent chemistry transport models that are based on different physical, chemical
and numerical formulations [e.g., Delle Monache and Stull, 2003; Mallet and
Sportisse, 2006; McKeen et al., 2007]. This approach can be easily combined
with Monte Carlo simulations since the input data of the members of a multi-
model ensemble can be randomly perturbed. The combined approach can take
into account all sources of uncertainties, from the model formulation itself (what
Pinder et al. [2009] call structural uncertainty) and from the input data.

The Monte Carlo approach is rather easy to implement since only the input
data and parameters are modified, within a single model. The multimodel ap-
proach has a higher implementation cost since it involves models with varying
requirements: different input data, a range of resolutions, different chemical
species, . . . However this approach, when combined with perturbations in the
input data, provides richer ensembles. One may wonder whether the better qual-
ity of the multimodel ensembles is worth the additional implementation effort.
This raises the question of the main sources of uncertainties and of the merits
of each approach with respect to the representation of the uncertainty sources.
In this paper, we try to bring some answers by comparing a Monte Carlo en-
semble with a multimodel ensemble. In section 2, we describe and compare the
generation of two 100-member ensembles, one with the Monte Carlo approach
and another with the multimodel approach, for the full year 2001. Uncertainty
estimations computed with the empirical standard deviations are then analyzed.
In order to improve these estimations, we also carry out an a posteriori calibra-
tion, using the observations and the method introduced in Garaud and Mallet
[2011].

In section 3, we identify which input data and parameters are the main
sources of the uncertainties in the output concentrations. We carry out the
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identification for both Monte Carlo and multimodel ensembles. For the main
sources of uncertainties, the impact on the output concentrations is estimated.
The results point out which input fields or parameters should receive more
attention in the generation of an ensemble.

In section 4, the discrepancy between observations and models’ concentra-
tions are decomposed into three errors: (1) measurement error due to instru-
ment limitations, (2) modeling error originating from the shortcomings and
uncertainties in the simulations, and (3) the representativeness error due to the
misrepresentation of point observations by model’s concentrations that are av-
eraged over a grid cell. The latter is seldom estimated and yet proves to be
quite significant. It is consistently estimated by two independent methods, one
solely based on observations, and another based on the observations and any
model from the ensembles.

2 Comparison of Monte Carlo and Multimodel
Ensembles

In this section, we compare the uncertainty estimations that can be derived from
Monte Carlo simulations and a multimodel approach. After each generation of
an ensemble, a calibration is carried out, in order to select a sub-ensemble that
better estimates the uncertainty than the full ensemble. This lets us to produce
more accurate uncertainty estimations and to evaluate the estimation quality
from both approaches.

2.1 Generation of the Ensembles

Air quality models produce estimations of the pollutant concentrations that can
be highly uncertain because of (1) shortcoming in their chemical and physical
formulations (turbulence modeling, deposition velocities, chemical mechanism,
. . . ), (2) uncertainties in the various input data (meteorological fields, emis-
sion sources, boundary conditions, . . . ), and (3) the numerical approximations
(numerical schemes, time step, vertical resolution). Considering all these uncer-
tainty sources, many different models and associated simulations can be carried
out with a great variety of results. In order to explore these possible results, two
classical approaches are the Monte Carlo simulations that solely rely on pertur-
bations in the uncertain input data or model parameters, and the multimodel
ensembles that try to take into account all uncertainty sources.

In the multimodel ensemble approach, each simulation is built with a given
combination of chemical/physical parameterizations, numerical schemes and in-
put data. This ensemble can be derived from models developed in different
teams or inside a flexible modeling platform. In this paper, we rely on the lat-
ter, with the air quality modeling system Polyphemus [Mallet et al., 2007] and
the automatic generation of large ensembles described in Garaud and Mallet
[2010]. In fact we use the same 101-member ensemble as described in Garaud
and Mallet [2010] for photochemistry simulation over Europe during 2001. Every
member of the ensemble has a unique combination of (1) perturbed input fields
such as wind field, temperature or boundary conditions, (2) physical parameter-
izations (e.g., for the vertical diffusion coefficient or the chemical mechanism)
and (3) numerical approximations such as time step, vertical resolution or the
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first layer height, 40 m or 50 m. A total of thirty alternatives are available for
the generation of a single model. Each member of the ensemble is defined by a
random selection of one option per alternative.

In this paper, the Monte Carlo ensemble generation is inspired by Hanna
et al. [1998, 2001] and Beekmann and Derognat [2003]. The uncertain input data
is perturbed independently for each member of the ensemble, but each member
relies on the same model. This model is referred to as the reference model in
Garaud and Mallet [2010]. It uses common options of the Polyphemus system
for photochemical simulations: RACM chemical mechanism, Troen&Mahrt pa-
rameterization to compute vertical diffusion coefficients, deposition velocities
computed with the Zhang parameterization [Zhang et al., 2003], a vertical res-
olution with 5 levels from 50 m to 3000 m, a time step equal to 600 s. The
perturbations are randomly sampled assuming that the input fields and param-
eters are normally or log-normally distributed with a given standard deviation.
Table 1 lists the perturbed variables together with their distributions (normal
or log-normal) and the associated uncertainties. Assume that p is a scalar to
be perturbed. p is either a parameter or the point value of a field at a given
time and location. In the case of a log-normal distribution, the perturbed value
will be p̃ = p

√
α
γ

where α is given in the column “Uncertainty” of table 1 and
γ is sampled according to the standard normal distribution. For a normally-
distributed field or parameter, the perturbed value will be p̃ = p + 1

2αγ. For
temperature, a relative uncertainty is provided, so that the perturbed value
will be p̃ = p(1 + 1

2αγ). Note that, for a given field, the same perturbation
(i.e.,

√
α
γ
, 1

2αγ or 1 + 1
2αγ) is applied for all times and locations; γ is there-

fore generated by a pseudo-random number generator just once for each field or
parameter (and for each member). The uncertainties for the reaction rates of
RACM are adapted from Beekmann and Derognat [2003] who use MELCHIOR
chemical mechanism [Lattuati, 1997]. A comparison between the MELCHIOR
and RACM reactions was carried out in order to assume the same uncertainty for
almost all corresponding reaction rates. In total, we carried out the Monte Carlo
runs to generate a 100-member ensemble.

A multimodel ensemble has a more detailed representation of the uncertain-
ties as it can include perturbations in the input data (just like Monte Carlo
simulations), but also takes into account the uncertainties due to the physi-
cal, chemical and numerical formulations. For instance, while the Monte Carlo
simulations will take into account the shortcomings in the modeling of the tur-
bulence with perturbations in the vertical diffusion coefficients, a multimodel
approach will introduce several parameterizations for the vertical diffusion, each
of which is physically consistent with the meteorological fields. A change of pa-
rameterization leads to much more relevant differences (e.g., increased vertical
diffusion only in unstable conditions) than a simple multiplication of a reference
diffusion field. In our case, the perturbations in the multimodel ensemble are
mostly applied to the same fields and parameters as in the Monte Carlo simula-
tions, except for the reaction rates that are perturbed only in the Monte Carlo
simulations.

RR n° 7903
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Table 1: Input data uncertainties for Monte Carlo simulations. The column
“Uncertainty” reports the interval with 95% confidence whose median coincides
with the unperturbed data. If the uncertainty is α and the initial parameter is
p, every sample will lie in [p/α, αp] for a log-normal distribution and [p−α, p+α]
for a normal distribution. For temperature, the interval is [(1− α)p, (1 + α)p].
Field Uncertainty Distribution

Meteorological Fields
Wind speed 1.5 Log-normal
Wind angle 20◦ Normal
Temperature 1% Normal
Vertical diffusion coefficient 1.9 Log-normal
Attenuation 1.3 Log-normal

Emissions
Anthropogenic NOx 1.7 Log-normal
Anthropogenic VOCs 1.7 Log-normal
Biogenic VOCs 2. Log-normal

Chemical rates – RACM [Stockwell et al., 1997]
Reaction rates 128, 130, 132, 133
136, 137, 143, 146, 147
151, 152, 155, 156, 162
166, 167, 168, 232, 236 1.3 Log-normal
Reaction rates 127, 129 1.2 Log-normal
Others reaction rates 1.1 Log-normal

Others
Photolysis rates 1.4 Log-normal
Boundary conditions NOx 3. Log-normal
Boundary conditions 2. Log-normal
Deposition velocities 1.7 Log-normal
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2.2 Comparison of the Non-Calibrated Ensembles

The results of the two ensembles are studied for ozone peaks. The evaluation is
carried out using the observation network Airbase1. The database, managed by
the European Environment Agency, provides ground-level ozone observations
at 210 rural background stations, 702 rural stations, 647 suburban stations and
1324 urban stations over Europe. In order to select stations which are represen-
tative of the ozone peak concentration at the model scale (half a degree in the
horizontal), only rural and background stations are kept in this section. In order
to select the most reliable stations, we exclude the stations that fail to provide
observations for over 10% of all dates (i.e., all days in the year 2001). Fol-
lowing usual recommendations [Russell and Dennis, 2000; Hogrefe et al., 2001;
US EPA, 1991], a cut-off is applied to the observations. Observations below
40 µg m−3 are discarded. In total, we keep about 1.1 105 observations for ozone
peaks during the year 2001.

Figure 1 shows the models’ performances on a single figure, using a Taylor
diagram for the two ensembles. A Taylor diagram [Taylor, 2001] takes into
account the standard deviation of observations and the correlation between
each simulation and the observations. The radial coordinate is the simulation
standard deviation normalized by the standard deviation of the observations.
The azimuthal coordinate corresponds to the arcosine of the correlation between
each simulation and the observations. The performances of the simulations
from the multimodel ensemble show higher spread than the performances of the
simulations from the Monte Carlo ensemble. In the Monte Carlo case, all the
simulations have a standard deviation less than the standard deviation of the
observations. Moreover, almost all correlations are between 0.6 and 0.7. On
the contrary, the range of correlations in the multimodel ensemble is wide, and
several simulations show a higher variability than the observations.

The mean of the ensemble standard deviations (at observation stations) is
22.3 µg m−3 for the multimodel ensemble and 19.9 µg m−3 for the Monte Carlo
ensemble. It shows that the simulations from the Monte Carlo experiment have
a lower variability than those of the multimodel ensemble. It is noteworthy
that the “best” model (in terms of RMSE and correlation) from the multi-
model ensemble better compares to the observations than the “best” model from
the Monte Carlo ensemble. The “best” simulation in the multimodel ensemble
has a RMSE equal to 20.5 µg m−3 and a 0.735 correlation whereas the “best”
Monte Carlo simulation has a 21.8 µg m−3 RMSE and a 0.679 correlation.

2.3 Comparison of the Calibrated Ensembles

The two ensembles take into account many sources of uncertainties, but the
actual estimation of uncertainty that can be derived from them may not be
reliable. In order to assess the quality of the uncertainty estimation by the
ensembles, we compute the rank histogram [Anderson, 1996; Hamill and Colucci,
1997; Talagrand et al., 1999]. Each observation is given a rank which is the
number of members that simulate a concentration lower than the observation.
The rank is zero if the observation is below the lower envelope of the ensemble,
and it is equal to the total number of members if the observation is above the

1http://air-climate.eionet.europa.eu/databases/airbase/airbasexml/index_html
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Figure 1: Taylor diagrams for ozone peaks from Airbase stations, for the mul-
timodel ensemble (top) and the Monte Carlo ensemble (bottom).
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upper envelope of the ensemble. The rank histogram displays, for each rank,
the number of observations with that rank. An ensemble properly estimates the
uncertainty if the rank histogram is almost flat.

Figure 2 displays the rank histograms for the multimodel and Monte Carlo
ensembles. A significant number of observations fall below the lower envelope
of the multimodel ensemble. On the contrary, the Monte Carlo ensemble has a
lot of observations above its upper envelope. This shows that the ensembles are
not spread enough in given time periods or given regions. Besides the first and
last bars, the histograms differ from the flat histogram which would coincide
with the dotted lines in the figure.

In order to improve the uncertainty estimation that can be derived from the
ensembles, we apply independently to both ensembles the calibration procedure
that was introduced in Garaud and Mallet [2011]. The main idea is to extract
a sub-ensemble with a flat rank histogram so that its uncertainty estimation
should be more accurate. The ensemble calibration is therefore a combinatorial
optimization problem. We use a genetic algorithm to select a sub-ensemble that
minimizes the variance of the rank histogram [Garaud and Mallet, 2011]. Note
that the observations outside the envelope of the full ensemble will be outside
the envelope of the sub-ensemble. As a consequence, the heights of the first
and last bars in the histogram can only increase after the selection of a sub-
ensemble. Since the number of bars (i.e., the number of models plus one) in a
flat histogram is the total number of observations divided by the height of one
bar, only few members can be part of the sub-ensemble if the bars are too high.
In order to increase the number of members in the sub-ensemble, we first remove
from each member the global (spatio-temporal) bias of the ensemble mean, so as
to decrease the height of the extreme bars. Figure 3 shows the rank histograms
of the two unbiased ensembles. The extreme-bars values are significantly lower
than with the bias, which eventually helps increasing the number of members
selected by the calibration.

Figure 4 displays the rank histograms of the calibrated ensembles. For both
ensembles, the rank histograms are almost flat. The calibrated multimodel en-
semble includes 34 members while the calibrated Monte Carlo ensemble only has
23 members. This difference can partially be explained by the higher value of
the extreme bar in the rank histogram of the full unbiased Monte Carlo ensem-
ble. Also, as was pointed out in section 2.2, the Monte Carlo ensemble shows
less variability than the multimodel ensemble, which makes it more difficult to
properly span the range of the observations.

2.4 Uncertainty and Covariance Estimation

After calibration, the sub-ensemble is supposed to better sample the distribution
of the uncertain ozone concentrations. The empirical standard deviations of the
sub-ensembles therefore provide a reliable approximate measure of the uncer-
tainty. If Xi is the state vector of the ith member, in a N -member ensemble,
the empirical variance is defined as:

Σ =
1

N − 1

N∑
i=1

Xi −
1

N

N∑
j=1

Xj

Xi −
1

N

N∑
j=1

Xj

T . (1)
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Figure 2: Rank histograms for the multimodel ensemble (top) and the
Monte Carlo ensemble (bottom). The dotted line corresponds to the height
of the flat rank histogram.
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Figure 3: Rank histograms of the multimodel ensemble (top) and the
Monte Carlo ensemble (bottom) after removing the bias of the ensemble mean.
The dotted line corresponds to the height of the flat rank histogram.
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Figure 4: Rank histograms of the multimodel sub-ensemble (top) and the
Monte Carlo sub-ensemble (bottom), after calibration. The dotted line cor-
responds to the height of the flat rank histogram.
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Figure 5: Empirical standard deviation computed from the calibrated multi-
model sub-ensemble (top) and calibrated Monte Carlo sub-ensemble (bottom).
These fields, in µg m−3, are averaged over May 2001.

Figure 5 shows two maps of the empirical standard deviation (i.e., the diagonal
of Σ) averaged over May 2001 for the calibrated multimodel and Monte Carlo
sub-ensembles. In the Monte Carlo case, there is a high impact of the uncertain
boundary conditions in the south of Europe, and the ozone ensemble standard
deviation shows moderate variability in the rest of the domain. In the multi-
model case, the field shows more gradients and local high values especially along
the costs.

Uncertainty estimation is useful in data assimilation where the corrections on
the model’s state depend on the amplitudes and on the shapes of the state error
variance and the observational error variance. A key point lies in the spatial
distribution of the covariance between an error on ozone concentration at a given
location and the errors at the other locations. This error covariance corresponds
to one line of the matrix Σ. Figures 6 and 7 show two error covariance fields,
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computed from the calibrated sub-ensembles. The covariances are computed
with respect to two points: one location where there are large emissions (Paris),
and another location in the center of France (background).

Monte Carlo covariance fields can show very high values along the domain
boundaries. These values can be much higher than the covariances with close
locations. It means that the perturbations on the boundary conditions travel
down to the inner of the domain, and as the perturbations do not depend on
time (nor on space), the transported perturbations remain correlated with those
on the boundary conditions. Just like for the variance, the covariances show
moderate variability (except along the domain boundary). There are however
clear patterns mainly due to the emission points. In figure 6, the covariances
with the background cell are lower at emission locations, while in figure 7, the
covariance with the point located near emission sources show larger values at all
emissions locations (even along the Mediterranean ships route). This raises the
so-called localization issue in data assimilation; a data assimilation method that
relies on such error covariances would unduly correct the concentrations far away
from the observed locations, provided the errors on the model’s concentrations
at the observed locations are correlated with the errors at these away locations.

The covariances as approximated by the multimodel sub-ensemble show
much more variability and the largest values are located in the vicinity of
the point with which the covariances are computed. The perturbations in the
boundary conditions do not lead to high covariances along the domain boundary,
although the relatively high minimum of the covariance (about 200 µg2 m−6) is
partially due to the boundary conditions (see section 3.2.2). Finally, as one may
expect, the covariance decreases faster (with the distance) for the point located
near large emissions than for the background point. As in the Monte Carlo case,
most emission locations appear in the maps. This is due to the perturbations
on the emissions that do not depend on space and therefore create spurious
correlation over long distances.

Compared to the Monte Carlo sub-ensemble, the multimodel sub-ensemble
seems to better represent the uncertainty. It includes more models, it is less
subject to the covariance localization problem and the patterns in the variance
and covariance fields look better (especially along the domain boundaries). In
order to improve the results of both approaches, the input data should be per-
turbed with spatial and temporal decorrelations, instead of with a single space-
and time-independent perturbation (multiplicative for log-normal distributions,
additive for normal distribution).

3 Uncertainty Due To Input Data

In this section, we evaluate the impact of the uncertainty in the input data
on ozone simulated from 1st April to 31th August 2001. We want to identify
what are the main uncertainty sources in the temporal mean of ozone peaks at
observation stations.

3.1 Correlation and Regression

Following Hanna et al. [2001], a linear regression is carried out between ozone
ensemble simulations and the perturbations applied to the input fields and pa-
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Figure 6: Ozone spatial covariance fields for the multimodel sub-ensemble (top)
and the Monte Carlo sub-ensemble (bottom), in µg2 m−6. The location with
respect to which the covariance is computed is a background cell in the center
of France.
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Figure 7: Ozone spatial covariance fields for the multimodel sub-ensemble (top)
and the Monte Carlo sub-ensemble (bottom), in µg2 m−6. The location with
respect to which the covariance is computed is near Paris (France).

RR n° 7903



Uncertainty Estimation and Decomposition 17

rameters. It identifies the linear relationship between the ozone concentration
xi of simulation i and the perturbations uik to the input data:

xi = β0 + β1ui1 + β2ui2 + . . .+ βkuik + . . .+ βKuiK + εi , (2)

where βk is a regression coefficient to be determined and εi is the error (i.e., the
part of xi that cannot be explained by the linear regression). uik is (1) the addi-
tive random perturbation ( 1

2αγ) applied to the kth uncertain input field if this
field is normally distributed, (2) the multiplicative random perturbation (

√
α
γ
)

applied to the kth uncertain input field if the field is log-normally distributed,
or (3) the multiplicative perturbation 1+ 1

2αγ for temperature. ε is supposed to
be a vector of white noise with a variance var(ε) = σ2

ε I where I is the identity
matrix.

If x = [x1, . . . , xi, . . . , xN ]T is the vector of the ozone concentrations (from a
N -member ensemble), β = [β0, . . . , βk, . . . , βK ]T and U = [1, u1, . . . , uk, . . . , uK ]
is the matrix of all perturbations (except the first column that is filled with
ones), the regression reads

x = Uβ + ε . (3)

The regression coefficients are determined as β = (UTU)−1UTx. If the absolute
value of a regression coefficient |βk| is high, the ozone concentration is sensitive
to the uncertainty on the field k. However for a regression coefficient βk to be
reliable, we require that its estimated value is higher than twice its standard
deviation σβk

. The variance of β is given by

Σ2
β = σ2

ε (UTU)−1 . (4)

σ2
βk

corresponds to the kth diagonal term of the matrix Σ2
β . The variance σ2

ε

is computed from the regression residuals. If a coefficient does not satisfy the
criterion |βk| ≥ 2σβk

, it is not excluded from the regression, but we ignore it in
subsequent analyses.

The Monte Carlo ensemble contains 100 members in which 285 perturbations
(i.e., 285 regressors) are applied. In order to decrease the number of regressors,
only the regressors k for which the correlation ρk with the ozone concentration
is greater than a given threshold are selected. The correlation threshold is taken
so that the confidence interval on the correlation between the regressor and the
ozone concentration does not include zero. The confidence interval depends
on the sample size [Fisher, 1921], hence on the number of ensemble members.
With normally-distributed perturbations and ozone concentration, it can be
shown [Fisher, 1915] that the 95% confidence interval on the correlation ρk is[

ρk −
e2s − 1

e2s + 1
, ρk +

e2s − 1

e2s + 1

]
(5)

where s = 1.96√
N−3/2

. With N = 100, the confidence interval does not include zero

if ρk is higher than 0.195. Note that most perturbations are not log-normally
distributed, so that we only apply the criterion as a guideline.

The correlations are computed independently at each observation station.
We then select the perturbations with a correlation satisfying ρk > 0.195 at
over 75% of background, rural or urban stations. It selects 20 parameters for
background stations, 19 parameters for rural stations and 18 parameters for
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urban stations. Among these selected parameters, one finds ozone boundary
conditions, NO2 photolysis rate, the rate of photolysis of O3 in O1D (and O2),
attenuation, ozone deposition velocity and a few chemical reactions from RACM.
A priori important fields are not always selected by this approach, so whatever
their correlation with the output concentrations, we systematically include the
perturbations of the nine following variables: VOC emissions, NOx emissions,
biogenic emissions, NO and NO2 boundary conditions, vertical diffusion coeffi-
cient, temperature, wind module and wind angle.

After the regression, we compute the determination coefficient R2. It corre-
sponds to the part of the variance that is explained by the linear combination.
If we denote x̂i = xi− εi and x̄ = 1

N

∑N
i=1 xi, then the determination coefficient

reads

R2 =

∑N
i=1(x̂i − x̄)2∑N
i=1(xi − x̄)2

. (6)

The determination coefficient depends on the number K of regressors and
on the number N of samples. In order to compensate, we use the so-called
adjusted determination coefficient AR2:

AR2 = 1− (1− R2)
N − 1

N − p− 1
. (7)

3.2 Results

The regression is applied independently at each observation station. The regres-
sand xi is the temporal mean of ozone daily peaks at the station. The regressors
depend on the station type (urban, rural or background), since the correlation
criterion (see above) selects a slightly different list of parameters for each station
type. The regression coefficients and adjusted determination coefficients AR2

reported in this section are averaged over all stations from one of these types:
urban (665 stations), rural (263) or background (92) from Airbase network.

3.2.1 Monte Carlo

Table 2 shows the (averaged) regression coefficients and their spread (empirical
standard deviation of the regression coefficients), computed for the most im-
portant fields and for each station type. Only the average coefficients that are
greater than twice their average standard deviation are reported. The average
of the adjusted determination coefficients is the same whatever the station type
and is equal to 91%.

All regression coefficients shown in table 2 are in µg m−3. The magnitude
of the regression coefficients together with the typical variation of the pertur-
bation coefficients provide a measure of the impact of input uncertainties on
the output ozone concentration. For instance, the temperature regression coef-
ficient is equal to 150 µg m−3 and the associated random perturbation ranges
in [−1%, 1%] (see table 1). Thus, the part uncertainty due to the temperature
is up to ±1.5 µg m−3. Another example is ozone boundary conditions whose
regression coefficient is ∼ 41 µg m−3 for all stations, with a perturbation rang-
ing in [1/2, 2]. The impact of the uncertainty due to ozone boundary conditions
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Table 2: Regression coefficients (averaged, in µg m−3) for the three different
station types. Output data (regressand) is the temporal average of ozone peaks.
Only the average coefficients that are greater than twice their average standard
deviation are reported. In brackets, we show the spread among the stations of
the coefficients, computed as the empirical standard deviation of all regression
coefficients – and not as the mean of the deviations σβk

.

Field Name Background Rural Urban
O3 bounday conditions 41.4 (4) 41.8 (4.2) 40.3 (4.3)
NO2 photolysis 15.8 (10.8) 17.5 (8.8) 18.5 (9.6)
NOx emission 10.7 (5.1) 4.1 (7) 6. (8.8)
Vertical diff. coeff. 4. (2.4) 5.6 (1.8) 5. (3)
ISO emission 2.5 (2.9) 3.9 (2.2) 3.7 (3.1)
Attenutation 11.7 (5.3) 13.6 (5.1) 15 (5.9)
Temperature 162.3 (33.5) 147.7 (32) 160.5 (34)
API boundary conditions 5. (1.7) – –
NO2 boundary conditions 1.8 (0.4) 1.8 (0.4) 1.6 (0.6)
Wind module – – -6.3 (5.7)
Reaction 28 -32.1 (7.6) -32.3 (8.3) -32 (10)
Reaction 90 32.8 (9) 26.4 (9.8) 25.7 (11.2)
Reaction 182 -30 (6) – –

therefore ranges roughly in [−20.5,+41.0]µg m−3. Table 3 shows this impact
for all input fields which appear in table 2.

For any field except NOx emissions, the regression coefficients are essentially
the same for all station types. NOx emissions are given a higher coefficient
for background stations than rural or urban stations. NOx are the limiting
species for ozone production in background areas. Hence the sensitivity of ozone
concentrations to NOx emissions is higher in these areas.

Ozone boundary conditions show an especially high positive regression coef-
ficients, which is consistent with the high uncertainties along the domain bound-
aries that were pointed out in section 2.4.

The RACM chemical reactions 28 and 90 (see R 1 and R 2) have a signif-
icant regression coefficient for all station types. The former has a negative
impact with a coefficient at −32 µg m−3, i.e., an impact on ozone ranging in
[−3.0,+2.9]µg m−3. On the contrary, chemical reaction 90 has a positive im-
pact on ozone.

O1D + H2O −−→ HO + HO (R 1)

ONIT + HO −−→ HC3P + NO2 (R 2)

Chemical reaction 28 has a negative impact, which is difficult to explain
since increased concentrations of HO should lead to more ozone production.
The latter is confirmed by the sensitivities computed by Martien and Harley
[2006] in the context of 3D photochemical simulations.
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Table 3: Regression coefficients and the associated 95% uncertainty range on
ozone (µg m−3) for several input fields described in table 1. The regression
coefficients are averaged over all stations whatever their type, except for NOx
emissions and reaction 182 whose regression coefficients are averaged at back-
ground stations only. The uncertainty range represents the deviation of the
output concentration with respect to its median.
Field Name Averaged Coeff. Uncertainty Range
O3 boundary conditions 41.0 -20.5, +41.0
NO2 photolysis 17.0 -4.9, +6.8
NOx emissions 10.7 -4.4, +7.5
Vertical diff. coeff. 5.0 -2.4, +4.5
ISO emissions 3.0 -1.5, +3.0
Attenutation 13.0 -3.0, +3.9
Temperature 150.0 -1.5, +1.5
API bounday conditions 5.0 -2.5, +5.0
NO2 boundary conditions 1.8 -1.2, +3.6
Wind module -6.0 -3.0, +2.0
Reaction no. 28 -32.0 -3.2, +2.9
Reaction no. 90 30.0 -2.7, +3.0
Reaction no. 182 -30.0 -3.0, +2.7

It is easier to explain why reaction 90 (R 2) has a positive regression co-
efficient, since it tends to indirectly produce ozone through the production of
NO2.

RACM chemical reaction 182 (R 3) has a negative regression coefficient which
is significant only for background station type.

TOLP + MO2 −−→ HCHO + HO2 + 0 · 35 MGLY + 0 · 65 GLY + DCB (R 3)

Species TOLP tends to produce ozone via RACM chemical reactions 41, 142
or 202 [Stockwell et al., 1997]. Thus, if the reaction rate of R 3 increases, TOLP
concentration decreases and indirectly tends to produce less ozone.

Note that, even if we can explain the sign of the regression coefficients asso-
ciated to the previous chemical reactions, it is however difficult to explain why
these particular reactions among many others lead to higher uncertainties in
ozone concentrations.

3.2.2 Multimodel Ensemble

In the multimodel case, all perturbations are included in the regression, since
fewer input fields are perturbed. In particular, the rates of the chemical reactions
are not perturbed. The perturbed fields are:

• VOC boundary conditions and VOC emissions;

• NOx boundary conditions and NOx emissions;

• O3 boundary conditions;
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Table 4: Regression coefficients (averaged, in µg m−3) for the three different
station types. Output data (regressand) is the temporal average of ozone peaks
from multimodel ensemble. Only the average coefficients that are greater than
twice their average standard deviation are reported. In brackets, we show the
spread among the stations of the coefficients, computed as the empirical stan-
dard deviation of all regression coefficients – and not as the mean of the devia-
tions σβk

.

Field Name Background Rural Urban
O3 Boundary Conditions 42 (4.6) 45 (5) 43.8 (5)
NOx Emissions 21 (7) 13.2 (9.8) 15.3 (10.9)
Photolysis 17.9 (5.8) 17.8 (4.8) 18.8 (6.5)
Biogenic emissions 7.8 (3.) 7.8 (2.2) 8.3 (3.2)
Wind module -14 (3.5) -14.4 (5.5) -14 (6)
Deposition -14 (4.4) -12.8 (3.6) -11.8 (4.2)
NOx Boundary Conditions 3 (0.8) – 2.7 (0.9)

• biogenic emissions.

• vertical diffusion, temperature and wind;

• deposition velocities;

• photolysis rates.

Note that the same perturbation is applied to all deposition velocities, what-
ever the chemical species. It was assumed that these velocities where highly cor-
related since they are based on the same aerodynamic resistance, quasilaminar
sublayer resistance and since they are based on a bulk surface resistance derived
from those of SO2 and O3 [Wesely, 1989; Zhang et al., 2003]. The perturba-
tions of the photolysis rates are also the same for all species. The perturbation
scheme is described in Garaud and Mallet [2010].

Table 4 shows the eight significant averaged regression coefficients. Ozone
boundary conditions have the highest regression coefficient, as in Monte Carlo
case. It is noteworthy that ozone boundary conditions and photolysis rates are
associated with similar regression coefficients as with the Monte Carlo ensem-
ble: ∼ 44 µg m−3 and ∼ 18 µg m−3 respectively. The adjusted determination
coefficient is equal to 72% — instead of 91% for the Monte Carlo case. This is
consistent with the fact that part of uncertainty in the multimodel ensemble is
represented by changes in the model formulation itself.

The average regression coefficient for deposition velocities is negative. When
all deposition velocities increase, ozone deposition should play a key role and
ozone concentrations should therefore decrease. The average regression coeffi-
cient for wind velocity is also negative, which is probably due to emitted pollu-
tants (especially ozone precursors) being more diluted when the wind velocity
increases.

As in the Monte Carlo study, the average regression coefficient for NOx emis-
sions is higher at background stations than at urban and rural stations.
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Whatever the ensemble, the part of the uncertainty due to ozone boundary
conditions is high. This is consistent with the previous uncertainty maps, fig-
ures 5 and 6. It indicates that a multimodel ensemble, or at least a Monte Carlo
ensemble, should be beneficial at higher scale, in order to provide an ensemble
of boundary conditions. The description of the uncertainty in the boundary
conditions would then be much more accurate than the perturbation scheme we
use in this work.

Now that we have analyzed the main sources of uncertainties due to the input
fields and parameters, we investigate in the next section how the discrepancies
between the observations and the simulations can be decomposed and what part
is due to the shortcomings of the modeling.

4 Error Decomposition

In this section, we investigate the observational errors, we try to evaluate the
representativeness error, and we derive from them the modeling error. Consider
a model’ state vector X and a vector of observations Y at the same time. Both
can be compared using the observation operator that maps the state space into
observation space, so that HX can be compared to Y . If the true concentration
vector at the observed locations is Y t and the true state vector is Xt, the
discrepancy between the observation vector and its simulated counterpart can
be decomposed as follows

e = Y −HX
= Y − Y t︸ ︷︷ ︸

measurement

+ Y t −HXt︸ ︷︷ ︸
representativeness

+H (Xt −X)︸ ︷︷ ︸
modeling

= eo + er +Hem . (8)

The measurement error eo = Y−Y t is notably due to limitations of the obser-
vation instrument, errors in the calibration of the instrument, possible mistakes
in the retrieval and errors in the postprocessing of the raw measurements. The
modeling error em = Xt − X is due to the shortcomings of the model that
computed the state X based on approximate physical, chemical and numerical
formulation and erroneous input data. Even if Xt is known, it is not possible
to compute the exact concentrations at the observation locations. The exact
state vector Xt contains concentrations averaged in the model’s grid cells, from
which one cannot compute a point concentration inside a grid cell because of
the sub-grid variability. We refer to a representativeness error er = Y t −HXt.
Note that the relation between the state vector and the observations is pro-
vided by H which can be another source of errors. In our case, H is simply
a linear operator (the 2D concentration field X being bilinearly interpolated
at observed locations), but in general, H can be a complex operator based on
approximations.

Our objective is to estimate the variance of each error. First, we assume that
the errors eo, er and em have zero mean and that they are mutually uncorrelated,
e.g., E[H(Xt − X)(Y − Y t)T ] = 0. If Hi is the ith row of H, the covariance
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between two error components i and j of e is

Cov(e)ij = E([(Yi − Y ti ) + (Y ti −HiX
t) + (HiX

t −HiX)]

[(Yj − Y tj ) + (Y tj −HjX
t) + (HjX

t −HjX)]T )

= E[(Yi − Y ti )(Yj − Y tj )T ]︸ ︷︷ ︸
measurement error variance

+ E[(Y ti −HiX
t)(Y tj −HjX

t)T ]︸ ︷︷ ︸
representativeness error variance

+Hi E[(Xt −X)(Xt −X)T ]︸ ︷︷ ︸
modeling error variance

HT
j (9)

4.1 Measure Error

In this study, we use ground stations from the European Airbase network. Ozone
is measured by spectrometry, using its absorption in ultraviolet. A sample of
ambient air is taken. A beam at wavelength 254 nm is emitted. Ozone molecules
absorb a part of the radiation. A sensor turns the measured radiation into an
electrical signal which is proportional with the sampling ozone concentration.
Airparif, the organization responsible for monitoring air quality in the Paris
region, produces upper bounds on the measurement uncertainties, along with the
measurements themselves [Airparif, 2007]. The uncertainty takes into account
many error sources from the different stages of the measurement chain: air
sampling, data capture, electronic device, calibration, . . .

Hourly ozone measurements and their uncertainty upper bounds, provided
by Airparif for year 2009 and 30 monitoring stations, are clustered in a con-
centration intervals from [0, 20]µg m−3 to [80,∞[µg m−3. The uncertainty and
the relative uncertainty (i.e., the uncertainty divided by the concentration) are
reported in table 5 and in figure 8. The uncertainty corresponds to the 95%
confidence interval, so that, in case of Gaussian errors, it is equal to twice the
standard deviation. The uncertainty increases with the concentration, while
the relative uncertainty decreases. The relative uncertainty can be higher than
50% when the measured ozone concentration is about 8 µg m−3. For high con-
centrations, the relative uncertainty ranges from ∼ 12% to ∼ 9% for ozone
concentrations between ∼ 80 and ∼ 150 µg m−3.

4.2 Modeling and Representativeness Errors

In this section, we carry out two independent methods to estimate the variance
of the representativeness error. We consider all ozone hourly observations (not
only the ozone peaks) and, in the second method, the multimodel-ensemble
mean.

The first method is solely based on the observations. We assume that the
mean concentration in a grid cell can be approximated by the mean of the
observed concentrations. This assumption is reasonable only if there are enough
observation stations in one model grid cell, and if they are spread all over the
grid cell. In grid cell k, we denote Jk the set of the indexes of stations that are
inside the grid cell. We approximate the mean concentration in the grid cell by
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Table 5: For five concentration intervals, the table shows the average (µg m−3)
of all measurements in the interval, the corresponding average of the uncer-
tainty (µg m−3) and the corresponding relative uncertainty. The uncertainty
corresponds to a 95% confidence interval; so if the error is Gaussian, it is twice
the standard deviation.
Range (µg m−3) Av. Measure Uncertainty Rel. Unc.
0 – 20 8.8 6.8 0.77
20 – 40 30.4 7.4 0.24
40 – 60 49.7 8.1 0.16
60 – 80 68.5 8.9 0.13
≥ 80 97.9 10.4 0.11
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Figure 8: Relative uncertainty according to the observed ozone concentration
in µg m−3.
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Figure 9: Approximate relative frequency occurrence of the representativeness
error. The empirical standard deviation is 12.9 µg m−3.

Ak =
1

|Jk|
∑
j∈Jk

Yj , (10)

where |Jk| is the number of stations inside the grid cell k.
We select six grid cells that contain between 8 and 10 Airbase stations: two

cells close to Marseille, one close to Paris, Barcelona, Valencia and London. All
selected stations are urban, since in rural regions, the monitoring network is not
dense enough to have so many stations in one grid cell.

We first compute Ak − Yj for the eight grid cells of interest and for all
corresponding station j ∈ Jk, which amounts to 300, 000 discrepancies. This
quantity measures how much observations can deviate from the approximate
average in the cell. Figure 9 shows the relative occurrence frequency of Ak −
Yj . By definition of Ak, the mean of the distribution is zero. The empirical
standard deviation, which provides an estimate of the standard deviation of the
representativeness error, is equal to 12.9 µg m−3.

The second method is the sometimes referred to as the observational method
or the Hollingsworth-Lönnberg method [Hollingsworth and Lönnberg, 1986].
The variance of the modeling error and the sum of measurement and repre-
sentativeness variances are estimated based on a variogram of the discrepan-
cies Y − HX. The variogram plots the empirical covariance between all pairs
(Yi −HiX,Yj −HjX) against the distance between the locations i and j. The
first bar of the diagram, which corresponds to variances (because the distance
is zero), is due to all three errors eo, er and em. If the observational errors are
assumed to be uncorrelated, the height of the next bars is only due to the mod-
eling error em. If one extrapolates from these bars to the origin, the difference
between the ordinate at the origin and the height of the first bar is due to the
observational error (eo + er) — see figure 10 for an illustration.

In our case, we consider all pairs (i, j) of urban stations, and all times at
which observations are available. The error is computed using the mean of the
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Figure 10: Illustration of the method by Hollingsworth and Lönnberg [1986] to
estimate observational error variance with a variogram. This figure is inspired
by Bouttier and Courtier [1999].

calibrated multimodel sub-ensemble.
In total, ∼ 190, 000 covariances are computed. Figure 11 shows all covari-

ances that decrease with the distance as the errors become uncorrelated.
We collect all covariance values from points within a distance in ]0, 0.5◦].

The mean of these covariances is equal to σ2
m ' 336 µg2 m−6. The mean of

the variance (computed with all pairs with null distance) is σ2 = 489 µg2 m−6.
Hence σ2

o +σ2
r ' σ2−σ2

m ' 153 µg2 m−6. The mean of observed concentrations
is about 43 µg m−3. According to section 4.1, it means that the variance of
measurement errors is about 16 µg2 m−6. Consequently, the variance of the
representativeness error can be estimated by 137 µg2 m−6, hence a standard
deviation at 11.7 µg m−3 which is a bit less than the estimation from the first
method (12.9 µg m−3).

Observational error should be independent of the model, provided the same
observation operator is used, which is the case in our ensemble where all models
have the same horizontal resolution. We carry out the method with seven models
randomly selected from the multimodel ensemble. The estimated variance of the
observational error varies between 146 µg2 m−6 and 156 µg2 m−6. The standard
deviation of the representativeness error is then estimated between 11.7 and
12.5 µg m−3.

Note that the measurement and representativeness errors are not entirely un-
correlated between two points at close distance. For instance, the measurement
errors can depend on the atmospheric conditions, which are obviously correlated
at short distance. Therefore the estimation of the modeling error variance is
overestimated, and the representativeness errors is underestimated. According
to this method, the standard deviation of the representativeness error is likely
to be greater than 12.5 µg m−3, which is consistent with the first method giving
12.9 µg m−3.

The variance of the discrepancies between hourly ground-level ozone obser-
vations and the mean of the calibrated sub-ensemble is 489 µg2 m−6. Follow-
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Figure 11: Variogram of the error between observed and simulated ozone con-
centration. The covariance is in µg2 m−6 and the distance in degrees (lati-
tude/longitude).

ing (9), it can be decomposed in less than ∼ 3.2% for measurement errors (σ2
o .

16 µg2 m−6), in about 34% for representativeness error (σ2
r ' 166 µg2 m−6) and

in about 63% for modeling error (σ2
m ' 489− 16− 166 = 307 µg2 m−6).

5 Discussion and Conclusions

Two methods for the generation of ensembles are compared in this paper: (1)
the Monte Carlo method where several input fields and parameters are per-
turbed and (2) a multimodel ensemble generation which takes into account
uncertainties in input data, numerical approximations and chemical/physical
parameterizations. Monte Carlo simulations show less variety than the sim-
ulations from the multimodel ensemble. A posteriori calibrations are carried
out on both ensembles in order to get more accurate uncertainty estimations.
Even after the calibration, the multimodel sub-ensemble shows better features
than the Monte Carlo sub-ensemble. More members are selected, and the vari-
ances and covariances patterns look better (especially along the domain bound-
aries). These results seem to justify the use of a multimodel ensemble in place
of Monte Carlo simulation whenever it is possible. Note that in this paper, the
multimodel ensemble also includes perturbations in the input data and it has
a large number of members. A multimodel ensemble with just a few members
might not show the same favorable features since the estimation of a variance
may require more than a dozen members. It would however be interesting to
extend this study with a multimodel ensemble based on models from different
teams.

The regressions show that the uncertainties on the ozone boundary condi-
tions, among all other input fields and parameters, have the largest effect on
the uncertainties on output ozone concentrations. However, many other pa-
rameters and fields have a significant impact on ozone concentrations, which
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leads to a rather high total uncertainty. The mean uncertainty on ozone hourly
concentrations, computed as twice the mean standard deviation divided by the
mean concentration, is as high as 57.5%, according to the calibrated multimodel
sub-ensemble over the full year 2001.

In the last section, we split the discrepancy between observations and sim-
ulations into a measurement error, a representativeness error and a modeling
error. The measurement error is comparatively low. The representativeness er-
ror appears to be rather high, since it explains about 34% (in terms of variance)
of the discrepancy with the observations. Consequently, the errors in the model
outputs are significantly lower than the raw comparison with the observations
suggests.

In future work, the generation of the ensembles could be improved. For all
input fields, the perturbations should depend on time and space, with decor-
relation length and time to be determined. The multimodel ensemble should
be based on even more alternatives in the models generation. It is important
that modern modeling systems get more flexibility so that they can include a
wider range of model formulations. This especially applies to aerosol simula-
tions, which were not addressed in this paper. There should be an extended
range of options in the multimodel ensemble since many uncertainties lie in the
formulation of the aerosol dynamics.

Finally, it would be interesting to evaluate if the uncertainty estimations
computed in this study could help improving the performance of data assimi-
lation. For instance, optimal interpolation could benefit from the patterns of
the empirical state error variances. Another example is the ensemble Kalman
filter that could rely on a multimodel ensemble instead of the usual Monte Carlo
ensemble.
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