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[1] A major difficulty when inverting the source term of an atmospheric tracer dispersion
problem is the estimation of the prior errors: those of the atmospheric transport model,
those ascribed to the representativity of the measurements, those that are instrumental,
and those attached to the prior knowledge on the variables one seeks to retrieve. In the case
of an accidental release of pollutant, the reconstructed source is sensitive to these
assumptions. This sensitivity makes the quality of the retrieval dependent on the methods
used to model and estimate the prior errors of the inverse modeling scheme. We propose to
use an estimation method for the errors’ amplitude based on the maximum likelihood
principle. Under semi-Gaussian assumptions, it takes into account, without approximation,
the positivity assumption on the source. We apply the method to the estimation of the
Fukushima Daiichi source term using activity concentrations in the air. The results are
compared to an L-curve estimation technique and to Desroziers’s scheme. The total
reconstructed activities significantly depend on the chosen method. Because of the poor
observability of the Fukushima Daiichi emissions, these methods provide lower bounds
for cesium-137 and iodine-131 reconstructed activities. These lower bound estimates,
1.2 � 1016 Bq for cesium-137, with an estimated standard deviation range of 15%–20%,
and 1.9 � 3.8 � 1017 Bq for iodine-131, with an estimated standard deviation range of
5%–10%, are of the same order of magnitude as those provided by the Japanese
Nuclear and Industrial Safety Agency and about 5 to 10 times less than the
Chernobyl atmospheric releases.

Citation: Winiarek, V., M. Bocquet, O. Saunier, and A. Mathieu (2012), Estimation of errors in the inverse modeling of
accidental release of atmospheric pollutant: Application to the reconstruction of the cesium-137 and iodine-131 source terms from
the Fukushima Daiichi power plant, J. Geophys. Res., 117, D05122, doi:10.1029/2011JD016932.

1. Introduction

1.1. Estimation of Errors in the Inverse Modeling
of Accidental Release

[2] Like any inverse modeling problem, the reconstruction of
the source term of an accidental release of atmospheric tracer
depends on the balance between the information load in the
observation set, and the number of source parameters to
retrieve, as well as the nature of the source-receptor relationship
between them, provided by a numerical model of atmospheric
transport (ATM). The source-receptor relationship reads

m ¼ Hsþ �����; ð1Þ

wherem inℝd is the measurement vector,s inℝN is the source
vector, and H is the Jacobian matrix of the transport model
which is linear in this context for gaseous and particulate matter.
It is clear thatH also incorporates the observation operator. The
vector ����� in ℝd, called the observation error in this article,
represents the instrumental errors, as well as the representa-
tiveness errors. By equation (1), it accounts for model errors as
well. For the transport of tracer at regional to global scale, and
in particular long-range radionuclides, it is well known that
the Jacobian matrix is ill conditioned because of the dispersive
nature of large-scale transport [Enting, 2002]. As a result, the
source-receptor relationship equation (1) constitutes an ill-posed
inverse problem.
[3] Additionally, in an accidental context, when remote

sensing means are essentially unavailable such as in the case
of radionuclides, the number of observations is limited.
[4] One solution to alleviate the lack of constraints is to

parameterize the source with a very limited number of vari-
ables. This corresponds to the so-called parametric methods.
De facto, this regularizes the inverse problem, and even
allows to compute posterior probability density function for

1CEREA, École des Ponts ParisTech–EDF R&D, Université Paris-Est,
Marne la Vallée, France.

2INRIA Rocquencourt Research Centre, Paris, France.
3Institute of Radiation Protection and Nuclear Safety, Fontenay-aux-

Roses, France.

Copyright 2012 by the American Geophysical Union.
0148-0227/12/2011JD016932

JOURNAL OF GEOPHYSICAL RESEARCH, VOL. 117, D05122, doi:10.1029/2011JD016932, 2012

D05122 1 of 16

http://dx.doi.org/10.1029/2011JD016932


the parameters through stochastic sampling techniques [Delle
Monache et al., 2008; Yee et al., 2008]. However, it is highly
constraining: if the true source does not abide to this para-
metric model, the inverse may fail, have multiple minima or
be meaningless.
[5] Another route which has been followed for the

retrieval of tracer sources, is of nonparametric nature: one
seeks to retrieve a source/emission field. It must ultimately
be discretized, which leads to a set of variables but this set
can be large, and even significantly larger than the number
of observations.
[6] The latter approach can rely on the set of techniques

developed by the field of geophysical data assimilation. It is
very flexible since the source is not parameterized a priori
but it has its own constraints. First, under simple Gaussian
statistical assumptions on the observation errors, it essen-
tially relies in the minimization of

LðsÞ ¼ 1

2
ðm�HsÞTR�1ðm�HsÞ; ð2Þ

where R is the observation error covariance matrix: R ¼
E½����������T�, where ����� has been defined by equation (1). One simple
choice it to set R to r2Id , assuming no correlation in the
observation errors. With a large number of source
parameters, and/or an ill-conditioned physical model
representation (H), the minimization of equation (2) offers
infinitely many solutions. To regularize the inverse
problem, one usually adds a Tikhonov term to the cost
function

LðsÞ ¼ 1

2
ðm�HsÞTR�1ðm�HsÞ þ 1

2
ðs� sbÞTB�1ðs� sbÞ;

ð3Þ

which formally guarantees the existence of a unique
solution, at the cost of introducing additional parameters:
B is the background error covariance matrix, and sb is
the first guess for the source (known a priori).
[7] Unfortunately, as opposed to the forecasting context of

data assimilation in meteorology, the background informa-
tion specified by sb and B is uncertain. In atmospheric
chemistry data assimilation that focuses on the emission
retrieval, the first guess sb is usually provided by an
inventory built up from survey (anthropogenic sources), or
from a vegetation model (biogenic sinks and sources). As a
result, B can be roughly estimated from these bottom-up
methodologies. Correlations in the prior source errors
(related to the off-diagonal entries of B) are usually used to
constrain the inverse modeling problem which is a smooth
way of aggregating variables. More fundamentally they may
correspond to correlations in the errors when building the
inventory. Recent examples using these concepts are given
by Villani et al. [2010, and references therein] and Wu et al.
[2011, and references therein] for greenhouses gas flux
inversions and by Elbern et al. [2007, and references
therein] for air quality emission inverse modeling.
[8] In the context of an accidental release, the status of

sb and B significantly differ, because it is difficult to form a
precise idea on the source a priori. The first guess sb is often
set to zero. One reason is that most of the emission rates are
likely to be zero. Other reasons are discussed by Bocquet

[2005] and Davoine and Bocquet [2007]. Alternatively one
can contemplate using a first guess built from a model of the
accident. However, an estimation of the errors made by this
model needed to define B is even more uncertain than the
models used to build up inventories of nonaccidental emis-
sion fields. Besides, one must be aware that such a prior sb

is usually calibrated by observations which could lead to a
multiple and uncontrolled use of observations (often referred
to as an inversion crime in inverse modeling). In addition,
the use of sb built from a model of the accident will lead to a
nonindependent estimation of the source term. That is why
we favor the choice sb = 0 in this article.
[9] Still in the context of an accidental release, the pres-

ence of off-diagonal terms in B, which corresponds to cor-
relation in the estimated errors, would imply some
persistence in the emission rates and the way the model
makes errors about them. For accidental release this persis-
tence is often negligible. For instance in the case of the
Fukushima Daiichi accident, the gamma dose measurements
at the nuclear power plant site reveals that the source term
must certainly be composed of uncorrelated events.
[10] That is why we opt for the simple uncorrelated sta-

tistical model: B ¼ m2IN . However, the choice of scalar m
remains crucial. In the case of Chernobyl source term
reconstruction, Davoine and Bocquet [2007] have shown
that the total reconstructed activity is highly dependent on
the choice of r and m. This required the use of a hyper-
parameter (r and m) estimation technique. Davoine and
Bocquet [2007], Krysta et al. [2008] and Saide et al.
[2011] used the L-curve technique of Hansen [1992] to
either estimate the ratio r/m or both parameters. In the con-
text of the Chernobyl inverse modeling, Bocquet [2012] has
shown that even with a number of source parameters three
times inferior to the number of observations, the poor
observability of some of the source variables still leads to an
ill-conditioned problem with a too high sensitivity of the
results to the hyperparameters, so that a hyperparameter
estimation technique is required.
[11] Recently, methodological developments of data

assimilation in meteorology have focused on the estimation
of such hyperparameters. They are based on either a maxi-
mum likelihood estimation technique or a cross-validation
technique: Mitchell and Houtekamer [1999], Chapnik et al.
[2004, 2006], Anderson [2007], and Li et al. [2009], to cite
just a few. These techniques allow online estimation of the
errors. They can lead to significant improvement of the
forecasting skills. These techniques have also made their way
to atmospheric chemistry inverse modeling, using for
instance the c2 criterion [Ménard et al., 2000; Elbern et al.,
2007] or the maximum likelihood principle [Michalak
et al., 2004].
[12] Our inverse modeling point of view, where the

background/regularization is poorly known, is different but
the mathematical approach remains relevant to our problem.
In this article, we would like to adapt these hyperparameter
estimation techniques to the demanding case of the recon-
struction of the Fukushima Daiichi source term.

1.2. Fukushima Daiichi Accident

[13] On 11 March, 05:46 UTC, a magnitude 9.0 (Mw)
undersea megathrust earthquake occurred about 70 km east
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of the Oshika Peninsula (Japan) in the Pacific Ocean. About
an hour later, an extremely destructive tsunami hit the
Pacific coastline of Japan’s northern islands and resulted in
the loss of thousands of lives and devastated entire towns.
[14] These two combined disasters caused the automatic

shutdown of eleven nuclear reactors in Japan, located on
four nuclear power plants (Fukushima Daiichi, Fukushima
Daini, Onagawa and Tokai power plants). The reactor
cooling process was then operated through diesel backup
power systems. Nevertheless, the damages caused by the
earthquake and the tsunami rendered the backup cooling
systems inoperative in the Fukushima Daiichi power plant
and the reactors began to overheat.
[15] The Fukushima Daiichi power plant has six nuclear

reactors. At the time of the earthquake, reactor 4 had been
defueled and reactors 5 and 6 were in a cold shut-down for
planned maintenance.
[16] In the hours and days that followed, reactors 1,

2 and 3 experienced at least partial meltdown and hydrogen
explosions that destroyed the upper cladding of the buildings
housing reactors. Multiple fires broke out at reactor 4.
Additionally fuel rods stored in pools in each reactor build-
ing began to overheat as water levels in the pools dropped.
[17] All these events caused a massive discharge of radio-

active materials in the atmosphere, especially during the first
2 weeks, which has to be quantified in order to estimate the
sanitary and environmental impact of the accident.

1.3. Objectives and Outline

[18] Our objective is twofold. The final objective is to
estimate the Fukushima Daiichi radionuclide source term
available for long-range transport with a health impact, using
radionuclides activity concentrations in the air. Because of
the small number of publicly released observations, we need
to extend the current available methodologies to estimate the
errors in order to take into account all the information
available, such as the positivity of the source term. This is
the intermediary objective.
[19] In section 2, we briefly recall what the current avail-

able methodologies for the inverse modeling of accidental
release of pollutant are. The amplitude of the statistics of the
errors that is required by these algorithms was shown to be
crucial for a proper estimation. Hence, the techniques to
estimate these errors, are briefly recalled: L-curve, general-
ized cross-validation, and maximum likelihood. We propose
a generalization of the maximum likelihood scheme, that
rigorously takes into account the positivity of the source.
How to estimate the posterior errors, attached to the esti-
mated sources, is also explained.
[20] In section 3, we apply the new method, as well as

former ones, to the estimation of the atmospheric release of
cesium-137 and iodine-131 from the Fukushima Daiichi
plant. We demonstrate the poor observability of the release
by the activity measurements, and provide lower bounds for
the source term. From the methodological standpoint, the
former schemes are shown to lead to significantly different
estimates, and several pitfalls. The posterior uncertainty of
the retrieved source is computed. Several sensitivity tests are
performed. In particular we discuss the interest and impact
of using a nonzero first guess.

[21] Results are summarized and conclusions are given in
section 4.

2. Methodology: Modeling Errors

2.1. Observation Errors

[22] Throughout this article, the observation errors, as
defined by equation (1), which represent model, represen-
tativeness and instrumental errors altogether, are assumed
Gaussian, with probability density function (pdf):

pð�����Þ ¼ e�
1
2 �����

TR�1�����ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞdjRj

q ; ð4Þ

where ∣R∣ is the determinant of the error covariance matrix
R. Quite naturally for errors of activity concentrations at
different site, R is assumed diagonal. (However, in theory,
one should include small correlations induced by model
error.) Besides, as mentioned in the introduction, it is
assumed they have the same variance, so that R ¼ r2Id (a
property called homoscedasticity). More sophisticated
approaches are possible [Abida and Bocquet, 2009;
Winiarek et al., 2011]. However, the latter necessarily rely
on more sophisticated models for the statistics of the
observation errors. With a small set of observations, they
could prove less robust and too contrived.

2.2. Gaussian Modeling of Background Errors

[23] As mentioned in the introduction we assume sb = 0.
Yet, for the sake of generality, we shall assume in this sec-
tion that sb can be different. As a first step, we shall assume
that the background errors are Gaussian:

pðsÞ ¼ e�
1
2ðs�sbÞTB�1ðs�sbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞN ∣B∣
q : ð5Þ

Because the background errors on the source are assumed
uncorrelated, as discussed in the introduction, B is supposed
to be diagonal. For the sake of simplicity, we shall assume
these errors are homoscedastic: B ¼ m2IN .
[24] Bayes’s rule helps to formulate the inference, after the

acquisition of the measurement vector m:

pðs∣mÞ ¼ pðm∣sÞpðsÞ
pðmÞ

∝ exp

(
� 1

2
ðm�HsÞTR�1ðm�HsÞ

� 1

2
ðs� sbÞTB�1ðs� sbÞ

)
: ð6Þ

To obtain the maximum a posteriori estimate, one should
maximize ln p(s∣m), which is equivalent to minimizing cost
function equation (3). In this case, the result, known as the
Best Linear Unbiased Estimator, is

sa ¼ sb þ BHTðR þHBHTÞ�1ðm�HsbÞ: ð7Þ
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The analysis of the posterior error leads to the analysis error
covariance matrix:

Pa ¼ B� BHTðR þHBHTÞ�1HB: ð8Þ

2.3. Semi-Gaussian Modeling of Background Errors

[25] Enforcing the positivity of the source in inverse
modeling is known to provide valuable information to the
data assimilation system (see Bocquet et al. [2010] for a
review). To do so, we can assume that the background errors
are semi-Gaussian. The pdf of this normalized truncated
normal distribution reads

if s ≥ 0 pðsÞ ¼ e�
1
2ðs�sbÞTB�1ðs�sbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ðp=2ÞN ∣B∣
q

otherwise pðsÞ ¼ 0:

8><
>: ð9Þ

Using Bayes’s rule equation (5) we observe that the infer-
ence is unchanged: one still has to minimize cost function
equation (3). However, the positivity of s should be
enforced during the numerical minimization, and there is no
analytical solution to this problem.
[26] As a consequence, equation (8) is only an approxima-

tion to the posterior errors statistics, which are non-Gaussian.
In this non-Gaussian statistical context, a proper way to sam-
ple the posterior error pdf is to use aMonte Carlo second-order
sensitivity analysis. To compute sample k, one perturbs the
observations (m) and the first guess (sb = 0), with noises that
respectively follow the observational and background error
prior statistics, which leads to an analysis sa

(k) for the sample.
Statistics can then be inferred from the empirical statistics of
numerous draws. This will be used later.

2.4. Estimation of the Hyperparameters

[27] In the Gaussian case and with the particular forms
given to R and B, it should be noted that the analysis
increment sa � sb only depends on the ratio r/m, while Pa

depends on both. A prior estimation of r is possible but
certainly very difficult since, in particular, it requires a fine
knowledge of model errors. A prior estimation of m is almost
impossible, since it would require a large database of similar
accidents, which fortunately does not exist. In the semi-
Gaussian case, the analysis state and the analysis error
covariance matrix depend on both r and m.
[28] Hence, to estimate r/m, or both r and m, one should

rely on a posteriori techniques. Several techniques are
available and are well described in recent books [Vogel,
2002; Hansen, 2010]. For instance, the general cross-vali-
dation method [Wahba, 1990, and references therein] is
based on the idea that, with a proper estimation of the
hyperparameters using a subset of the observations, the rest
of the observations should be consistently accounted for.
Another available method is the L-curve method, which is a
semiempirical technique that determines the right balance
between overfitting to the data, and oversmoothing by the
regularization [Hansen, 1992]. The turning point is indicated
by the corner formed by the plot of ln k m�Hsa k against
lnksa � sbk. It has been used in the context of accidental

atmospheric release inverse modeling by Davoine and
Bocquet [2007], Krysta et al. [2008], Saide et al. [2011],
and Bocquet [2012]. In the ETEX-I and Chernobyl cases, it
was shown that only the use of such techniques was able to
deliver an estimate of the source terms consistent with the
officially reported emissions.
[29] Another approach is based on the maximum likeli-

hood. As mentioned in the introduction, in the field of data
assimilation an increasing number of methodologies for the
estimation of parameters of the prior error statistics are
explicitly or implicitly based on this paradigm. One seminal
article on the topic in data assimilation is the work of Dee
[1995]. In our case, p(m), the likelihood of the observation
set, obtained as a normalization factor

pðmÞ ¼
Z

dspðm∣sÞpðsÞ; ð10Þ

is actually a hidden function of r and m. We should write
instead p(m∣r, m). If they exist, the values of r and m that
maximize p(m∣r, m) are considered the most likely values of
the parameters consistent with m. One can seek for a
numerical scheme that localize these values, for example the
Desroziers’s scheme, or we can screen the likelihood values
for a large range of (r, m) parameters.
[30] In the light of this discussion and early experiments,

we have decided to use three hyperparameter estimation
techniques. Each one of the three approaches is tested in the
Gaussian case and semi-Gaussian case.
2.4.1. First Method: L-Curve and c2

[31] The first approach makes use of the L-curve coupled
to a c2 diagnosis. The reason to use the L-curve technique is
that it is also valid in the non-Gaussian context since it does
not assume Gaussian statistics for the errors. However, this
determines only one degree of freedom of the error statistics.
In order to obtain the second one, we would like to tune the
general level of errors in the system. If we note Jo(sa) the
degree of freedom for the noise defined by

JoðsaÞ ¼
1

2
ðm�HsaÞTR�1ðm�HsaÞ ð11Þ

and Jb(sa) the degree of freedom for the signal defined by

JbðsaÞ ¼
1

2
ðsa � sbÞTB�1ðsa � sbÞ ð12Þ

then the quantity 2(Jo(sa) + Jb(sa)) should have the statis-
tics of a c2 if the prior errors are Gaussian, and as shown by
Ménard et al. [2000], it should equal the number of obser-
vations when the prior statistics matches the genuine ones:

JoðsaÞ þ JbðsaÞ ¼
d

2
: ð13Þ

where d represents the number of observations. Note that in
the semi-Gaussian case, the use of the c2 diagnosis is nec-
essarily approximate. The algorithm is as follows: Take a
range of values for r discretized into a set of values rj. For
any rj perform the L-curve analysis to get the optimal
mj = m(rj). Then, pick the right value of rj, which satisfies
the c2 diagnosis for rj and mj.
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2.4.2. Second Method: Desroziers’s Scheme
[32] Under Gaussian assumptions, integral equation (10)

can be computed analytically:

pðm∣r;mÞ ¼ e�
1
2 ðm�HsbÞTðRþHBHTÞ�1ðm�HsbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞd∣R þHBHT∣
q : ð14Þ

[33] Our approach consists in trying to numerically max-
imize the likelihood. The log likelihood can be written:

ln pðm∣r;mÞ ¼ � 1

2
ðm�HsbÞTðR þHBHTÞ�1ðm�HsbÞ

� 1

2
ln∣R þHBHT∣þ C

¼ � 1

2
trðS�1

r;m
�SÞ � 1

2
ln∣Sr;m∣þ C; ð15Þ

where Sr;m ¼ R þHBHT is the prior statistics of the inno-
vation, �S ¼ ðm�HsbÞðm�HsbÞT is the empirical statis-
tics of the innovation, and C is an irrelevant constant. The
optimization of the log likelihood with respect to a param-
eter denoted l, leads to the zero gradient condition

0 ¼ rl ln pðm∣r;mÞ ¼
1

2
tr½ðS�1

r;m
�S � IdÞS�1

r;mrlSr;m�: ð16Þ

Choosing l = r and l = m, one obtains two scalar equations
for the likely hyperparameters. These equations can be put in
the form

r2 ¼ 2J′oðsaÞ
trðId �HKÞ ; m2 ¼ 2J′bðsaÞ

trðKHÞ ; ð17Þ

where

K ¼ BHTðR þHBHTÞ�1; ð18Þ

J′oðsÞ ¼
1

2
ðm�HsÞTðm�HsÞ; ð19Þ

J′bðsÞ ¼
1

2
ðs� sbÞTðs� sbÞ: ð20Þ

Desroziers and Ivanov [2001] have shown that these two
equations can be used as an iterative system which con-
verges to a fixed point which could be a maximum of the
likelihood [Chapnik et al., 2004]. They have shown that they
could successfully be used in an operational meteorological
model [Chapnik et al., 2006].
[34] Let us first remark that this scheme is consistent for

Gaussian statistics, not necessarily for non-Gaussian ones.
Second, this scheme, that we shall call Desroziers’s scheme
later on, converges to one local maximum, whereas there
could be several maxima for the likelihood. The context in
which we shall use this system is different from Chapnik
et al. [2004], because their operator H is the observation
operator, while ours represents the ATM model as well. As a
consequence, HBHT partly populates off-diagonal terms of
the innovation statistics R + HBHT so that the sensitivity of
the likelihood with respect to r or m should be sufficient to
discriminate the two hyperparameters.

2.4.3. Third Method: Unapproximated Maximum
Likelihood Values Screening
[35] The third method consists in estimating the exact

value of the likelihood for a large range of (r, m) parameters.
[36] In the Gaussian Case, we use the exact formula

equation (14) to estimate the likelihood. With two hyper-
parameters and computer power, it is possible to perform a
value screening of the likelihood, if the number of obser-
vations is limited.
[37] In the semi-Gaussian case, the Gaussian likelihood

equation (14) is not valid anymore. We will numerically
compute integral equation (10) in the semi-Gaussian case:

pðm∣r;mÞ ¼ 1ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞd∣R∣ðp=2ÞN ∣B∣

q
�
Z
s≥0

dse�
1
2 ðm�HsÞTR�1ðm�HsÞ�1

2ðs�sbÞTB�1ðs�sbÞ

¼ e�
1
2 m�Hsbð ÞT RþHBHTð Þ�1

m�Hsbð Þffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞdjRjðp=2ÞN jBj

q
�
Z
s≥0

dse�
1
2ðs�saÞTP�1

a ðs�saÞ; ð21Þ

where sa has been defined by equation (7) and Pa by
equation (8). A Monte Carlo estimation of the integral term
will be used. To do so, equation (21) can be written as:

pðm∣r;mÞ ¼ e�
1
2 ðm�HsbÞTðRþHBHTÞ�1ðm�HsbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞd∣HBHT þ R∣
q

� 2N
Z
s≥0

e�
1
2ðs�saÞTP�1

a ðs�saÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞN ∣Pa∣

q ds; ð22Þ

which can be seen as the product of the regular “Gaussian
case” term by a correction taking into account the positivity
of the source term. To estimate the value of the integral, we
used the GHK simulator method from Hajivassiliou et al.
[1996]. Our implementation is detailed in Appendix A.
[38] In total, six cases will be tested depending on whether

the background statistics is assumed Gaussian or semi-
Gaussian, and depending on the choice of the approaches
(L-curve and c2, Desroziers’s scheme, and exact value
screening of the likelihood).

3. Application to the Fukushima Daiichi Accident

3.1. Observations

[39] If all the radionuclides measurements of the Interna-
tional Monitoring System (IMS) of the Comprehensive
Nuclear-Test-Ban Treaty Organization (CTBTO) have still
not been released publicly, some activity concentrations
measurements are available. In the United States, they come
from the Radnet monitoring network which is supported by
the Environmental Protection Agency (EPA) and from the
CTBTO air monitoring stations (USP70 in California,
USP77, USP78, USP79 and USP80 on islands in the Pacific
Ocean), whose data have been publicly released by the
United States National Data Center (USNDC). In Canada,
the Health ministry has also released some monitoring
measurement data. The Philippine Nuclear Research
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Institute (PNRI) has displayed the measurements from the
CTBTO air monitoring station PHP52 on its website. In
Japan, the High Energy Accelerator Research Organization
(KEK) and the National Institute for Environmental Studies
(NIES), located in Tsukuba, and the Metropolitan Industrial
Technology Research Institute (MITRI), in Tokyo, have
performed some measurements. In Fukushima prefecture,
the Ministry of Education, Culture, Sport, Science and
Technology (MEXT) has performed a large number of
measurements. Because the Eulerian atmospheric transport
model in this study is used at a spatial resolution of 0.25°,
we have excluded measurements within a radius of 30 km
around the power plant. Finally, the Center for the Promo-
tion of Disarmament and Non-Proliferation (CPDNP) has
released the measurements from the JPP38 CTBTO air
monitoring station. Altogether, 267 measurements of
cesium-137 activity concentration (104 in Japan and 163
outside) and 428 measurements of iodine-131 activity con-
centration (233 in Japan and 195 outside) are assimilated in
this study (see Table 1 and Figure 1). The iodine measure-
ments should be understood as a lower bound, since only the
aerosol form may be collected in particle filters.

3.2. Atmospheric Transport Model

[40] The simulations of the dispersion of radionuclides
from Daiichi nuclear power plant have been performed with

the chemistry transport model Polair3D, the Eulerian model
of the Polyphemus platform. As far as radionuclides are
concerned, it has been validated on the European Tracer
Experiment, on the Algeciras incident and on the Chernobyl
accident [Quélo et al., 2007].
[41] The model integrates the concentration field c of

either 137Cs or 131I, following the transport equation

∂c
∂t

þ divðucÞ ¼ div rKr c

r

� �� �
� Lsc� Ldcþ s ð23Þ

where Ls is the wet scavenging rate, Ld represents the
radioactive decay and s is the point-wise source for the
radionuclide. K is the matrix of turbulent diffusion, diagonal
in practice. The vertical component is given by Kz, com-
puted with Louis parameterization [Louis, 1979]. The hori-
zontal component KH is taken constant (equal to 25,000 m2

s�1 for a spatial resolution of 0.25°). Except for the bound-
ary condition on the ground, all boundary conditions are
taken null. The boundary condition on the ground is

�Kzrc � n ¼ �vdepc ð24Þ

where n is the unitary vector upward oriented, and vdep is the
dry deposition velocity of 137Cs or 131I.
[42] The advection is implemented thanks to a third-order

direct space-time scheme, with a Koren-Sweby flux limiter
function. Because of the sharp gradients found, it is impor-
tant that such a limiter be used. The diffusion scheme is
integrated through an implicit second-order Rosenbrock
scheme, with a three-point spatial scheme, and directional
splitting.
[43] Cesium-137 and iodine-131 are modeled as passive

gaseous tracers with radioactive decay. Their half-lives are
11,000 and 8.04 days, respectively. Dry deposition is mod-
eled by using a simple scheme with a constant deposition
velocity: vdep = 0.2 cm s�1 for 137Cs and vdep = 0.5 cm s�1

for 131I. As far as the wet scavenging is concerned, the
parameterization used in this study is of the form:

Ls ¼ 0 if RH < RHt

Ls ¼ 3:5� 10�5 RH � RHt

RHs � RHt

� �
otherwise;

8<
: ð25Þ

Table 1. Source of the Measurements of Activity Concentration
for Cesium-137 and Iodine-131 Used in This Study

Source Cesium-137 Iodine-131

Japan
KEK-NIES, Tsukuba 10 10
MITRI, Tokyo 58 160
CPDNP, JPP38 CTBTO station 20 9
MEXT, Fukushima Prefecture 16 54
Total Japan 104 233

Outside Japan
USNDC, CTBTO, USA 77 82
EPA, RadNet, USA 44 69
Health Ministry Of Canada 29 31
PNRI, PHP52 CTBTO station,
Philippines

13 13

Total Outside 163 195
Total 267 428

Figure 1. (left) Map of the simulation domain used in Polair3D. The triangles show the observations
locations. The circle represents the Fukushima Daiichi power plant. (right) Map of boxed area over Japan
and the observations sites available over the country.

WINIAREK ET AL.: ESTIMATION OF ERRORS IN INVERSE MODELING D05122D05122

6 of 16



where RH stands for the relative humidity, RHt being a
threshold value (=80%) and RHs is the saturation value
(=100%) [Pudykiewicz, 1989; Brandt et al., 2002].
[44] The domain of simulation is an extended domain

covering Japan, the North Pacific Ocean and an important
part of the North American continent, with a spatial resolu-
tion of 0.25° � 0.25°. The number of grid points in the
domain simulation is 652 � 256. The Polair3D model is
configured with 15 vertical levels ranging from 0 to 8000 m.
[45] This study attempts to reconstruct the source term

from 11 March to 26 March (which represents 384 one hour
time steps). However, the simulations run over a longer
period (from 11 March to 5 April) in order to exploit the
information content of later observations. A total of 384
direct simulations are performed to fill the Jacobian matrix
H column by column, and no adjoint model is needed in this
process [see Winiarek et al., 2011]. The meteorological
fields used in this study are the fields computed by the
operational model from the European Centre for Medium-
Range Weather Forecasts (ECMWF). They have a resolu-
tion of 0.25° � 0.25° and are available every 3 h.

3.3. Gaussian Case and Cesium-137

[46] Observations collected in Japan and those collected
elsewhere are of different nature. First, the distances
between the Daiichi power plant and the monitoring stations
are so different that they induce a large gap in the order of
magnitude of the observation values. All observations in
Japan are in the range [10�1, 102] Bq m�3 whereas most
observations outside Japan are in the range [10�6, 10�3] Bq
m�3. Impacts of the model errors (meteorological fields and
loss process parameterizations) accumulate along this long-
distance transport path. Additionally, most of observations
outside Japan are mean measurements over a long period
(typically 24 h), whereas in Japan measurements are typi-
cally representative of shorter periods (1 h or less). For these
reasons, we have chosen to perform first the inversions using
only the Japanese observations, and then using all the
available observations to study the impact of those
differences.
3.3.1. Estimation of Parameters and Total
Released Activity
[47] Under Gaussian assumptions for both observation

and background errors statistics, the three methods are
comparable. Estimates for r, m and the total released activity
are reported in Table 2.

[48] In particular we have verified that under Gaussian
assumptions, Desroziers’s scheme exactly converges to the
values (r, m) given by the maximum likelihood method. The
value screening of the likelihood (see Figure 2) allows to
plot the marginal posterior distribution function for both
parameters r and m (see Figures 3 and 4) on which two local
maxima appear. Given our initial couple of parameters,
Desroziers’s scheme converges toward the absolute maxi-
mum location. (With a different initial condition in another
basin of attraction, it could have converged to the other.)
[49] The reconstructed total mass of 137Cs released in the

atmosphere lies between 2.8 � 1016 Bq and 2.1 � 1017 Bq,
which is consistent, though slightly higher, with the first
estimates released by the Nuclear Safety Commission of
Japan (1.2� 1016 Bq at first, then 1.3� 1016 Bq from Chino
et al. [2011]).
3.3.2. Temporal Profile and Uncertainty Reduction
[50] Most of the time, the meteorological conditions have

transported the radionuclides toward the Pacific Ocean,
sparing populations, but reducing the observability of the
plume. As a consequence, the inversion methods are only
able to reconstruct some time windows when attempting to

Table 2. Estimation of Parameters and Corresponding Reconstructed Released Activity With the Different Methods in
Gaussian Case for Cesium-137 Source Reconstruction

Parameter Method With Observations in Japan (104) With All Observations (267)

r (Bq m�3) c2 + L-curve 1.05 1.03
Desroziers’s scheme 1.0 0.56
Maximum likelihood 1.0 0.56

m (Bq s�1) c2 + L-curve 1.5 � 1012 1.5 � 1012

Desroziers’s scheme 1.5 � 1012 2.2 � 1012

Maximum likelihood 1.5 � 1012 2.2 � 1012

Released activity (Bq) c2 + L-curve 2.8 � 1016 6.9 � 1016

Desroziers’s scheme 2.8 � 1016 2.1 � 1017

Maximum likelihood 2.8 � 1016 2.1 � 1017

Figure 2. Density plot of the log likelihood under Gaussian
assumptions. The global maximum log likelihood value has
been subtracted to all log likelihood values, so that the max-
imum value is set to zero.
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retrieve the temporal profile of the source term. The profile
of the reconstructed source using the set of observations over
Japan is displayed in Figure 5. In particular three periods are
well observed: the first one lies approximatively from
14 March to 16 March, the second one from 19 March to
21 March and the last one from 24 March to 26 March,
when winds were blowing in the southwest direction,
where the monitoring stations of Tokyo, Tsukuba and JPP38
are located.
[51] Because of the Gaussian assumptions, the source

parameters are allowed to take negative values. From

Figure 5, it is clear that the number of observations is not
sufficient to constrain the solution to be positive for most
parameters. A larger number of observations would have
probably helped in that respect as shown by Winiarek et al.
[2011]. Consequently, in the absence of a large number of
observations, non-Gaussian statistical assumptions that
constrain the source to be positive are paramount.
[52] In Figure 5, the uncertainty (standard deviation) of

the retrieved source parameter is also plotted. It has been
computed using the diagonal parameters of Pa , which is

Figure 3. Marginal probability density function (pdf) plot of parameter r obtained with the maximum
likelihood method under Gaussian assumptions (full line) or semi-Gaussian assumptions (dashed line)
with the Japanese data of cesium-137 activity concentrations. The inset displays the same pdfs in logarith-
mic scale.

Figure 4. Marginal pdf of parameter m obtained with the maximum likelihood method under Gaussian
assumptions (full line) or semi-Gaussian assumptions (dashed line) with the Japanese data of cesium-137
activity concentrations. The inset displays the same pdfs in logarithmic scale.

WINIAREK ET AL.: ESTIMATION OF ERRORS IN INVERSE MODELING D05122D05122

8 of 16



an approximation since it neglects the correlations
between parameters.

3.4. Semi-Gaussian Case and Cesium-137

3.4.1. Estimation of Parameters and Total
Released Activity
[53] Under semi-Gaussian assumptions for the back-

ground errors statistics, the three methods are expected to
yield more distinct results. These results are displayed in
Table 3. The c2 diagnosis, as well as the Desroziers’s
scheme, are based on Gaussian assumptions and this is why
the first two methods are to be considered approximations in
this case. Nevertheless, results obtained with these two
methods are comparable to those given by the value
screening of the likelihood (which is unapproximated),
especially when more observations are assimilated. The
posterior marginal pdf of r and m parameters are also dis-
played in Figures 3 and 4. In the situation where all available
data are used, the total released activity of 137Cs released is
estimated to be between 1.0 � 1016 Bq and 1.9 � 1016 Bq.
Focusing on the most reliable methods (c2 + L-curve and
maximum likelihood), and only assimilating observations

over Japan to avoid large model errors, we obtain an esti-
mation of 1.2 � 1016 Bq.
3.4.2. Temporal Profile and Uncertainty Reduction
[54] As indicated in section 2.3, we have performed a

second-order Monte Carlo analysis to estimate the posterior
analysis error instead of using equation (8), which is only
consistent (though approximate) with Gaussian statistics. In
Figure 6 the reconstructed source using the set of observa-
tions over Japan, is displayed as well as its standard devia-
tion computed from this Monte Carlo analysis. The same
three periods of observability as in the Gaussian case are
visible, but may be slightly enlarged. Even if the available
data (activity concentration data as used in this study,
but also deposition data and gamma dose rate within
the NPP site) clearly indicate releases between 19 March and
21 March, it may be surprising to retrieve such a high peak
on 20 March, as an emergency cooling process has been
engaged using Tokyo Fire Department equipment since
approximatively 18 March, as debated in the discussion
manuscript of Stohl et al. [2011] and its subsequent com-
ments. However, it can be seen on Figure 6 that a high
uncertainty, estimated by our Monte Carlo analysis, is

Figure 5. Reconstructed temporal profile of cesium-137 under Gaussian assumptions with the maximum
likelihood method (equivalent to Desroziers’s scheme), using the observations of Japan. The dashed line
represents the posterior uncertainty on the reconstructed source (diagonal terms of matrix Pa).

Table 3. Estimation of Parameters and Corresponding Reconstructed Released Activity With the Different Methods in Semi-
Gaussian Case for Cesium-137 Source Reconstruction

Parameter Method With Observations in Japan (104) With All Observations (267)

r (Bq m�3) c2 + L-curve 4.55 2.88
Desroziers’s scheme 5.41 2.96
Maximum likelihood 3.25 1.7

m (Bq s�1) c2 + L-curve 3.2 � 1011 2.0 � 1011

Desroziers’s scheme 5.3 � 1010 1.3 � 1011

Maximum likelihood 2.0 � 1011 3.5 � 1011

Released activity (Bq) c2 + L-curve 1.2 � 1016 1.3 � 1016

Desroziers’s scheme 3.3 � 1015 1.0 � 1016

Maximum likelihood 1.2 � 1016 1.9 � 1016

WINIAREK ET AL.: ESTIMATION OF ERRORS IN INVERSE MODELING D05122D05122

9 of 16



attached to the magnitude of this peak. Moreover, from the
end of this peak to 22 March, the retrieved emissions are
weak and this is supported by a low uncertainty.
[55] The plume concentration field that is simulated using

the source term obtained from all available observations and
the maximum likelihood method is displayed in Figure 7.
The activity concentration fields of cesium-137 are dis-
played at four different dates from 15 March to 21 March. In
Figure 8 the comparison between simulated concentrations
and observations is plotted at the MITRI station in Tokyo.
The agreement between the simulation and the observations
is good, especially at peak times, in spite of a time offset for
the last peak (between 2 and 4 h).

3.5. Application to Iodine-131

[56] In the case of iodine-131, we only consider the non-
Gaussian case since it was shown to have a significant
advantage over the Gaussian methodology for cesium-137.
[57] The results are reported in Table 4. With all the

available observations, the total reconstructed released
activity lies between 1.9 � 1017 Bq and 7.0 � 1017 Bq. This
estimate is of the same order of magnitude as the NSC first
official estimates, although higher (1.5 � 1017 Bq from
Chino et al. [2011]).
[58] Focusing on the most reliable methods (c2 + L-curve

and maximum likelihood), and only assimilating observations

Figure 6. Reconstructed temporal profile of cesium-137 under semi-Gaussian assumptions with the
maximum likelihood method, using the observations over Japan. The dashed line represents the standard
deviation yielded by the Monte Carlo analysis.

Figure 7. Map (in Bq m�3) of simulated cesium-137 plume dispersion at four different dates after the
accident start. The source term is the one reconstructed with all available data and the maximum likelihood
method.
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over Japan to avoid large model errors, we obtain estimates of
1.9 � 1017 Bq and 3.8 � 1017 Bq, respectively.
[59] Similarly to the non-Gaussian case for cesium-137,

the reconstruction profile when assimilating observations
over Japan is reported in Figure 9. An estimation of the
uncertainty of the retrieval obtained from Monte Carlo
analysis is also plotted. Compared to cesium-137, there is a
better observability from 19 March until 26 March without
interruption. The reduction of uncertainty during this period
is explained by a larger amount of available data, especially
in Tokyo, MITRI station.
[60] As for cesium-137, a cartoon of the dispersion plume

between 15 March and 21 March is displayed in Figure 10.
The simulation is based on the iodine-131 source term esti-
mated using all observations. In Figure 11 the comparison
between simulated concentrations and observations is plot-
ted at the MITRI station in Tokyo. The agreement between
the simulation and the observations is good, especially at
peak times.

3.6. Uncertainty and Sensitivity Analysis

[61] In this section, several key issues pertaining to the
uncertainty of the prior assumptions, and of the retrievals are
discussed.
3.6.1. Quantitative Results and Uncertainties
[62] The quantitative results are summarized in Table 5:

the range of estimates using all observations and all meth-
ods, and the robust range of estimates, using Japanese
observations and (more robust) non-Gaussian methods.
[63] In addition, the estimated standard deviations for the

total retrieved activities are computed and reported in
Table 5. It provides an estimation of the uncertainty attached
to the robust result. Two standard deviations are computed.
The first one results from the perturbation of the observa-
tions only. Therefore it is a measure of the uncertainty
attached to the retrieved mass. A second one results from the
perturbation of both the observations and the background. It
is a measure of the expected total uncertainty that includes
the releases that could not be observed. Obviously it is very

Figure 8. Comparison between simulated concentrations of cesium-137 and measurements data in
Tokyo station (MITRI). The full line stands for the simulated concentrations using the source term pro-
vided by the maximum likelihood method. The histogram represents the observations. The width of the
bars represents the duration of the measurements.

Table 4. Estimation of Parameters and Corresponding Reconstructed Released Activity With the Different Methods in Semi-Gaussian
Case for Iodine-131 Source Reconstruction

Parameter Method With Observations in Japan (233) With All Observations (428)

r (Bq m�3) c2 + L-curve 14.0 10.5
Desroziers’s scheme 18.4 10.6
Maximum likelihood 5.60 4.01

m (Bq s�1) c2 + L-curve 2.7 � 1012 2.0 � 1012

Desroziers’s scheme 2.0 � 1011 1.9 � 1012

Maximum likelihood 5.6 � 1012 7.1 � 1012

Released activity (Bq) c2 + L-curve 1.9 � 1017 2.0 � 1017

Desroziers’s scheme 1.6 � 1016 1.9 � 1017

Maximum likelihood 3.8 � 1017 7.0 � 1017
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speculative since it relies on the estimation of the back-
ground parameter m for the whole period but which has been
determined with observations that only shed light on a few
days in the period.
[64] In Figure 12, the temporal profiles of the 137Cs source

term retrieved using only the observations in Japan on one
hand, and all available observations on the other hand, are
plotted. The use of all observations does not introduce new
peaks in the profile, and the order of magnitude of the total
released activity is unchanged. Nevertheless, significant
emissions rates are retrieved during several periods (from
11 March to 14 March, from 16 March to 19 March and on

26 March), although at a much lower magnitude compared
to the peaks of 15 March and 20 March. The smoother shape
of the distant observations contribution is due to the diffu-
sive nature of atmospheric transport over such long dis-
tances, in addition to their longer duration. The total
retrieved activity of this distant observations contribution
only represents about 1% of the total retrieved activity.
3.6.2. Background Uncertainty
[65] As argued in the introduction, following Bocquet

[2005] and Davoine and Bocquet [2007] and differently
from standard practice in greenhouse gas flux inversions and
atmospheric chemistry emission inversion where an

Figure 9. Reconstructed temporal profile of iodine-131 under semi-Gaussian assumptions with maxi-
mum likelihood method, using observations over Japan. The dashed line represents the standard deviation
given by the Monte Carlo analysis.

Figure 10. Map (in Bq m�3) of simulated iodine-131 plume dispersion at four different dates after the
accident start. The source term is the one reconstructed with all available data and the maximum likelihood
method.
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inventory is often available, we have chosen a first guess
(background term) equal to zero. In our opinion, it particu-
larly suits the context of the Fukushima Daiichi accident.
Indeed the emission has been intermittent (strong emission
peaks occur at the time of hydrogen explosions or during the
ventings) and most of the time almost nothing was emitted.
Additionally, it is not straightforward to obtain an accurate
first guess from direct nuclear physics model, because even
when an inventory of what has been generated in the core is
hypothesized, it is difficult to know what has actually been
released into the atmosphere and when. The related uncer-
tainty of such an inventory would be barely known and in
consequence difficult to use. That is the main reason why
Nuclear Safety agencies (such as the Japanese Safety
Agency or the French Institute of Radioprotection and
Nuclear Safety (IRSN)) have provided first estimates con-
strained by the first observations (as from Chino et al.
[2011], who used 17 observations to reconstruct a first
estimate). But using these estimates as background terms in
our inverse modeling process could be seen as an inversion
crime and therefore should be avoided.
[66] However, to highlight the sensitivity of the retrieval

to such an approach, we have performed a reconstruction
using a nontrivial cesium-137 background term provided
by the IRSN, focusing on the Japanese observation set.

The first guess and the retrieved source are plotted in
Figure 13. The total released mass retrieved is greater than
the one retrieved without the use of the background term
(1.9 � 1016 Bq instead of 1.2 � 1016 Bq). This is consis-
tently explained by the fact that the analysis is strongly
influenced by the first guess, specially in the early periods
(mainly before 15 March and between 16 March and
19 March where it is impossible to distinguish between
the first guess and the analysis profiles) where the observ-
ability was poor corresponding to a high uncertainty diag-
nosed in the retrieval with sb = 0. This retrieved mass of
1.9 � 1016 Bq, which is not anymore meant to provide a
lower bound but a full estimation, is remarkably consistent
with the mass retrieved using the complete observation set
(1.9 � 1016 Bq).
3.6.3. Sensitivity to Physics Parametrization:
Example of the Dry Deposition
[67] Model errors are expected to plague comparison

between the model and distant observations. In particular a
biased removal process should generate a strong discrepancy
between the model and distant observations. That is why we
have studied the sensitivity of the inverse modeling results to
a change in the dry deposition velocity. We chose 0.15 cm
s�1 for 137Cs (instead of 0.2 cm s�1) and 0.3 cm s�1 for 131I
(instead of 0.5 cm s�1), which are the optimal parameter

Figure 11. Comparison between simulated concentrations of iodine-131 and measurements data in
Tokyo station (MITRI). The full line stands for the simulated concentrations using the source term pro-
vided by the maximum likelihood method. The histogram represents the observations. The width of the
bars represents the duration of the measurements.

Table 5. Summary of the Quantitative Results and Attached Uncertaintya

Species
Released Activity (Bq),

All Observations
Released Activity (Bq),
Observations Over Japan

Standard Deviation With
Perturbation of Observations

Standard Deviation With Perturbation
of Observations and Background

Cesium-137 1.0 � 1016 � 1.9 � 1016 1.2 � 1016 15%–20% 60%–100%
Iodine-131 1.9 � 1017 � 7.0 � 1017 1.9 � 1017 � 3.8 � 1017 5%–10% 40%–45%

aValues in bold are robust results.
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values found by Bocquet [2012] for the Chernobyl accident
dispersion. As expected, the total retrieved released activities
are lower: the maximum likelihood estimates for 137Cs are
0.9 � 1016 Bq with the observations over Japan, and
1.6 � 1016 Bq with all observations. For 131I, they are
1.6 � 1017 Bq with the observations over Japan, and
1.9 � 1017 Bq with all observations. If there is a gap
reduction between retrieved activities for the two sets of
observations and 131I, the gap is maintained for 137Cs.

4. Conclusion

[68] In this article, we have proposed efficient inverse
modeling methods to reconstruct the Fukushima Daiichi

source term of radionuclides available for long-range trans-
port. We have assimilated publicly released air concentration
activity measurements, which represent 267 observations for
137Cs and 428 for 131I. Because of this small number of
observations (compared to the 384 one hour time steps of the
source terms) and the particular meteorological conditions
leading to a poor observability of the release, the design of
the priors is paramount. In particular, it is necessary to a
posteriori estimate hyperparameters that characterize the
prior errors.
[69] This analysis focused on two hyperparameters: r the

prior observation error standard deviation and m the back-
ground error standard deviation. Three methods have been

Figure 12. Reconstructed temporal profiles of cesium-137 under semi-Gaussian assumptions with the
maximum likelihood method, using observations over Japan (dashed line) and all observations (full line).

Figure 13. Reconstructed temporal profile of cesium-137 under semi-Gaussian assumptions with the
maximum likelihood method, with the use of a nonnull first guess. The full line represents the IRSN first
guess profile. The dashed line represents the retrieved source term. Note that the retrieved profile coincides
with the first guess profile for the first unobserved sequence of peaks: 12–14 March.
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proposed to estimate these two parameters: (1) an L-curve
method coupled with a c2 diagnosis, (2) Desroziers’s
scheme, and finally (3) the maximization of the exact like-
lihood of the observation set as a function of r and m. We
have also assumed that the background error statistics are
Gaussian or semi-Gaussian (i.e., forcing the reconstructed
source term to be positive). In this latter case and using all
the available observations, a lower bound of the total activity
released in the atmosphere between 11 March and 26 March
is estimated to be between 1.0 � 1016 Bq and 1.9 � 1016 Bq
for 137Cs and between 1.9 � 1017 Bq and 7.0 � 1017 Bq for
131I, which is comparable to the first estimates from the
Nuclear Safety Commission of Japan (resp. 1.2 � 1016 Bq
and 1.5 � 1017 Bq) but represents probably an underesti-
mation of the real emission. Using the most reliable methods
in this case and the Japanese observations only, the lower
bound estimate is 1.2 � 1016 Bq for 137Cs, and in the range
1.9 � 3.8 � 1017 Bq for 131I. They represent 5 to 10 times
less emissions than the Chernobyl accident.
[70] The uncertainty of the reconstruction and its reduc-

tion have also been analyzed. Under Gaussian assumption,
the posterior error covariance matrix has been used (mainly
through its diagonal terms), whereas under semi-Gaussian
assumptions, we used a Monte Carlo second-order sensitiv-
ity analysis to estimate the posterior error variance. In both
cases, this analysis highlights the fact that some (between 2
and 3) time windows are well observed, during which the
uncertainty is reduced, whereas some time windows are not
well observed, with an uncertainty that remains high. These
periods of high uncertainty on the reconstructed source cor-
respond to configurations with a wind transporting the radio-
active plume directly over the Pacific Ocean, the plume being
eventually observed when arriving in North America, but with
high uncertainties introduced by the dispersion model.
[71] In addition, a nonzero first guess inversion has been

performed in the case of cesium-137 with the robust maxi-
mum likelihood method assimilating the Japanese observa-
tions. The total retrieved additivity was found to be
consistently equivalent to the one of the inversion using all
observations (1.9 � 1016 Bq). Indeed one can hope that
some of the peaks of the nontrivial first guess unaccounted
for by the Japanese set of observations will be explained by
the additional observations.
[72] We have identified several ways to improve these

reconstructions. First, we shall improve the accuracy of the
dispersion model, for example the deposition parameteriza-
tions (dry deposition and/or wet scavenging). In such long-
distance simulations, the uncertainties introduced by the
numerical model may be very important. For instance, the
deposition velocity over the ocean is understood to be sig-
nificantly lower than over land, but its value remains
unknown. Physical parameter inverse modeling techniques
such as the one developed by Bocquet [2012] could be useful.
[73] It could also be interesting to implement inverse

modeling methods that do not assume that observation error
statistics are Gaussian (in addition to non-Gaussian back-
ground error statistics), such as in the work ofWiniarek et al.
[2011]. Finally in order to increase the number of available
observation data, it can be interesting to develop methods
which can take into account different types of observations,
such as fallout data and gamma dose rates. The amount of

available data would then increase substantially, but the
prior uncertainties introduced in the system will also sig-
nificantly increase (at least about ten different species,
uncertainties on the deposition processes, precipitation,
rainfall, etc.).

Appendix A: Efficient Computation
of the Semi-Gaussian Integral

[74] In the semi-Gaussian case, the unapproximated value
of the likelihood is given by equation (22):

pðm∣r;mÞ ¼ e�
1
2 ðm�HsbÞTðRþHBHTÞ�1ðm�HsbÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

ð2pÞd∣HBHT þ R∣
q

� 2N
Z
s≥0

e�
1
2ðs�saÞTP�1

a ðs�saÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð2pÞN ∣Pa∣

q ds; ðA1Þ

which can be seen as the product of the regular “Gaussian
case” term (the fraction term) by a correction taking into
account the positivity of the source term (the integral term).
Estimating the value of the integral of a truncated multivar-
iate normal distribution is a challenging task, studied in
econometrics or numerical analysis. An extensive review of
different methods has been performed by Hajivassiliou et al.
[1996]. We chose to use the Geweke-Hajivassiliou-Keane
(GHK) simulator, which is found by these authors to be the
most reliable method. We have found that, in our context, is
was more efficient than Gibbs sampling, which was for
instance used by Lauvernet et al. [2009]. The principle of the
GHK simulator is to draw samples following the truncated
multivariate (N variables) Gaussian distribution
T N ðsa;Pa; 0;þ∞Þ.
[75] To draw a sample s∗, the GHK simulator uses the

Cholesky decomposition of the matrix Pa ¼ LTL, with L a
lower triangular matrix. It reduces the problem to N draws of
scalar random variables (ui)1≤ i≤N following an univariate
truncated normal distribution T N ð0; 1;ai;þ∞Þ with the
lower bounds ai being given by

a1 ¼ � ½sa�1
½L�1;1

ai ¼ � ½sa�i
½L�i;i

�
Xj¼i�1

j¼1

½L�i;j
½L�i;i

uj for i ¼ 2;…;N :

8>>><
>>>:

ðA2Þ

This method suggests that the draw of u ¼ ðuiÞ1≤ i≤N is made
recursively. First, a1 is computed and u1 is drawn from
T N ð0; 1;a1;þ∞Þ , following the exponential accept-reject
algorithm proposed by Robert [1995] if a1 > 0.5, a normal
rejection algorithm if a1 ≤ 0, and a half-normal rejection
algorithm otherwise. Then a2(u1) is computed and u2 is
drawn from T N ð0; 1;a2;þ∞Þ and so on. Then the desired
sample s∗ is obtained via the transformation

s∗ ¼ sa þ Lu: ðA3Þ

[76] In fact, this sampling scheme does not sample directly
the target pdf, because of the dependence induced by the
recursion. To correct the bias of the sample, one computes
its importance sampling weight due to the difference
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between the proposal and the targeted distribution. The
weight w(s∗) is

wðs∗Þ ¼
1

2N
Yi¼N

i¼1

erfc
aiffiffiffi
2

p
� �

: ðA4Þ

Function erfc is the complementary error function defined
by erfcðxÞ ¼ 2ffiffi

p
p

Rþ∞
x e�t2dt. The value of the integral is then

estimated with n* samples using the empirical mean cor-
rected by the importance sampling weights:
1
n∗

∑k¼n∗
k¼1 w sðkÞ

∗

� �
. In the GHK simulator, the n* samples are

independent, so that the numerical computation of the inte-
gral can be massively parallelized. The value of the likeli-
hood can then be easily screened for several values of (r, m).
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