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r used vector notation, here ~r
AFM antiferromagnetic
a.u. arbitrary units
c speed of light in vacuum
DFT density functional theory
DOS density of states
DUT Dresden University of Technology
εF Fermi energy
Eg band gap
Etot total energy
ELF electron localization function
FM ferromagnetic
GGA generalized gradient approximation
HOMO highest occupied molecular orbital
HS high-spin state
LS low-spin state
LSDA local spin density approximation
LUMO lowest unoccupied molecular orbital
Mabs absolute magnetization
Mtot total magnetization
MOF metal-organic framework
PBE Perdew-Burke-Ernzerhof (GGA) [1]
PDOS partial density of states
SBU secondary building unit
UiO University of Oslo
vc structure obtained from variable cell optimization
vdW van der Waals correction (by Grimme [2])

Å 1 Angström = 0.1 nm = 10−10 m

QE Quantum ESPRESSO [3]
FPLO Full-potential local-orbital minimum-basis code [4]

Unit conversion factors.
eV Ry Ha cm−1 K J

eV 1 0.074 0.037 8064.896 11600.659 1.602 · 10−19

Ry 13.606 1 0.500 109782.554 157835.085 2.179 · 10−18

Ha 27.211 2 1 219484.319 315670.169 4.359 · 10−18

cm−1 1.239 · 10−4 9.109 · 10−6 4.556 · 10−6 1 1.438 1.987 · 10−23

K 8.620 · 10−5 6.336 · 10−6 3.168 · 10−6 0.695 1 1.381 · 10−23

J 6.241 · 1018 4.587 · 1017 2.294 · 1017 5.034 · 1022 7.241 · 1022 1



Electronic con�gurations of speci�c elements which were used within this thesis.

1
1H Hydrogen 1s1

12
6C Carbon [He] 2s2 2p2

14
7N Nitrogen [He] 2s2 2p3

16
8O Oxygen [He] 2s2 2p4

56
26Fe Iron [Ar] 4s2 3d6

59
27Co Cobalt [Ar] 4s2 3d7

58
28Ni Nickel [Ar] 4s2 3d8

63
29Cu Copper [Ar] 3d10 4s1

91
40Zr Zirconium [Kr] 4d2 5s2

129
54Xe Xenon [Kr] 4d10 5s2 5p6

Relevant constants.

π 3.14159265358979323846

ε0 8.854187817 · 10−12 A2s4

kgm3

µ0 1.256637061 · 10−6 Vs
Am

e 1.602176621 · 10−19 As

h 6.626070041 · 10−34 kgm2

s

h̄ 1.054571800 · 10−34 kgm2

s

c 299792458 m
s
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The class of metal-organic frameworks (MOFs) is in the focus of many research �elds.
This interest stems from the highly porous, crystalline nature of MOFs, making them
ideal for e.g. gas adsorption and gas storage applications. As their name indicates, MOFs
consist of metal clusters, which usually contain transition metals. These metal clusters
are called secondary building units (SBUs). They are interconnected with a speci�c set
or sets of organic linkers to generate three dimensional networks [5, 6, 7].
These linkers are rather large in comparison to the size of the SBU, creating a signi�cant
separation of the metal clusters. This leads to large pores and high porosities. Given these
facts, the potential applications of MOFs are mainly based on their resulting large pore
volumes and surface areas [8, 9]. Application �elds include gas adsorption [8, 9, 7], gas
storage [10], adsorption based gas/vapor separation [11] and the possibility for spintronic
devices based on intrinsic magnetic properties [12, 13].

Due to the fact that the SBUs contain transition metals, a certain number of unpaired
electrons per metal ion can occur. This gives rise to a magnetic coupling between them.
In this context, Ni2+ complexes have been studied in the last years [14, 15], even with
respect to molecular magnetism [16, 17]. A combination of molecular magnetism with
MOFs can open new possibilities in their application, considering a localized magnetic
structure repeating itself in three dimensions [12, 13].

Furthermore, MOFs in�uence intrinsic properties of adsorbed species/molecules, like the
magnetic shielding, which can be calculated by theoretical methods [18, 19, 20]. Changes
in the magnetic shielding are referred to as chemical shift. This quantity can be corre-
lated to the structure of the MOFs, because di�erent structural elements will in�uence the
magnetic shielding di�erently. Furthermore, the large pores of MOFs allow several species
to be adsorbed. This leads to a change in the magnetic shielding due to interactions with
the surface of the MOF as well as interactions with other adsorbed species. Therefore, a
full analysis of the e�ects of the surface and adjacent molecules on such properties can
provide a thorough understanding of the magnetic shielding inside a porous material [21].

Carrying out theoretical investigations by taking into account the atomic structure of a
material (e.g. MOFs) can fundamentally provide information about its properties. Using
theoretical methods enables to describe these properties from an experiment-independent
point of view. Applying state-of-the-art density functional theory (DFT) [22, 23] to a
given problem can help to understand measured phenomena. This can further provide
an explanation for trends of physical properties which might be inaccessible from experi-
ments.
Additionally, DFT can be employed to predict new and previously unknown properties of
a system. These predictions might include the determination of the geometrical structure,
the calculation of electronic and magnetic properties (like the spin-spin coupling between
two magnetic centers) as well as the evaluation of the magnetic shielding and the resulting
chemical shift, making the theoretical predictions comparable to measurements.

Within this thesis, DFT is used on the one hand to describe the electronic magnetism as
an intrinsic property of the MOF DUT-8(Ni) (DUT � Dresden University of Technology)
and on the other hand to analyze the magnetic shielding of adsorbed Xe atoms inside the
MOFs UiO-66 and UiO-67 (UiO � University of Oslo).
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DUT-8(Ni) The �rst part of this thesis is concerned with the magnetic ground state of
the MOF DUT-8(Ni). As it remains unclear from the experimental side, an analysis of
the intrinsic magnetic properties has been carried out.
Because this MOF exists in two structures (DUT-8(Ni)open and DUT-8(Ni)closed), a sub-
sequent question occurs, i.e. whether the magnetic ground state changes when this phase
transition takes place. Based on these initial results, another question arises.
Considering the secondary building units of the MOF (Ni dimers), in�uences of their
chemical environment might play a crucial role in the formation of the magnetic ground
state. Thus, alterations of the chemical environment have been implied to analyze their
in�uence on the magnetic behavior. Further, variations of the magnetic ground state due
to a metal exchange might induce a di�erent magnetic ground state as well. Consequently,
exchanges of metal centers within the MOF were investigated.
As a condition for the theoretical investigation, it is mandatory that the magnetism is
localized on the SBUs. This is important because magnetic interactions between SBUs
could a�ect the magnetic ordering within the periodic structure. Thus, it was analyzed
how di�erent SBUs interact magnetically.

The metal-organic framework DUT-8(Ni) is a so-called �exible MOF [24, 25, 26, 27], thus
it can exist in two di�erent crystal structures (DUT-8(Ni)open and DUT-8(Ni)closed). It
is generated by Ni dimer SBUs, which are connected along one direction with the linker
shown in �gure 1.1 (a) (dabco unit) and along the other two directions with a second
type of linker displayed in �gure 1.1 (b) (acidic linker). This interconnection creates
the two di�erent three-dimensional framework (DUT-8(Ni)open, see �gure 1.2 (a,b) and
DUT-8(Ni)closed, see �gure 1.2 (c)-(e)).

(a) dabco unit (b) acidic linker

Figure 1.1.: The organic building blocks of DUT-8(Ni). In (a) the dabco unit is shown
while in (b) the acidic linker is displayed.
The color code is: H - white, C - dark gray, N - blue, O - red.
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(a) (b)

Figure 1.2.: The crystal structure of DUT-8(Ni)open (along c) is shown in (a). A slightly
tilted view is presented in (b) to visualize the porosity of the system. In
addition to the color code of �gure 1.1, Ni is orange.

(a) along a (b) along b (c) along c

Figure 1.3.: Crystal structure of DUT-8(Ni)closed (along its crystallographic directions).

UiO-66 and UiO-67 For the second part of this thesis, a theoretical analysis of the
magnetic shielding of Xe within the MOFs UiO-66 and UiO-67 was carried out. This
investigation is based on measurements, which revealed a decrease of the 129Xe chemical
shift from the smaller (UiO-66) to the larger (UiO-67) structure. To explain this decrease
at an atomistic level, theoretical investigations have been performed. With that, in�uences
on the chemical shift were analyzed in detail. A thorough theoretical analysis allows an
individual treatment of di�erent contributions to the chemical shift. These contributions
include Xe-Xe as well as Xe-surface interactions.
From the theoretical analysis, the chemical shift within the di�erent pores of the two
MOFs can be investigated individually. This allows a description of the total chemical
shift as obtained in experiments. Thus, with the theoretical approach an explanation of
the observed behavior has been carried out at an atomistic level, which is inaccessible
from measurements.

The isostructural MOFs UiO-66 and UiO-67 are found in face-centered-cubic (fcc) lattices,
with a space group of F4̄3m for UiO-66 and F23 for UiO-67 [28, 29, 30]. Both MOFs have
the same SBU (a Zr6O4(OH)12+

4 cluster, see �gure 1.4 (a)). The connections between the
Zr atoms are characterized as µ3-O, where three Zr atoms are connected with an oxygen
atom and µ3-OH, where three Zr atoms are connected with a single hydroxy group. Such
SBUs are interconnected with twelve organic linkers, see �gure 1.4 (b) and (c).

10



Given this interconnection, two types of pores are formed, namely octahedral (Op) and
tetrahedral (Tp) ones. There are two kinds of Tp pores, which for further investigations
are denoted as Tp,1 and Tp,2. The di�erence between them is the composition of their
corners. In the Tp,1 pore, the corners are generated by a µ3-O of the SBU while in the
Tp,2 pore it is a µ3-OH. Even though this di�erence is rather small and could usually
be neglected, the in�uence of those corners on the 129Xe chemical shift may signi�cantly
di�er. Consequently, they have to be distinguished1. Furthermore, the di�erence between
the two MOFs is the length of their organic linkers, which increases from UiO-66 to UiO-67
due to an additional carbon ring (see �gure 1.4 (b) and (c) as well as �gure 1.5).

(a) SBU

µ3-O

µ3-OH

(b) linker UiO-66

(c) linker UiO-67

Figure 1.4.: SBU of both MOFs, a Zr6O4(OH)12+
4 cluster. Further, the organic linkers for

UiO-66 and UiO-67 are displayed.
The color code is: H - white, O - red, C - dark gray, Zr - gray.

(a) UiO-66 (b) UiO-67

Figure 1.5.: Crystal structures of UiO-66 and UiO-67. Additionally, the pores are visual-
ized by colored spheres, where orange stands for the Op pore, green for the
Tp,1 pore and blue for the Tp,2 pore. Both structures are scaled di�erently
such that the pores appear to have the same size.

1Further visualization can be found in Appendix 1, where the pores in UiO-67 are displayed.
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Quantum mechanics enables an accurate description of any system which cannot be pro-
vided by classical physics. For example, properties of atoms cannot be explained by
classical physics, but only by the concepts of quantum theory. Additionally, observations
from e.g. the double slit experiment contradicted common sense. Electrons interfere with
each other and with themselves like waves, although they were believed to be particles.
Furthermore, in case an observer wants to determine through which slit a single electron
moves, the interference pattern was lost and only a double slit pattern emerges. Thus,
the measurement itself disturbes the properties of the electron. The corresponding wave
function 'collapses' to give one, distinct value.
Further, as shown by the Bohr- van Leeuwen theorem, magnetism is a property which can-
not be described with classical physics, as it is only possible to explain this phenomenon
with quantum mechanics. From a classical physics point of view, the thermal average
of the magnetization is always zero. Consequently, quantum mechanics can explain this
behavior by the introduction of the electron spin. Another famous example is the pho-
toelectric e�ect, for which Albert Einstein was awarded the Nobel prize. The consensus
of this theoretical description is that quantum objects behave like particles and waves
simultaneously (particle-wave duality).
Max Planck introduced the quantization of energy, such that every energy which is emitted
or absorbed has a minimum value hν, explaining for example the spectrum of black-body
radiation.
Another theoretical concept was proposed by Niels Bohr, the so-called Copenhagen in-
terpretation of quantum theory, which is nowadays the most common interpretation of
quantum mechanics. It was famously described by the gedankenexperiment 'Schrödinger's
cat'. This interpretation states that a system, described by a wave function, does not have
de�nite properties until it is being measured. The measurement itself disturbs the sys-
tem, resulting in a 'collapse' of the wave function which generates one discrete value for
a speci�c property. However, without the measurement there are various possibilities for
di�erent �nal values of each physical property, each having a certain probability. Further,
this interpretation includes Heisenberg's uncertainty principle, stating that certain prop-
erties cannot be known precisely for the same system at the same time.
With that, quantum mechanics is an important research �eld which has been developed for
more than 100 years. In the following, the well known Schrödinger equation, as proposed
in 1926 by Erwin Schrödinger, shall be discussed further. To get an exact description of a
quantum mechanical problem, the time-dependent Schrödinger equation has to be solved

ĤΨ(r, t) = ih̄
∂

∂t
Ψ(r, t), (2.1)

with Ĥ being the Hamiltonian, Ψ(r, t) being the time- and space-dependent wave function,
h̄ being the reduced Planck constant and i being the imaginary unit. If only static solu-
tions are of interest, the time-independent Schrödinger equation can be used instead [31]

ĤΨ(r) = εΨ(r), (2.2)

where ε is the energy eigenvalue of the time-independent wave function Ψ(r).
The Hamiltonian Ĥ contains the kinetic energy operator T̂ and the potential energy
operator V̂ . Considering a system of electrons and nuclei, the kinetic energy operator T̂
can be expressed as

13



T̂ =
∑
i

p̂2
i

2mi

+
∑
I

p̂2
I

2mI

(2.3)

with p̂i/I =− ih̄∇i/I . (2.4)

Here, p̂i/I are the momentum operators for the electrons and the nuclei, respectively. The
variables i and I are running over the number of electrons and nuclei, mi = me and mI

are the masses of the electron and the nuclei of species I while ∇ denotes the Nabla
operator.
The Born-Oppenheimer (BO) approximation [32] allows to separate the electronic and the
nuclear degrees of freedom. This approximation uses the fact that the nuclei are static
with respect to the electrons, as they are much heavier (mproton ≈ 1836 me). With that,
the electrons are always in their ground state as they can follow changes in the nuclear
motion almost instantaneously. The BO approximation leads to the cancellation of the
kinetic energy of the nuclei in equation (2.3). Taking a look at the potential energy on
the other hand gives

V̂ = − e2

4πε0

∑
i,I

ZI
|ri −RI |︸ ︷︷ ︸

electron-nuclear

+
1

2

e2

4πε0

∑
i 6=j

1

|ri − rj|︸ ︷︷ ︸
electron-electron

+
1

2

e2

4πε0

∑
I 6=J

ZIZJ
|RI −RJ |︸ ︷︷ ︸

nuclear-nuclear

. (2.5)

In equation (2.5) i, j, I and J are running variables for the electrons (small letters) and
the nuclei (capital letters), respectively. Further, the space vector of an electron is given
by ri and the respective vector for the nuclei by RI while e represents the elementary
charge, ε0 the vacuum permittivity and ZI the nuclear charge of species I.
The �rst term describes the attractive interaction between the electrons and the nuclei,
where the RI 's are constant due to BO. In the second term the repulsive interaction of the
electrons is given via the Coulomb potential. The last term, which represents the repulsive
interaction of the nuclei, becomes constant within BO. Double counting is accounted for
in the last two terms by the prefactor 1/2.
Given realistic systems (N ∝ 1023) the Hamiltonian becomes very large. As the
Schrödinger equation contains all information about the system within the many-body
wave functions Ψσ(rσ1 , r

σ
2 , ..., r

σ
N) (with 4N dimension, including 3 dimensions for the spa-

tial variables and one dimension for the scalar spin variable per particle), an analytic solu-
tion can only be obtained for very simple systems (e.g. H+

2 ). Thus, it becomes increasingly
challenging to obtain a solution of this equation for bigger systems like molecules. This is
why approximations (next to BO) have to be applied to calculate the properties of such
systems. One such approximation is density functional theory.
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2.1. DENSITY FUNCTIONAL THEORY (DFT)
Hohenberg and Kohn Formulating DFT as an exact many-body theory was proposed
by Hohenberg and Kohn (HK) in 1964 [22]. This approach can be used for any system of
interacting particles in an external potential and is the theoretical foundation of DFT.
It is based on two major theorems. The �rst theorem states that the external potential
Vext(r) for any system of interacting particles within a given potential is uniquely de-
termined by the non-degenerated ground state density n0(r). This fully determines the
Hamiltonian Ĥ and with that the many-body wave functions for all states, ground and
excited ones. With that, the knowledge of the ground state density completely determines
all properties of a system. Consequently, there cannot be two external potentials which
di�er in more than a constant leading to the same ground state density.
The second theorem introduces a universal energy functional E[n(r)] with respect to the
density n(r), which is de�ned for any external potential. For any particular potential
Vext(r), the global minimum of this functional provides the exact ground state energy and
with that the exact ground state density. The term 'universal' means that this functional
can be used for any electronic system independently of Vext(r). Writing the total energy
functional gives

EHK[n(r)] = FHK[n(r)] +

∫
Vext(r)n(r)d3r, (2.6)

where the last term introduces the interaction of the density with the external potential
and

FHK[n(r)] = T [n(r)] + Einter[n(r)] (2.7)

describes the kinetic energy T and the electron-electron interaction Einter. In summary,
the energy as described by the HK functional in equation (2.6) for the correct ground state
density is lower than for any other density. Consequently, the exact ground state energy
and density could be obtained by minimizing equation (2.6) with respect to variations
of the density (if the functional FHK[n(r)] would be known). With that, the explicit
treatment of the wave function Ψσ(rσ1 , r

σ
2 , ..., r

σ
N), depending on 4N variables, can be

replaced by the treatment of the electron density nσ(r), depending on only four variables.

Kohn and Sham The theorems of HK provide a theoretical foundation of DFT, but are
not concerned with its realization. Kohn and Sham (KS) [23] solved this issue by propos-
ing their equations in 1965. Those equations can be considered as the most important
theoretical foundation of density functional theory next to HK.
Within their ansatz, they face the problem that a quantum mechanical system is repre-
sented by many-body wave functions of an interacting many-particle system. To deal with
such systems, Kohn and Sham replaced the complicated system with a non-interacting
single particle system. The idea is that the exact ground state density is equal to the
density of this properly chosen auxiliary system.
With that, the system can be described by single particle wave functions φ(r) instead of
the many-body wave functions Ψ(r) (see �gure 2.1). The interactions are implemented
into an exchange-correlation functional Exc[n]. This allows the use this functional instead
of explicitely considering all many-body interactions to solve the problem. If such a
functional would be known exactly, DFT could be implemented as an exact theory.
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Ψi(r)

Vext(r) n0(r)

Ψ0(r)
minimization

HK

|Ψ0|2
KS

φσi=1,...,N(r)

nσ0(r) V σ
KS(r)

φσi (r)

Figure 2.1.: Visualization of the ansatz introduced by Kohn and Sham. The many-
body interacting system (left side) is transformed into a single particle non-
interacting auxilary system (right side).

The Kohn-Sham equations read [33]2

∂TS
∂φσ∗i (r)

= − h̄2

2me
∇2φσi (r), (2.8)

∂nσ(r)

∂φσ∗i (r)
= φσi (r), (2.9)

V σ
KS(r) = Vext(r) +

∂EHartree

∂nσ(r)
+

∂Exc

∂nσ(r)
, (2.10)

where TS is the kinetic energy, Vext(r) is the external potential, EHartree is the Hartree
energy term and Exc is the exchange-correlation energy term.
Considering these expressions, a Schrödinger-like equation can be written like

Ĥσ
KS(r)φ

σ
i (r) =

[
− h̄2

2me
∇2 + V σ

KS(r)

]
φσi (r) = εσi φ

σ
i (r), (2.11)

with the eigenvalues εσi and the e�ective Hamiltonian Ĥσ
KS(r). Those equations can now

be used to obtain properties of a given system using a self-consistent cycle (see �gure 2.2).

2 The treatment of the spin variable σ is a formal extension of the original KS ansatz, where the spin
was not explicitely treated. However, the derivation remains unchanged. With that, the spin variable
is displayed here.
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Initial guess of the density

nσ1 = n↑1(r) + n↓1(r)

Calculate the e�ective (KS) potential
V σ
KS(r) = Vext(r) + VHartree[n

σ
1 ] + V σ

xc[n
σ
1 ]

Solve the KS equation(
− h̄2

2me
∇2 + V σ

KS(r)
)
φσi (r) = εσi φ

σ
i (r)

Calculate the electron density

nσ2 (r) =
∑
i

fσi |φσi |2

Self - consistent ?

Output quantity: eigenvalues, energy, force, ...

yes

no

nσ,new1 = αnσ2 + (1− α)nσ,old1

Include simple mixing

Figure 2.2.: Self-consistent cycle using the Kohn-Sham equations. The fσi are weight functions
for the respective spin orientation σ (↑ or ↓) and α is the mixing factor (only a
simple mixing procedure is visualized).

2.2. CURRENT DENSITY AND MAGNETIC SHIELDING
Current density Considering that HK is only formulated for a spin-paired electron
density without the inclusion of an external magnetic �eld, extensions to the original
formulation of DFT are needed. Spin interactions were already introduced by Kohn and
Sham [23] to describe the spin susceptibility. Another extension considering quantum
electrodynamics was introduced by Rajagopal and Callaway [18]. There, the dependence
of the energy functional was changed from the charge density to the current density J(r)

E[J] = F [J]−
∫
Jµ(r)Aµext(r)d

3r, (2.12)

with the external nonquantized electromagnetic �eld Aµext(r) = (Vext,Aext), a four vector
potential containing the scalar external potential Vext and the external vector potential
Aext. The term F [J] contains

F [J] = 〈Ψ0|H0 +HC +HI |Ψ0〉 , (2.13)
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where Ψ0 is the ground state wave function. H0 describes noninteracting Dirac and
electromagnetic �elds, HC referes to the Coulomb interaction between electrons and HI

is the interaction between matter and the transverse portion of the radiation �eld. The
four current density can be de�ned as

Jµ(r) = 〈Ψ0|jµ(r)|Ψ0〉 , (2.14)

which has to obey the equation of continuity ∂µJµ(r) = 0. Further extension included the
spin of the system, leading to

E[J] = F [J]+

∫ (
en(r)V (r) +

e

2me

s(r) ·B(r) +
ei

2me

∂

∂t
g ·A− J(r) ·A(r)

)
d3r, (2.15)

where B = ∇ × Aext. Consequently, the energy is a functional of the current density
consisting of four terms, the charge density, the spin density, the ordinary current (which
vanishes in stationary problems) and the polarization current. The components are inde-
pendent besides the restrictions from the continuity equation.
This extension allows the analysis of the spin and the current of a system within DFT.
These properties are necessary to describe the magnetism as well as the NMR magnetic
shielding, which are both investigated within this thesis.

An implementation of the four current density within DFT to calculate NMR shieldings
was proposed in 1985 by Bieger et al. [19]. There, the zero spin density case (diamagnetic
systems) was approached by rewritting equation (2.12) in terms of the non-relativistic
charge density n(r) and the current density J(r) like

E[n,J] = F [n,J] +

∫
[n(r)Vext(r)−

1

c
J(r) ·Aext(r)]d3r. (2.16)

Using this equation as a starting point, with

n(r) =
occ∑
k

Ψ∗kΨk (2.17)

and

J(r) =
occ∑
k

[
1

2
i(Ψk∇Ψ∗k −Ψ∗k∇Ψk)−

1

c
AextΨkΨ

∗
k

]
, (2.18)

a generalization of the Kohn-Sham equations including an external vector potential can
be de�ned like([

−1

2
∇2 − 1

c
i(Aext + Axc)∇ +

1

c2
(Aext −Axc)

2

]
+ (Vext + Vxc) + VH

)
Ψk = εkΨk,

(2.19)
where Vxc = ∂Exc/∂n, Axc = ∂Exc/∂J, VH is the Hartree term and Exc is the exchange-
correlation energy depending on the current J.
Considering that the magnetic shielding is a linear response quantity, it is possible to
expand J, Ψk and the one-particle Hamiltonian ĥ up to �rst order of Bext.
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With this ansatz, one can solve the unperturbed problem, i.e. the Kohn-Sham equations
for the system, and afterwards evaluate the perturbed wave function Ψ

(1)
k . This wave

function in�uences the exchange-correlation potential as well as the exchange-correlation
contribution to the vector potential. Finally, this new potential leads to a new Ψ

(1)
k .

As the correct expression for the exchange-correlation contribution is unknown, further
assumptions are made. In speci�c, Axc and the contribution of J(r) to Vxc are neglected.
This yields the magnetic shielding as [19, 20]

σuν =
1

2c2

occ∑
k

〈Ψ(0)
k |

∂

∂Bν

((B× r)× (r−R))ν |Ψ(0)
k 〉︸ ︷︷ ︸

σdia

− 2

c

occ∑
k

〈Ψ(0)
k |

(LR)u
|r−R|3

|(Ψ(1)
k )ν〉︸ ︷︷ ︸

σpara

,

(2.20)
with LR = 1

i
(r−R)×∇ being the angular momentum operator. The �rst term describes

the diamagnetic term σdia and only depends on the unperturbed wave functions, while the
second term is the paramagnetic term σpara and depends on the perturbed wave function.
An excellent review on the topic was given by Heine et al. [20].

Magnetic shielding One quantity that is related to NMR experiments is the magnetic
shielding (see section 2.6). The interaction between a magnetic �eld B and a nuclear spin
1/2 nucleus with spin angular momentum h̄ Is can be expressed by [34]

Ĥ = −
∑
s

γsIs ·Btot = −
∑
s

γsIs(1− σαβ(rs))Bext. (2.21)

Here, the sum runs over all nuclei at sites s, γs is the magnetogyric ratio for the nuclei
under observation and Is is the spin of nucleus s. In this consideration the magnetic �eld
Btot is the �eld at the nucleus caused by an applied external �eld Bext and an induced
�eld Bind. Further, σαβ(rs) is the magnetic shielding tensor at site s (α, β... cartesian
coordinates).
The �rst term on the right hand site in equation (2.21) de�nes the interaction of the
bare nucleus with the applied �eld while the second term accounts for the response of
the electronic structure to the external �eld. The external �eld induces a current in the
system, which changes the in�uence of the external �eld on the nucleus. This is described
by the magnetic shielding tensor as

Bind,α(rs) = −σαβ(rs)Bext,β. (2.22)

The minus sign denotes the tendency for electrons to align antiparallel to an applied �eld.
For diamagnets, the induced �eld arises from orbital currents J(r) at any position r as
described by the Biot-Savart law [35]

Bind(r) =
1

c

∫
J(r′)× r− r′

|r− r′|3
d3r′. (2.23)

Thus, it is necessary to calculate the currents (see section 2.4) to evaluate the induced
�eld and consequently the magnetic shielding.
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For closed shell atoms (e.g. 129Xe) the so-called Lamb shift [36, 37, 38] describes the
diamagnetic shielding σdia, as there is no paramagnetic contribution if the gauge origin
lies within the center of the atom. It uses a 1/r dependence of the shielding with respect
to all occupied orbitals such as

σdia =
e2

3mc2

∑
i

〈Ψi,0|
1

ri
|Ψi,0〉 , (2.24)

with Ψi,0 being the ground state wave function of orbital i with radius ri. Thus, the
summation over all contributions of the occupied orbitals gives access to the diamagnetic
shielding term. The prefactor is evaluated in atomic units (e = m = 1) and becomes
1/(3c2) ≈ 1.78 ·10−5, with c = 137.036 being the inverse of the �ne-structure constant α3.

2.3. EXCHANGE-CORRELATION FUNCTIONALS
Because the exchange-correlation functional is not known exactly (see section 2.1), approx-
imations are needed to enable calculations in the framework of DFT. One approximation
is the local density approximation (LDA) as proposed by Kohn and Sham [23]. The LDA
is based on the fact that a system can be described within the limit of the homogeneous
electron gas. E�ects of exchange and correlation are then local in character. Consequently,
the density of the homogeneous electron gas is taken as a starting point.
With that, the exchange-correlation functional can be expressed as an integral over space
with the exchange-correlation energy density εxc at each point r being the same as the
homogeneous electron gas at this density

ELDA
xc [n(r)] =

∫
n(r)εxc(n(r))d3r. (2.25)

A formal extension of the LDA is the so-called local spin density approximation (LSDA),
where the density is divided into two spin densities n(r) = n↑(r) + n↓(r) [33], leading to
the following expression for the exchange-correlation functional

ELSDA
xc

[
n↑(r), n↓(r)

]
=

∫
n(r)εhomxc (n↑(r), n↓(r))d3r, (2.26)

with εhomxc = εhomx + εhomc . By introducing the fractional spin polarization ξ(r)

ξ(r) =
n↑(r)− n↓(r)
n↑(r) + n↓(r)

(2.27)

an analytic expression for the exchange part [33] can be derived. Similar expressions for
the correlation energy do not exist and have to be approximated (e.g. using Quantum
Monte Carlo simulations for di�erent densities). In general the LSDA delivers reasonable
results, but has some drawbacks like a consistent overbinding.

3 α = 1
4πε0

e2

h̄c = 7.29735256 · 10−3 using the values given in Abbreviations, units and constants.
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Other approximations next to LSDA are the so-called generalized gradient approximations
(GGAs). In contrast to LSDA, in GGAs not only the value of the density at each point
r is taken into account, but the gradient of the density |∇nσ| is considered as well [39]

EGGA
xc [n↑, n↓] =

∫
n(r)εxc(n

↑, n↓, |∇n↑|, |∇n↓|)d3r (2.28)

=

∫
n(r)εhomx (n)Fxc(n

↑, n↓, |∇n↑|, |∇n↓|)d3r. (2.29)

Here, εhomx (n) is the exchange energy per particle in a homogeneous electron gas and
Fxc denotes an enhancement factor over the local exchange. One of the most famous
and widely used GGAs has been introduced by Perdew, Burke and Ernzerhof (PBE) in
1996 [1], which is mainly employed in this thesis. The robustness of the PBE functional
stems from the usage of as few free parameters as possible, making this GGA almost
independent of the considered system and easily transferable.
To treat long-range dispersion corrections (van der Waals (vdW) interactions), the ap-
proach of Grimme [2] has been used. This semiempirical ansatz is based on a dispersion
correction to the total KS-DFT energy given by

Edisp = −s6

Natom−1∑
i=1

Natom∑
j=i+1

C ij
6

R6
ij

fdmp(Rij), (2.30)

where s6 is a global scaling factor depending on the employed functional, Natom is the
number of atoms, C ij

6 is the pair dispersion coe�cient and Rij the interatomic distance
between i and j. To avoid singularities for Rij → 0, a damping function is introduced
such as

fdmp(Rij) =
1

1 + e−d(Rij/RvdW−1)
, (2.31)

with RvdW being the sum of the vdW radii and d is a scaling parameter. The pair
dispersion coe�cient can be obtained from the atomic coe�cients via a geometric mean

C ij
6 =

√
C i

6C
j
6 . (2.32)

Further, the atomic coe�cient for atom i is de�ned as

C i
6 = 0.05NI ipα

i, (2.33)

using N = 2, 10, 18, 36, 54 for atoms of row 1-5 of the periodic table, Ip as the atomic
ionization potential and α as the static dipole polarizability. All required values were
derived in the work of Grimme to provide dispersion corrections for elements up to Xe.

2.4. BASIS SETS AND PSEUDOPOTENTIALS
In general, the KS-orbitals Ψ can be expressed as a linear combination of basis functions φ

Ψ =
∑
i

ciφi, (2.34)
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with ci being the corresponding coe�cients for the respective basis function. There are
two major classes of basis functions. The �rst class are non-localized functions like plane
waves, which are widely employed due to their ability to treat periodic boundary condi-
tions (PBCs). The second class are localized atomic-like orbitals (e.g. linearized mu�n-tin
orbitals [40], Slater- [41] or Gaussian-type orbitals [42]), usually treating �nite systems.
The wave function of an in�nite system can be expressed as a sum of wave functions at
reciprocal lattice vectors using non-localized plane waves [43]

Ψi = eikr
∑
G

ci,Ge
iGr = eikrφG(r), (2.35)

with k being a reciprocal space vector and G being a reciprocal lattice vector. The
reciprocal lattice is given by

bi = 2π
aj × ak

ai · (aj × ak)
(2.36)

and cyclic permutations (a are the conventional lattice vectors). The �rst term in equation
(2.35) describes the wave part while the second term denotes the periodicity part. With
that, each wave function can be written as a sum of plane waves

Ψi =
∑
G

ci,k+Ge
i(k+G)r. (2.37)

The more plane waves are taken into account, the more accurate the description of the
given periodic system. Considering the kinetic energy per plane wave

− h̄2

2me

∆φG(r) =
h̄2

2me

|k + G|2φG(r) (2.38)

allows an evaluation of how many plane waves should be taken into account. As plane
waves with a smaller kinetic energy usually play a more important role than the ones with
higher kinetic energy, a kinetic energy cuto� can be introduced by

Ecuto� ≥
h̄2

2me

|k + Gmax|2, (2.39)

restricting the basis set to plane waves with a kinetic energy smaller than Ecuto�. A plane
wave basis set is easy to implement and obtains good convergence in accordance to the size
of the basis set (=̂ reasonably large energy cuto�s). For the description of pseudopotentials
in combination with plane waves, several methods like the orthogonalized plane wave
(OPW) method by Herring [44] and the augmented plane wave (APW) method by Slater
[45] were developed. Another approach proposed by Phillips and Kleinman [46] states
that an e�ective potential (which eigenstates are pseudo wave functions based on plane
waves) could be derived from all-electron potentials and wave functions.
The general idea of pseudopotentials is to replace the real (Coulomb) potential which acts
on all electrons with an e�ective potential acting on the valence electrons only [47]. As
core electrons usually play a minor role considering bond formation and other physical
properties, their e�ect can be included in the e�ective potential (see �gure 2.3). This
reduces computational time while preserving the quality of most resulting properties.

22



Core region

r

V (r)

Coulomb potential

Pseudopotential

rc

Figure 2.3.: Sketch of a pseudopotential in comparison with the real ionic potential
(Coulomb potential). The two potential di�er for distances smaller than
a cuto� radius rc and are the same for any larger distances [47].

The resulting wave functions do not have a nodal structure like the correct wave functions,
which is however of less relevance for most properties [47] (see �gure 2.4 4).

Figure 2.4.: Illustration of the radial part of the 5s wave function of Xe. The correct
nodal behavior is plotted alongside a pseudo wave function, which has no
nodal behavior (compare with e.g. [48]).

4 R5s(r) = 8
187500

√
5

(
Z
aB

) 3
2

(
9375− 7500ZraB + 1500

(
Zr
aB

)2

− 100
(
Zr
aB

)3

+ 2
(
Zr
aB

)4
)
e
− Zr

5a
B .

Z is the e�ective nuclear charge and aB is the Bohr radius with aB = 0.529177 Å.
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Projector-augmented wave method A special type of pseudopotentials is based on
the so-called projector-augmented wave (PAW) method [49], which has been used for all
electronic structure calculations in this thesis. Within this method, a linear operator
T maps the valence pseudo wave function |Ψ̃〉 onto the corresponding all-electron wave
function like |Ψ〉 = T |Ψ̃〉. A set of target all-electron partial waves |φR,n〉 can be obtained
by applying T on a set of pseudo partial waves |φ̃R,n〉 with

T = 1 +
∑
R,n

[
|φR,n〉 − |φ̃R,n〉

]
〈p̃R,n| , (2.40)

where 〈p̃R,n| is a set of projectors which obey 〈p̃R,n|φ̃R′,m〉 = δR,R′δn,m. Each partial
wave and projector is an atomic like function centered on atomic site R. The index n
refers to the angular momentum quantum number and an additional number which is
used if there is more than one projector per angular momentum. The expectation value
of any operator O corresponding to the all-electron wave functions can be obtained by a
pseudo operator Õ = T +OT related to the corresponding pseudo wave functions. Given
a set of assumptions, Blöchl [49] has shown that if O is a local or semilocal operator
(e.g. p or p2)5 the pseudo operator can be written as

Õ = O +
∑
R,n,m

|p̃R,n〉
[
〈φR,n|O|φR,m〉 − 〈φ̃R,n|O|φ̃R,m〉

]
× 〈p̃R,m| . (2.41)

Applying this method in an electronic structure calculation allows to describe all-electron
properties based on pseudo wave functions, making it accurate as well as numerically
feasible.

Gauge-including PAW method An extension to the PAW method was introduced by
Pickard and Mauri [50]. Their ansatz is based on the problem that the exact translational
invariance within an external �eld cannot be ensured by the original PAW method. The
pseudo wave functions constructed with T do not transform according to

〈r|Ψ′n〉 = e(i/2c)r·t×B 〈r− t|Ψn〉 , (2.42)

where t is a translation vector. To account for this problem and to restore the translational
invariance within a PAW-like approach, a �eld dependent transformation operator TB can
be de�ned, which imposes the translational invariance exactly

TB = 1 +
∑
R,n

e(i/2c)r·R×B
[
|φR,n〉 − |φ̃R,n〉

]
〈p̃R,n| e−(i/2c)r·R×B. (2.43)

This new operator is the basis of a new approach called the gauge-including projector-
augmented wave (GIPAW). The GIPAW pseudo operator Ō = T +

B OTB corresponding to
a local or semilocal operator O can be de�ned as

5 In this section, p instead of p̂ will be used for the momentum operator to avoid confusion with between
this operator and the projector functions.
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Ō = O +
∑
R,n,m

e(i/2c)r·R×B |p̃R,n〉

×
[
〈φR,n|e−(i/2c)r·R×BOe(i/2c)r·R×B|φR,m〉

− 〈φ̃R,n|e−(i/2c)r·R×BOe(i/2c)r·R×B|φ̃R,m〉
]

× 〈p̃R,m| e−(i/2c)r·R×B. (2.44)

This method can be connected to the widely used gauge-including atomic orbitals (GIAO)
[51] and the independent gauge for localized orbitals (IGLO) [52] methods. However, in
GIPAW the phase required to maintain the translational invariance is carried by the
operator, while in GIAO and IGLO the �eld dependent phase is attached to the basis
functions. The GIPAW method allows the calculation of the current, which is necessary
for the evaluation of the magnetic shielding. Within the GIPAW method, the current is
splitted into several terms [50]

j(1)(r′) = j
(1)
bare(r

′) + j
(1)
∆p(r

′) + j
(1)
∆d(r

′), (2.45)

where j(1)
bare(r

′) is the bare contribution to the current, j(1)
∆p(r

′) denotes the paramagnetic

correction to the current and j
(1)
∆d(r

′) describes the diamagnetic correction to the current.
All three terms are gauge invariant. With the knowledge of the current, one can evaluate
the induced current by means of the Biot-Savart law (see section 2.2) and with that the
magnetic shielding σ.

2.5. ELECTRONIC MAGNETISM
The �rst part of this thesis deals with the magnetism as introduced by spin-spin inter-
action of electrons. The Heisenberg-Dirac-Van Vleck Hamiltonian will be introduced as
a model Hamiltonian. This model Hamiltonian will be used to describe the magnetic
coupling between magnetic centers. As will be shown in the corresponding section, the
calculation of the coupling constant is based on energy di�erences. The energies can be
taken from spin-polarized KS-DFT calculations. Consequently, the previously mentioned
extensions to standard KS-DFT (see section 2.2) are used to enable the description of
spin polarization.
In the last part of this section, an introduction to the exchange mechanisms which are
responsible for magnetic interactions will be brie�y discussed.

2.5.1. HEISENBERG-DIRAC-VAN VLECK HAMILTONIAN
As already mentioned in the last chapter, accurate descriptions of complex systems are
di�cult to evaluate. This is why model Hamiltonians are introduced to make such de-
scriptions possible. In case of magnetism, the Heisenberg Hamiltonian is such a model
Hamiltonian. Within its formalism, the coordinates of all orbitals are replaced by spin
operators. For this Hamiltonian it is assumed that the spins are independent and localized
on their respective magnetic centers.
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Taking those restrictions into account the Heisenberg-Dirac-Van Vleck (HDVV) Hamil-
tonian [53, 54, 55] can be de�ned as

ĤHDVV = −2
∑
i>j

JijSi · Sj, (2.46)

where Jij is the coupling constant between two spins i and j and Si,j are spin opera-
tors/vectors of neighboring spins with Si = (Si,x, Si,y, Si,z)

T. A positive value of Jij is
described by a high-spin (ferromagnetic (FM)) coupling while a low-spin (antiferromag-
netic (AFM)) coupling provides a negative value (see �gure 2.5).

Jij > 0

Jij < 0

high-spin

low-spin

Sdimer = 2

Sdimer = 0

Ni

[Ar] 4s2 3d8

⇒ S = 1

Figure 2.5.: Illustration of the magnetic interaction described by the coupling constant
Jij for a Ni dimer. A clari�cation of the spin contribution to the Ni d-states
is additionally given.

In equation (2.46) double counting of the spins is excluded due to the restriction i > j.
The minus sign is not always used in literature, changing the de�nition of the sign of
Jij referring to a magnetic ordering. As can be easily seen, the given Hamiltonian only
describes isotropic media, as only relative orientations of the spins are taken into ac-
count. To evaluate anisotropic media as well, the orientation of the spins concerning the
coordinates x, y and z have to be included using the following Hamiltonian

Ĥanisotropic = −2
∑
i>j

Jij [Si,zSj,z + γ (Si,xSj,x + Si,ySj,y)] , (2.47)
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with γ being a constant. Di�erent values of this constant lead to several models. For
γ = 0 the Ising model occurs, for γ = 1 one arrives at the Heisenberg model and γ � 1
leads to a two-dimensional interaction with negligible Sz values. A comparison between
the Ising and the Heisenberg model is given in Appendix 2.
As the coupling constant Jij is of interest considering magnetic properties, its derivation
will be carried out next. For that purpose, the energies of a high-spin state and a low-
spin state of neighboring spins i and j are compared. With that, the favourable magnetic
orientation is determined. The energy di�erence between those two orderings can be
expressed using the Heisenberg-Dirac-Van Vleck formalism6

∆E = Ehigh-spin − Elow-spin (2.48)

= −2Jij

[
〈Si · Sj〉high-spin − 〈Si · Sj〉low-spin

]
∆E ′ = Elow-spin − Ehigh-spin = 2Jij

[
〈Si · Sj〉high-spin − 〈Si · Sj〉low-spin

]
. (2.49)

For all further discussion, HS will be used for the high-spin state and LS for the low-spin
state. Using equation (2.49) leads to the coupling constant Jij

Jij =
∆E ′

2
[
〈Si · Sj〉HS − 〈Si · Sj〉LS

] . (2.50)

As the expectation value for the term Si ·Sj is not known, the total spin Stot is introduced

Stot = Si + Sj. (2.51)

By squaring the last expression

S2
tot = (Si + Sj)

2 = S2
i + 2Si · Sj + S2

j , (2.52)

with the known expectation value 〈S2〉 → S(S + 1), the following expression is obtained

Si · Sj =
S2
tot − S2

i − S2
j

2

⇒ 〈Si · Sj〉 =
〈S2

tot〉 − 〈S2
i 〉 − 〈S2

j〉
2

. (2.53)

For further simpli�cations, only dimers will be taken into account, i.e. i = 1 and j = 2.
In equation (2.50) the expressions for 〈Si · Sj〉HS and 〈Si · Sj〉LS can be obtained using
equation (2.53)

6 The notation high-spin (HS) and low-spin (LS) will be used instead of ferromagnetic and antiferro-
magnetic, denoting a parallel as well as an antiparallel alignment of the spins. This is done because
the terms FM and AFM might not hold in their basic de�nition, e.g. in mixed dimers, where there is
no strict AFM.
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〈S1 · S2〉HS =
〈S2

tot〉HS − 〈S
2
1〉HS − 〈S

2
2〉HS

2
(2.54)

〈S1 · S2〉LS =
〈S2

tot〉LS − 〈S
2
1〉LS − 〈S

2
2〉LS

2
. (2.55)

Thus, the spin con�gurations of the whole dimers (Stot) and its constituents (S1, S2) are
needed. Replacing the last two expressions in equation (2.50) leads to

J12,general =
∆E ′

2
[
〈S2

tot〉HS−〈S
2
1〉HS−〈S

2
2〉HS

2
− 〈S

2
tot〉LS−〈S

2
1〉LS−〈S2〉2LS
2

]
=

∆E ′[
〈S2

tot〉HS − (〈S2
1〉HS + 〈S2

2〉HS)− 〈S
2
tot〉LS + (〈S2

1〉LS + 〈S2
2〉LS)

]
=

∆E ′[
〈S2

tot〉HS − 〈S
2
tot〉LS − (〈S2

1〉HS + 〈S2
2〉HS) + (〈S2

1〉LS + 〈S2
2〉LS)

]
J12,general =

∆E ′[
〈S2

tot〉HS − 〈S
2
tot〉LS + 〈S2

1〉LS − 〈S
2
1〉HS + 〈S2

2〉LS − 〈S
2
2〉HS

] . (2.56)

With that, the general form of Jij is obtained. This allows the evaluation of the coupling
constant in systems where the spins on the speci�c centers S1 and S2 are di�erent for the
HS and LS state. However, the number of unpaired electrons usually does not change
when comparing the HS and the LS state, simplifying equation (2.56) to

J12 =
∆E ′[

〈S2
tot〉HS − 〈S

2
tot〉LS

] . (2.57)

For equal atoms the term 〈S2
tot〉LS might be 0 and equation (2.57) further simpli�es to

J12 =
∆E ′

〈S2
tot〉HS

. (2.58)

The energies can be obtained from spin-polarized DFT calculations. Because only energy
di�erences matter, some methodological DFT errors will cancel. The accuracy of the
calculated coupling constants pro�ts from this error cancellation.

For a Ni(II) dimer the spins are S1 = S2 = 1. Accordingly, the expressions for the
expectation values of the total spin are

Stot,HS = 2⇒ 〈S2
tot〉HS → 6 (2.59)

Stot,LS = 0⇒ 〈S2
tot〉LS → 0. (2.60)

This leads to the coupling constant using equation (2.57) or equation (2.58)

JNi-Ni =
∆E ′

6
. (2.61)
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For a Cu dimer the spins are S1 = S2 = 0.5. In such a case the high-spin state has a spin
of SHS = 1. Because the two atoms are equal, equation (2.58) can be used to obtain

JCu-Cu =
∆E ′

2
. (2.62)

In a mixed Ni-Cu dimer the spins are S1 = 1 and S2 = 0.5. With that, 〈S2
tot〉HS accounts

to 3.75 and 〈S2
tot〉LS to 0.75. Correspondingly, the coupling constant using equation (2.57)

becomes

JNi-Cu =
∆E ′

3
. (2.63)

This formalism can be applied to any mixture of two atoms.

2.5.2. EXCHANGE MECHANISMS
In the following, an introduction in the exchange mechanisms shall be brie�y outlined. A
purely qualitative discussion will be carried out to introduce the basic concepts7. First
of all, exchange can occur between two electrons with the same spin. It is described
by the exchange integral Jab between two electrons a and b, which are represented by
their respective single-particle wave functions ψa and ψb. The exchange occurs between
positions r1 and r2

Jab = −
∫ ∫

ψ∗a(r1)ψ∗b (r2)
1

|r1 − r2|
ψa(r2)ψb(r1) d3r1d3r2. (2.64)

In contrast, the Coulomb integral

Cab =

∫ ∫
ψ∗a(r1)ψ∗b (r2)

1

|r1 − r2|
ψa(r1)ψb(r2) d3r1d3r2.

=

∫ ∫
ψ2
a(r1)

1

|r1 − r2|
ψ2
b (r2) d3r1d3r2 (2.65)

acts on all electrons independent of their spin orientation and originates from the elec-
tron charge. Thus, there is a competition between these two terms leading to a speci�c
magnetic behavior. Di�erent mechanisms for the exchange interaction are distinguished.

Direct exchange The most simple mechanism is the direct exchange between two mag-
netic centers. Once two magnetic centers are very close to each other, they occupy the
same space at the same time. As known from Pauli's exclusion principle, this is only pos-
sible if the spins align antiparallel. Once the centers are separated, the situation changes.
As seen in equation (2.64), a decrease in energy can be achieved by aligning the two spins
parallel, allowing them to be exchanged. This exchange counter-weights the Coulomb
interaction (equation 2.65) which is present for any pair of electrons, parallel or antipar-
allel aligned. This type of exchange mechanism is rarely observed in organic molecules or
single molecule magnets, which are of interest in this thesis.

7 There is no direct connection to the already introduced KS-DFT. However, for this basic overview
single-particle wave functions will be used. This is done for the purpose of explaining the mechanisms.
No calculations in a wave function theory based ansatz, like Hartree-Fock, were carried out.
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(a) (b)

Figure 2.6.: Visualization of the direct exchange mechanism. In (a), the magnetic cen-
ters are very close to each other, resulting in an antiparallel alignment of the
spins. Once the centers are separated the exchange integral becomes domi-
nant, leading to a ferromagnetic coupling (b).

Within magnetic molecules, another mechanism determines the magnetic ground state,
the so-called superexchange.

Superexchange Within organic/metal-organic systems, the exchange can be mediated
through non-magnetic bridging atoms (superexchange [56]). Usually this kind of exchange
results in an antiferromagnetic coupling. It occurs as soon as the involved transition
metals have partially empty d-states (d1 - d9). Superexchange requires that the two
species have the same occupation and that d-orbitals as well as fully occupied p-orbitals
are energetically close together. As an example, two magnetic centers with a d9 occupation
are visualized in �gure 2.7. For such occupations, the coupling is always antiferromagnetic.
Considering other occupations (d1 - d8), di�erent couplings can occur (see �gure 2.8).

center 1 center 2

non-magnetic center

center 1 center 2

non-magnetic center

Figure 2.7.: Visualization of the superexchange for two d9 centers with a fully occupied
(non-magnetic) bridging atom. An antiferromagnetic coupling occurs.
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center 1 center 2

non-magnetic center

center 1 center 2
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Figure 2.8.: Visualization of the superexchange for two d8 and two d4 centers with a
fully occupied (non-magnetic) bridging atom. An antiferromagnetic and a
ferromagnetic coupling occur.
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Double exchange The last mechanism which shall be discussed is the so-called double
exchange [57]. It occurs if the two magnetic centers obtain di�erent valence con�gura-
tions. Besides that, it is similar to the already discussed superexchange and results in a
ferromagnetic coupling. The energy levels are splitted due to a crystal �eld (Jahn-Teller
e�ect). From the center with more valence electrons an electron is exchanged to the center
where empty orbitals are present. This only results in a ferromagnetic coupling due to
Hund's �rst rule (maximizing the spin for a given electronic con�guration) [58].

eg

t2g

center 1 center 2

non-magnetic center

center 1 center 2

non-magnetic center

Figure 2.9.: Illustration of the double exchange between two di�erently occupied d-orbitals
on centers 1 and 2. The levels are splitted due to an octahedral crystal �eld
(thus the di�erentiation between eg and t2g). Again, the exchange is mediated
by a non-magnetic p-orbital.

2.6. MAGNETIC SHIELDING
The second part of this thesis is concerned with the magnetic shielding and the chemical
shift within nuclear magnetic resonance (NMR). Consequently, a brief review of the basics
of NMR and an introduction into the chemical shift will be given next.

2.6.1. BASICS OF NUCLEAR MAGNETIC RESONANCE (NMR)
Nuclear magnetic resonance is a widely used technique for the determination of the struc-
ture of solids and liquids. In NMR experiments, the spin of the nucleus is of interest. A
nucleus is NMR active if it is not comprised of an even number of protons and neutrons,
as this would result in a nuclear spin of I = 0. Any further discussion will be restricted
to I = 1

2
particles, as those are used in later investigations (129Xe).

Applying an external magnetic �eld Bext to a system leads to a splitting of the energy
levels as described by the associated Zeeman energy (Zeeman e�ect)

EZeeman,i = −miγh̄Bext. (2.66)

Here, mi is the spin of the respective energy level, γ is the magnetogyric ratio speci�c for
the nucleus depending on its composition (Nproton +Nneutron) and Bext = |Bext|.
This splitting leads to (2 I + 1) di�erent energy levels (multiplicity). With that, I = 1/2
particles are commonly investigated in NMR experiments as the Zeeman e�ect leads to
only two di�erent energy levels (see �gure 2.10).
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E

0

Bext

m = −1
2

m = +1
2

∆E = γhBext
2π = hν

⇒ ν = γBext
2π

⇒ ω = γBext

Figure 2.10.: Visualization of the energy splitting due to an applied magnetic �eld as
described by the Zeeman e�ect. Additionally, the excitation energy for a
I = 1/2 particle in the magnetic �eld is shown. The precession of the
nuclear spins is sketched.

Due to the applied �eld, the nuclear spin starts precessing with a speci�c frequency
that depends linearly on this �eld (the so-called the Larmor frequency νLarmor). This
frequency can be excited by an applied radiation with an energy of hνLarmor, where
νLarmor = γBext/(2π). Once the high energy state is excited, it will relax back to the
low energy level leading to an emission of radiation. This radiation is in resonance to the
applied radiation, leading to the experimentally measured NMR signal.

2.6.2. CHEMICAL SHIFT
The chemical shift is de�ned as a normalized change of resonance frequencies

δi =
νi − νref
ν0

, (2.67)

with νi being the resonance frequency of the nucleus under observation, νref being the
resonance frequency of a reference substance for this nucleus and ν0 being the operating
frequency of the spectrometer (the frequency of the applied radiation). The chemical shift
can be related to the magnetic shielding by employing the following equations

Bind = −σBext

Btot = Bext + Bind

= (1− σ)Bext, (2.68)
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where Btot is the total �eld which is experienced by the nucleus due to the shielding8, as
well as the resonance frequency

ν =
γBtot

2π
. (2.69)

The resonance frequencies of a nucleus i (νi) and the reference substance (νref) can be
written according to equations (2.68) and (2.69)

νi =
γ(1− σi)Bext

2π
and νref =

γ(1− σref)Bext

2π
. (2.70)

Combining those relations with equation (2.67) leads to an expression of the chemical
shift

δi =
γ(1−σi)Bext

2π
− γ(1−σref)Bext

2π
γBext

2π

=
((1− σi)− (1− σref))γBext

2π
γBext

2π

δi = σref − σi. (2.71)

For the special case of 129Xe, the chemical shift can be divided into several contributions
as shown by Ito and Fraissard [59] for zeolithes

δ = δ0 + δS + δXe-Xe + δE + δM + δSAS, (2.72)

with δ being the total shift of the Xe, δ0 being a reference signal at zero pressure (which
corresponds to the shielding of an isolated Xe atom), δS being the shift due to Xe-surface
interactions (which is especially important in MOFs), δXe-Xe being the shift due to Xe-
Xe interactions, δE and δM being in�uences of electric and magnetic �elds induced by
surrounding ions and δSAS being the shift due to strong absorption sites. In this thesis,
this equation can be simpli�ed. Firstly one can neglect δE and δM, as there are no
surrounding ions in the system, only Xe (δE = δM = 0). Further, δSAS can be included
into δS to collectively describe all surface e�ects. Those simpli�cations lead to

δ = δ0 + δS + δXe-Xe. (2.73)

The reference δ0 has to be determined only once. Afterwards, the calculated shielding
contributions will be referred to this value to evaluate the chemical shift (see equation
(2.71)). With that, the Xe chemical shift as given by Xe-surface and Xe-Xe interactions
has to be analyzed. The corresponding shielding values can be extracted using model
systems as shown in section 4.3.

8 In further discussion, only the isotropic shielding is considered, thus σ = 1
3 (σ11 + σ22 + σ33).
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2.7. COMPUTATIONAL DETAILS
Quantum ESPRESSO Quantum ESPRESSO (opEn Source Package for Research in
Electronic Structure, Simulation and Optimization) (QE) o�ers a large variety of possi-
bilities to calculate properties of systems using pseudopotentials [3]. The employed plane
wave basis set enables the treatment of periodic boundary conditions of systems with sev-
eral hundred atoms. In detail, QE allows the calculation of total energies, the electronic
density of states and can be further used for geometry optimizations.
For all calculations, the projector-augmented wave (PAW) method [49] was used
(labelled [element].pbe-[spn]-kjpaw_psl.0.[1,2,3].[1,3].UPF, for more information see
www.theossrv1.ep�.ch/Main/Pseudopotentials). A kinetic energy cuto� of 90 Ry for the
crystal structures of DUT-8(Ni) and 150 Ry for the respective model systems was used.
The kinetic energy cuto� was adjusted to 80 Ry for the calculations of UiO-66 and UiO-
67. For position and cell optimizations, the forces were reduced such that the di�erences
were smaller than 10−6 Ry/a0 ≈ 2.57·10−5 eV/Å. All reported values have been computed
with QE if not stated otherwise.
Convergence test calculations concerning di�erent numerical parameters were performed
(see Appendix 3).

FPLO Additonal calculations have been carried out with FPLO, a full potential local
orbital [4] program. This allowed an evaluation of the pseudopotential treatment within
QE using an all-electron treatment. FPLO uses a minimum basis set [4, 60].

SIESTA The molecular dynamics simulations within this thesis were performed with
SIESTA [61]. It uses local orbitals within a small basis set and pseudopotentials. This
makes it very suitable for the calculation of large systems (e.g. zeolithes, MOFs, etc.)
within reasonable computational e�ort.

XCrySDen X-window CRYstalline Structures and DENsities (XCrySDen) [62] has been
used for the visualization of all structures (�nite or periodic systems). Additionally,
XcrySDen can read QE output �les, which allows a straighforward display of many prop-
erties of interest (e.g. charge densities or structural changes during optimization).
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3.1. STRUCTURAL CONSIDERATIONS
For structural considerations of DUT-8(Ni), optimizations of the atomic positions and
the unit cell have been carried out. This ensures a consistent treatment of the systems
considering the geometry as obtained in the used theoretical framework.
Additionally, one can evaluate any property for the unrelaxed (initial) structures as well
as for the fully optimized ones. This will show how sensible the properties are to a given
geometry. All optimizations included vdW corrections [2]. For DUT-8(Ni)open two opti-
mizations were carried out, where in one of them the angles of the unit cell were �xed to
90◦ (labelled Opt1, leaving the orthogonal geometry unchanged) while for the other one
even the angles were allowed to change (labelled Opt2). After full geometry optimization
of the initial structures, the unit cell vectors are described as follows

Opt1 DUT-8(Ni)open:

a =

 18.66489

0.00000

0.00000

Å, b =

 0.00000

18.41702

0.00000

Å, c =

 0.00000

0.00000

9.16186

Å.

Opt2 DUT-8(Ni)open:

a =

 18.66123

0.00507

0.00352

Å, b =

 0.00500

18.42435

0.00141

Å, c =

 0.00175

0.00198

9.16385

Å

Opt2 DUT-8(Ni)closed:

a =

 6.66853

0.20297

0.10428

Å, b =

 −1.75441

7.57483

0.12651

Å, c =

 −2.68189

−0.81445

11.82161

Å

Table 3.1.: Cell parameters obtained from geometry optimization of the two phases of
DUT-8(Ni).

a [Å] b [Å] c [Å] α [◦] β [◦] γ [◦]

DUT-8(Ni)open

Opt1 18.665 18.417 9.162 90 90 90
Opt2 18.661 18.424 9.164 89.983 89.978 89.969
initial 18.676 18.676 9.613 90 90 90
exp [26] 18.431 18.431 9.391 90 90 90

DUT-8(Ni)closed
Opt2 6.672 7.776 12.149 89.981 101.973 101.279
initial 6.947 8.181 12.172 91.141 103.871 104.551
exp [26] 6.947 8.181 12.172 91.141 103.871 104.551

For further discussions, Opt2 will be referred to as 'DUT-8(Ni)open,vc' and 'DUT-(Ni)closed,vc'
for the respective structures of DUT-8(Ni) (vc stands for variable cell optimization). Fur-
ther investigations including the calculation of the binding energies of all structures are
summarized in Appendix 4.
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In all optimizations, a contraction of the cell along the Ni-Ni axis occurs, resulting in a
reduced Ni-Ni distance compared to the initial structures (along c for DUT-8(Ni)open and
mainly along a and b for DUT-8(Ni)closed). Based on this observation, model systems for
both (initial, optimized) structures were generated. This allows to analyze the in�uence of
di�erent Ni-Ni distances on the magnetic properties using signi�cantly less computational
ressources (see section 3.5). The contraction could be lifted in DUT-8(Ni)open, as this
structure only stabilizes upon adsorption. Any adsorbed species might apply a certain
stress to the system, which could increase the Ni-Ni distance and the unit cell volume [26].
Thus, the obtained values in this thesis will serve as a theoretical limit.

3.2. ELECTRONIC STRUCTURE - DENSITY OF STATES
Considerations of the electronic structure can be based on the electronic density of states
(DOS). The density of states is given by

DOS(ε) ∼
∑
n,k

δ(ε− εn,k). (3.1)

Here, n runs over all KS-orbitals in the considered energy range and k represents a recip-
rocal space vectors at which the energy is evaluated. Additionally, by using a projection
on the atoms and their corresponding KS-wave functions, a partial DOS (PDOS) can
indicate the contribution of any orbital (s,p,d character) to the energy levels. This al-
lows a qualitative analysis of the respective contributions especially considering two spin
densities, one for spin up (↑) and one for spin down (↓). Taking the de�nition of the
spin-polarization (see equation (2.27)), di�erent magnetic orderings can be distinguished
considering the DOS.

For closed shell systems, there is no di�erentiation between spin up and spin down elec-
trons, i.e. energy levels are occupied by electrons of both spins originating at the same
atoms. This leads to a spin-polarization of zero, and no magnetic interaction occurs.

On the other hand, for an open shell system the situation changes. Considering an
antiferromagnetic (low-spin) ordering, ↑- and ↓-electrons will occupy states at the same
energies. Again, the spin-polarization becomes zero. However, in contrast to a closed shell
system not all ↑- and ↓-electrons are localized at the same atom. Thus, unpaired electrons
at di�erent centers occur. For the antiferromagnetic case an antiparallel alignment of the
spins is present, which can be seen in the DOS as well.

For a ferromagnetic (high-spin) ordering, the occupation of energy levels can be di�erent
for ↑- and ↓-electrons, leading to a non-zero spin-polarization.

In �gure 3.1 (a) and 3.1 (b) the total DOS for DUT-8(Ni)open/closed,vc are displayed. In
addition to the total DOS, the PDOS for the Ni 3d-states (for each individual Ni) are
shown9. The energy levels around the Fermi level are clearly dominated by Ni 3d-states.
Furthermore, the d-electrons of the two di�erent Ni atoms occupy the same energy levels
for ↑ and ↓, indicating an antiferromagnetic behavior.

9 For DUT-8(Ni)open, two Ni dimers per unit cell are present. In the DOS, the sum of the �rst (Ni1)
and the second Ni (Ni2) is displayed.
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(a) DUT-8(Ni)open,vc

(b) DUT-8(Ni)closed,vc

Figure 3.1.: Density of states for DUT-8(Ni)open/closed,vc.
The spin up DOS is given in the upper half of each �gure while the spin down DOS
is displayed in the lower half. The partial DOS for the Ni 3d-states (for each Ni) is
presented, clearly indicating that the d-electrons dominate the energy levels around
the Fermi level εF. Further, spin up and spin down electrons occupy levels at the
same energy, indicating an antiferromagnetic (low-spin) ordering.
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3.3. MAGNETIC GROUND STATE INVESTIGATIONS
To analyze the magnetic ground state of a system, total energies corresponding to di�erent
magnetic orderings have to be calculated. This was done with spin-polarized KS-DFT.
As already explained in section 2.5.1, the magnetic behavior can be characterized by the
coupling constant Jij.
It should be considered that DUT-8(Ni)open contains two Ni-dimer SBUs in one unit cell.
As the SBUs are well separated by organic linkers, they can be treated independently (see
supercell calculations in section 3.4 or model calculation in section 3.5.3). Given this fact,
the coupling constant scales linearly with the number of Ni-dimers per unit cell NSBU.
Thus, equation (2.57) has to be adjusted to

Jij =
∆E ′[

〈S2
tot〉HS − 〈S

2
tot〉LS

] · 1

NSBU
. (3.2)

The results of spin-polarized calculations of the crystal systems are given in table 3.2 (for
the initial geometries) and table 3.3 (for the optimized geometries). In those tables, Mtot

is the total magnetization (given by
∫

(n↑−n↓) d3r) corresponding to the spin-polarization
of the entire system while Mabs is the absolute magnetization (given by

∫
|n↑ − n↓| d3r)

referring to the sum of spin-polarizations per atom.

Table 3.2.: Results for spin polarized calculations of the two crystal structures of
DUT-8(Ni) in their initial geometries [12].

Parameter
DUT-8(Ni)open,init DUT-8(Ni)closed,init

high-spin low-spin high-spin low-spin
Etot [Ry] −2685.1016 −2685.1308 −1341.9985 −1342.0044
Mtot [µB/cell] 8.00 0.00 4.00 0.00
Mabs [µB/cell] 8.26 7.47 4.15 3.70
Jij [cm−1] −267.4 (low-spin) −108.4 (low-spin)

Table 3.3.: Results for spin polarized calculations of the two crystal structures of
DUT-8(Ni) in their optimized geometries.

Parameter
DUT-8(Ni)open,vc DUT-8(Ni)closed,vc

high-spin low-spin high-spin low-spin
Etot [Ry] −2685.6353 −2685.6612 −1342.8502 −1342.8671
Mtot [µB/cell] 4.00 0.00 2.00 0.00
Mabs [µB/cell] 4.53 6.29 2.38 3.28
Jij [cm−1] −316.1 (low-spin) −411.6 (low-spin)
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For the initial geometries, negative coupling constants and correspondingly a low-spin
coupling between the Ni atoms is found. The coupling constant is larger for the open
structure in comparison to the closed one. Considering the geometries, the two Ni atoms
within the SBU are well separated (dNi-Ni,open,init = 2.806 Å and dNi-Ni,closed,init = 2.736 Å).
Taking into account that in DUT-8(Ni)closed,init the chemical environments for the two Ni
atoms are di�erent (regarding the Ni-O and Ni-N distances), a decrease of the magnetic
interaction occurs. This can be seen from the absolute magnetizations in the favourable
low-spin magnetic ordering as well. In DUT-8(Ni)open,init this quantity becomes larger,
thus a stronger magnetic interaction occurs. Furthermore, the spin densities in DUT-
8(Ni)closed,init are extended onto the organic linkers (as shown in Appendix 7). Thus, a
strict localization is not given anymore, leading to a decrease of Jij.
Regarding the optimized structures, negative coupling constants are obtained as well. A
di�erence to the initial structures is the absolute magnetization in the high-spin state.
For the initial geometries Mabs ≈ 4 µB is obtained, while in the optimized geometries
this value becomes Mabs ≈ 2 µB. This might be attributed to a possible bond formation
between the Ni centers due to the reduced Ni-Ni distances (dNi-Ni,open,vc = 2.386 Å and
dNi-Ni,open,vc = 2.478 Å). Thus, the absolute values of the coupling constants can hardly
be compared quantitatively.
However, in this section the energy di�erences between the low-spin and the high-spin state
shall be analyzed. For DUT-8(Ni)open,init, this energy di�erence is larger in comparison
to DUT-8(Ni)open,vc. An explanation of this behavior can again be based on the absolute
magnetizations. This quantity becomes smaller in DUT-8(Ni)open,vc. Therefore, a smaller
energy di�erence occurs due to the reduced magnetic interaction between the Ni centers.

Further explanation can be found considering the localization of the spin densities. Within
DUT-8(Ni)open,init, such densities are localized on the Ni centers10. On the other hand for
DUT-8(Ni)open,vc, a signi�cant spread of the spin densities over all adjacent linkers occurs
(see Appendix 7). Thus, a clear distinction between the high-spin and the low-spin state is
not provided anymore. Additionally, the smaller absolute magnetization is another result
of this spread. Furthermore, the concept of the Heisenberg-Dirac-Van Vleck Hamiltonian
(see section 2.5.1) does not apply anymore, as localized spin centers are required. With
that, the coupling constant for this geometry should be considered as a limiting case.
As mentioned before, the spin densities in DUT-8(Ni)closed,init are not fully localized on
the Ni centers. In contrast, such densities are fairly localized in DUT-8(Ni)closed,vc. As a
result, the coupling constant as well as the energy di�erence is larger for DUT-8(Ni)closed,vc.
However, the absolute magnetization is smaller in comparison to the initial structures,
which is another consequence of the smaller Ni-Ni distance. Comparing the geometries
of the two structures, rather large di�erences can be found. The two Ni centers in the
optimized structure have the same chemical environment (i.e. the Ni-O and Ni-N distances
are the same in the optimized structure). This is in contrast to the initial structure of
DUT-8(Ni)closed, where the chemical environment is di�erent for the two Ni centers. Thus,
the magnetic interaction for the optimized structure is stronger. Interestingly, the energy
di�erence between the high-spin and the low-spin state in DUT-8(Ni)closed,vc is the largest
for all considered geometries. This is re�ected in the strongest magnetic interaction
considering Jij. Consequently, for some model system calculations, only models derived
from this structure have been used (see section 3.5.2 and 3.5.3).

10 Localization in this context is used such that the spin densities which contribute to the magnetic
interaction are only found at the Ni atoms.
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In summary, the low-spin state in all considered geometries is favourable. Taking these
considerations into account, model systems (section 3.5) were derived from the initial
as well as from the fully optimized structures. This ensures a thorough analysis of the
magnetic properties with respect to di�erent Ni-Ni distances. Furthermore, the model
systems require signi�cantly less computational time and can be easily modi�ed.

3.4. SUPERCELL CALCULATIONS
As presented in the last section, the calculations on the single unit cells reveal a low-spin
ordering in both crystal phases. However, those calculations only included a description of
the magnetic coupling between the same unit cell. An appropriate analysis of the magnetic
interaction between di�erent unit cells is carried out using a supercell approach. For this
purpose, supercells for DUT-8(Ni)open,vc and DUT-8(Ni)closed,vc have been generated such
that there are four SBUs per supercell (as depicted in �gure 3.2).

I

II

III

IV

I

II

III

IV

Figure 3.2.: The supercells for DUT-8(Ni)open,vc and DUT-8(Ni)closed,vc to imply di�erent
magnetic orderings. The Ni dimers as magnetic units are highlighted (see
table 3.4 as well).

This ansatz does not treat the coupling along the carbon rings within DUT-8(Ni)closed,vc.
However, considering the length of such linkers, the magnetic coupling along them becomes
negligible. Di�erent magnetic orderings within the supercells have been employed. An
explicit description of the orderings is given in table 3.4 11.
The results of the supercell calculations con�rm the discussion from the previous section,
i.e. a local LS coupling within the SBU is the most favourable magnetic ordering (see table
3.4). Additionally, the supercell calculations were used to analyze the global magnetic
ordering when the local ordering is HS. From these investigations it can be concluded that
a global HS arrangement between SBUs, which are interconnected along the dabco units,
is more favourable. This behavior is e.g. found for DUT-8(Ni)closed,vc (compare global HS,
S = 2 and global LS). Thus, if the local order is HS, a global order would be HS (at least
in the case of a Ni SBU in DUT-8(Ni)closed,vc). More detailed investigations considering
long-range magnetic interactions were carried out, see section 3.5.3.

11 Investigations for the initial structures can be found in Appendix 5. Similar results were obtained.

42



Table 3.4.: Results for supercell calculations for DUT-8(Ni)open,vc and DUT-8(Ni)closed,vc.
The magnetic dimer units I, II, III and IV refer to the indication in �gure 3.2. ↑
and ↓ stand for the spins at a speci�c Ni atom per SBU. Mtot denotes the total
magnetization while Mabs stands for the absolute magnetization. Additionally, low
describes a local low-spin ordering, up refers to a local high-spin with two ↑ and
dn corresponds to a local high-spin with two ↓. Di�erent magnetic orderings were
compared using ∆Etot−LS(local) = Etot − ELS(local).

global type I II III IV
Mtot Mabs ∆Etot−LS(local)

[µB/cell] [µB/cell] [meV/dimer]
DUT-8(Ni)open,vc

LS

I,II,III,IVlow ↑↓ ↑↓ ↑↓ ↑↓ 0.00 12.59 0.00
I,II,III,IVlow,2 ↑↓ ↑↓ ↓↑ ↓↑ 0.00 12.61 3.29

I-IVup ↑↑ ↓↓ ↓↓ ↑↑ 0.00 8.93 203.84
II-IIIdn
I-IIIup ↑↑ ↓↓ ↑↑ ↓↓ n/a n/a n/a
II-IVdn

HS, S = 4 I,II,III,IVup ↑↑ ↑↑ ↑↑ ↑↑ n/a n/a n/a

DUT-8(Ni)closed,vc

LS

I,II,III,IVlow ↑↓ ↑↓ ↑↓ ↑↓ 0.00 13.11 0.00
I,II,III,IVlow,2 ↑↓ ↑↓ ↓↑ ↓↑ 0.00 13.14 7.42

I,IVup ↑↑ ↓↓ ↓↓ ↑↑ n/a n/a n/a
II,IIIdn
I,IIup ↑↑ ↑↑ ↓↓ ↓↓ 0.00 15.40 362.50

III,IVdn

I,IIIup ↑↑ ↓↓ ↑↑ ↓↓ 0.00 15.41 362.58
II,IVdn

I,IIlow ↑↓ ↑↓ ↑↑ ↓↓ 0.00 14.68 233.53
IIIup, IVdn

I,IIIlow ↑↓ ↑↑ ↑↓ ↓↓ 0.00 14.68 233.47
IIup, IVdn

I,IVlow ↑↓ ↑↑ ↓↓ ↑↓ 0.00 14.26 218.38
IIup, IIIdn

HS, S = 2

I,II,IVdn ↓↓ ↓↓ ↑↑ ↓↓ n/a n/a n/a
IIIup
I,IIlow ↑↓ ↑↓ ↑↑ ↑↑ 4.00 11.34 151.81
III,IVup

I,IIIlow ↑↓ ↑↑ ↑↓ ↑↑ 4.00 11.35 151.81
II,IVup

I,IVlow ↑↓ ↑↑ ↑↑ ↑↓ 4.00 11.17 151.09
II,IIIup

HS, S = 4 I,II,III,IVup ↑↑ ↑↑ ↑↑ ↑↑ 8.00 9.25 264.88
HS, S = 8 I,II,III,IVup ↑↑ ↑↑ ↑↑ ↑↑ 16.00 16.47 400.98
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3.5. MODEL SYSTEMS
As MOFs tend to have rather big unit cells with a large number of atoms, DFT becomes
quite demanding from a computational point of view. With that, it is desirable to reduce
the computational time while preserving the quality of the results to a large extent. One
ansatz to achieve this goal are molecular model systems. Such systems contain less atoms
than the original structure and are therefore easier to handle. Additionally, these systems
can be easily modi�ed and e�ects of such modi�cations can be studied (see �gure 3.3).

M1 remove
NH3

M3

replace Ni
with Cu

M6

Figure 3.3.: Initial model system (M1) and examples for two modi�cations, leading to new
models (M3, M6). All models are shown in �gure 3.4.

As the focus of this work is the electronic magnetism of MOFs and this magnetism is
localized on the SBUs, molecular models can be extracted from the crystal structures. For
this purpose, the SBU has been cut from the periodic structures. With that, a system that
contains only the two Ni atoms and their respective chemical environment (four oxygen
atoms, connected with a carbon atom, and one nitrogen atom each) is obtained. All other
structural details of the periodic systems are neglected. To ensure charge neutrality and
saturate free bonds, the carbon atoms as well as the nitrogen atoms have been saturated
with hydrogen, see �gure 3.3. This reduces the amount of atoms drastically (132 atoms
per unit cell in DUT-8(Ni)open to 26 atoms in the initial model system). In addition,
the molecular models are �nite systems and can be treated without the need of periodic
boundary conditions.
Those models not only allow the study of the magnetic properties in a faster manner, but
additionally provide the possibility to easily analyze the resulting coupling constant upon
structural changes. Furthermore, the metal centers themselves can be exchanged with
other 3d-metals to analyze the alterations of the magnetic behavior. This might enable
the prediction of new MOFs based on the original structure of DUT-8(Ni) with potential
high-spin magnetic characteristics.
To analyze how alterations of the chemical environment a�ect the magnetic coupling of
the Ni atoms, several changes have been implied (see table 3.5 and �gure 3.4).
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(a) M1 open,init (b) M1 closed,init (c) M2

(d) M3/4 (e) M5 (f) M6/7 (g) M8

(h) M9 (i) M10 (j) M11

Figure 3.4.: Geometries of the model systems for the investigations of the magnetic be-
havior of DUT-8(Ni).
The initial model M1 is shown for DUT-8(Ni)open,init (a) and DUT-
8(Ni)closed,init (b), while all other models (M2 - M12) are only shown for DUT-
8(Ni)open,init. For M2, the carbon rings of the linkers have been added. The removal
of one or two NH3 groups was studied with M3, M4 and M5. An exchange of Ni
with Cu was analyzed using M6, M7 and M8. Other functional groups replacing
NH3 were investigated with M9, M10, M11 (corresponding to H2O, CO2 and HCN).
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Table 3.5.: Alterations of the model systems to study di�erent chemical environments.
Label initial unit/atom changed unit/atom
M1 none none
M2 C-H C-Phenyl
M3 only �rst NH3 removed
M4 only second NH3 removed
M5 both NH3 removed
M6 only �rst Ni Cu
M7 only second Ni Cu
M8 both Ni Cu
M9 NH3 OH2

M10 NH3 OCO
M11 NH3 NCH

The model systems only work if the magnetism is localized on the metal centers. This
was ensured not only with the supercell calculations discussed in the previous section,
but by calculations on further model systems analyzing the magnetic behavior along the
dabco units (see section 3.5.3).

3.5.1. INFLUENCE OF CHEMICAL ENVIRONMENTS ON Ji j
The model systems as introduced in the previous section have been investigated regarding
their coupling constants. To con�rm the results from QE, all spin-polarized calculations
have been performed with FPLO as well. This allows a comparison between the resulting
coupling constant based on an all-electron calculation and a pseudopotential calculation.
Thus, the accuracy of the QE calculations to describe Jij can be analyzed. As seen in
tables 3.6 and 3.7, the agreement between the pseudopotential and the all-electron results
is very good.
All obtained values for the model systems can be found in Appendix 6.

Table 3.6.: Resulting coupling constants for the model systems as derived from the initial
(unrelaxed) structures of DUT-8(Ni).

Model
DUT-8(Ni)open,init DUT-8(Ni)closed,init

JQE [cm−1] JFPLO [cm−1] JQE [cm−1] JFPLO [cm−1]
M1 −272.2 −274.8 −70.2 −58.6
M2 −254.8 −257.9 −58.9 −45.7
M3 +383.6 +486.7 +269.1 +289.7
M4 +388.2 +502.2 −5.7 +10.7
M5 +722.1 +1050.9 +346.7 +368.6
M6 −247.9 −243.6 +1.8 −5.3
M7 −242.5 −237.7 −104.6 −101.9
M8 −517.6 −496.4 −69.5 −37.5
M9 +121.7 +156.8 +38.3 +94.6
M10 +540.5 +621.6 +379.0 +459.3
M11 +620.7 +694.1 +434.1 +465.2
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Table 3.7.: Resulting coupling constants for the model systems as derived from the fully
optimized structures of DUT-8(Ni).

Model
DUT-8(Ni)open,vc DUT-8(Ni)closed,vc

JQE [cm−1] JFPLO [cm−1] JQE [cm−1] JFPLO [cm−1]
M1 −68.8 −60.5 −382.3 −364.1
M2 −121.7 −142.2 −424.4 −414.2
M3 +948.6 +936.0 +621.5 +632.9
M4 +954.9 +922.3 +610.9 +621.3
M5 � � � �
M6 −244.7 −240.1 +63.3 +60.0
M7 −239.5 −235.0 +61.5 +61.6
M8 −425.4 � −97.6 −89.6
M9 +672.2 +689.4 +162.1 +194.8
M10 � � +694.2 �
M11 +1071.2 � � �

The initial model system (M1) was used as the starting point for all further
investigations. This model needs to reproduce the magnetic properties of
the crystal structures. As can be seen from table 3.6 and 3.7, the coupling
constants of the model systems are in good agreement with the respective
values in the crystal structures

DUT-8(Ni)open,init: Jcrystal = −267 cm−1 and JM1 = −272 cm−1

DUT-8(Ni)closed,init: Jcrystal = −108 cm−1 and JM1 = −70 cm−1

DUT-8(Ni)closed,vc: Jcrystal = −412 cm−1 and JM1 = −382 cm−1.

Only for DUT-8(Ni)open,vc, these values di�er (Jcrystal = −316 cm−1 and JM1 = −69 cm−1).
This might be the consequence of the very small Ni-Ni distance, which is further analyzed
in Appendix 7. This additional analysis shows that the model system ansatz works in
general. Only for very small metal-metal distances, the ansatz fails due to an extension of
the spin densities onto the adjacent linkers12. Consequently, the removal of the adjacent
linkers leads to an inaccurate description of the magnetic coupling. However, the ansatz
works well for Ni-Ni distances larger than 2.47 Å. With that, the models from DUT-
8(Ni)open,vc are considered as a limiting case. Accordingly, all further values presented for
this model system must be viewed with caution. Because it qualitatively represents the
correct magnetic behavior, further investigations were carried out for this model as well.
In summary, for all other systems the M1 model represents the magnetic coupling of the
crystal structures and additionally shows that the magnetism is localized on single SBUs.

The M1 model was extended by the carbon rings of the linkers in the crystal
structures (M2). This was done to determine which in�uence these additional
carbon structures have on the magnetic coupling. With that, it can be
evaluated whether the carbon structures have to be considered or can be
disregarded. As can be seen from the tables, the additional phenyl rings

12 In systems where the spin densities are delocalized, the Heisenberg Hamiltonian formalism does not
hold anymore, as it requires localized spin centers. However, the total energies of di�erent magnetic
orders can be compared, revealing the most favourable ordering.
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do barely in�uence the coupling constant. Only for the models as derived from DUT-
8(Ni)open,vc, a rather large di�erence between the Jij of M1 and M2 is obtained. As already
mentioned, this model is characterized by a very small Ni-Ni distance (see Appendix 7).
For all further investigations, the phenyl rings have been disregarded, because the coupling
constant for all other models is una�ected by these structural elements.

The removal of one NH3 group was analyzed next (M3). For this model, the
magnetic ground state changes from a low-spin to a high-spin state with a
resulting spin of S = 1. This is caused by the missing attractive interaction
between one N to a Ni atom. With that, the electronic density between the
Ni atoms increases, leading to a signi�cant overlap of their wave functions.
As a consequence, a stronger Ni-Ni interaction and a spin state of 1 occurs.

Those model systems represent the crystal structure with a missing dabco unit, which can
appear as a defect in the crystalline nature. Thus, it would be interesting to introduce
such defects experimentally and analyze the change in the local magnetic ordering. The
e�ect of defects on the coupling constant were further investigated in section 3.5.2.
For M4 the same result as for M3 is obtained, as the corresponding change is equivalent
(removal of one NH3 group). Only for DUT-8(Ni)closed,init the calculated coupling constant
is almost zero. This is a result of the geometry of the system. A signi�cantly di�erent
electronic structures upon removal of the di�erent NH3 groups is present. However, all
other models show the same behavior as M3, thus a consistent result is found.

The explanation for M3/M4 holds for M5 as well. Here, the nitrogen atoms
are entirely absent, leading to a strong overlap of the wave functions in be-
tween the Ni atoms. The remaining electrons arrange in a high-spin ordering.
For the optimized structures, the low-spin state becomes non-magnetic and
therefore was not further studied.

A di�erent magnetic behavior is expected for M6, considering the di�erent
electronic con�gurations of Ni ([Ar]4s23d8) and Cu ([Ar]4s13d10). With that,
a di�erent number of unpaired electrons per system occurs, which will inter-
act di�erently. As is known from literature (e.g. [17]), Cu complexes tend
to couple in a low-spin manner (S = 0) with a rather small energy di�er-
ence to the high-spin state of ≈ 100 meV. This can be con�rmed with the
calculations on such systems. The coupling constants indicate a low-spin

magnetic coupling. However, the energy di�erences to the high-spin state are approxi-
mately a factor of two smaller in comparison to the M1 system. An explanation can be
based on the larger number of unpaired electrons in a pure Ni-system. For M6, there are
two electrons from the Ni atom which participate in the magnetic interaction while there
is one from Cu. This results in a high-spin state with SHS = 3/2 and a low-spin state with
SLS = 1/2. Thus, there are always two electrons aligned parallel at the Ni site which will
align either parallel (↑↑↑) or antiparallel (↑↑↓) with the electron from Cu. Consequently,
the separation between the high-spin and the low-spin state is not as distinct as for the
pure Cu system (↑↑ or ↑↓, M8), leading to a smaller energy di�erence.
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For DUT-8(Ni)closed,init, once more a coupling constant close to zero is observed. This can
again be explained by the geometry and the corresponding di�erent contributions of the
electronic structure within this system.
An exception considering the coupling constant is found for DUT-8(Ni)closed,vc, where a
high-spin coupling is observed. This might be caused by the di�erent Ni-Cu distance
occuring in this model (compared to models derived from the other crystal geometries).
As for all other models a low-spin coupling is present, there might be a small distance
regime where the magnetic coupling changes to a high-spin manner. Applying stress or
strain to the crystal systems could cause di�erent distances between the metal centers.
Thus, it would be interesting to investigate whether the magnetic interaction can be
changed from a LS to a HS coupling by external forces (e.g. pressure).
For the M7 system, the same explanation as for M6 can be applied. Here, even the
DUT-8(Ni)closed,init model shows a LS coupling.

Further, for M8 (pure Cu system) a larger energy di�erence than in the
Ni-Cu mixed systems is found. This can be attributed to the mag-
netic con�gurations which occur in each system (see explanation for M6
as well). For FPLO and DUT-8(Ni)open,vc, a non-magnetic state for the
low-spin ordering is found. Thus, no further evaluation is carried out.

Considering the model M9, one expects rather strong changes in the mag-
netic ground state in analogy to the work of [63]. For a substitution of the
NH3 groups with water, two lone pairs of the oxygen are pointing towards
the Ni atoms. The oxygen can be characterized to have a sp3 hybridiza-
tion. Additionally, the Ni-N interaction most likely plays a crucial role in
the resulting ground state. However, the Ni atoms are now coordinated with
another oxygen instead of the initial nitrogen. As a result, the energy di�er-

ence ∆ELS−HS is comparably small. However, the magnetic ground state already changed
to a high-spin state with a spin of 1. This shows the signi�cance of the functional groups
at the Ni atoms regarding the magnetic ground state.

For M10, the energy di�erence is approximately �ve times larger
compared to M9 while the ground state is maintained with a spin
of 1. This can be attributed to the signi�cantly stronger inter-
action of the oxygen to its carbon atom (double bond, sp2 hy-
bridization) within the CO2 molecule. With that, the bond-
ing situation of the adjacent groups plays an important role in
the resulting magnetic ground state.

In the last model system (M11) the nitrogen forms a triple bond with its
neighboring carbon atom (N−−−C−H), leading to a sp-hybridisation. This
gives rise to the increase in the energy di�erence between the high-spin and
low-spin state, which seems to be consistent among all considered model
systems.
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The analysis of the model systems shows that the magnetic ground state within the
original Ni dimer system can be easily modi�ed by rather small changes in the chemical
environment. It should be possible to implement some of the changes in an experimental
setup. The stability of the resulting structures remains to be determined, but the potential
to generate a high-spin MOF is certainly given, even with Ni dimers as SBUs.

Given the fact that the replacement with Cu (M6, M7, M8) leads to a rather large change
in the coupling constant while keeping the low-spin magnetic behavior, further investi-
gations were carried out. These included a replacement of the metal centers with other
3d-metals, leaving the chemical environment unchanged. With that, the sole in�uence
of the magnetic centers on the magnetic ground state were analyzed. For information
regarding the results of this investigation, please see Schwalbe et al. [13].

From this investigation, several combinations of 3d-elements are found to couple in a
HS manner. Regarding these �ndings, further analysis should include a replacement of
the obtained combinations of 3d-metals into the crystal structures. An analysis of their
stability could be done with e.g. molecular dynamics. Additional investigations regarding
long-range magnetic interactions between these HS-SBUs are given in section 3.5.3.

Considering the replacement of the SBU, two approaches could be carried out. On the
one hand, all original SBUs could be replaced with HS-SBUs, even though they might
not stabilize within the original geometry. On the other hand, one SBU could be replaced
with a HS-SBU, while all surrounding ones are left to be the original SBUs. This could
stabilize the replaced SBU within the periodic framework and might generate a localized
high-spin site surrounded by low-spin units. These low-spin units could then serve as
a separator between HS sites, creating a threedimensional, distinct network of clearly
separated high-spin sites.

A thorough theoretical analysis of this stability would require very large supercells. Af-
terwards, molecular dynamics simulations would have to be carried out for a long time to
ensure equilibration. This is beyond the scope of this thesis, but it remains an interesting
question for possible future work, both theoretically as well as experimentally.
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3.5.2. INFLUENCE OF DEFECTS ON Ji j
In this section, results of investigations on systems with a missing dabco unit are reported.
Such systems represent defects in the crystal structure. This might be interesting for a
comparison with experiment, where defects will be present at all times to a certain extent.

To study the e�ect of a missing dabco unit, another model was generated, as depicted
in �gure 3.5. It consists of two M3 models, where the Ni sites with removed NH3

groups are facing each other. Within this model, di�erent magnetizations on the four
Ni centers can be implied (each arrow counts for two electrons at the speci�c center),
i.e. HS(local) and HS(global) ↑↑↑↑, HS(local) and LS(global) ↑↑↓↓ and LS(local) ↑↓↑↓
(see �gure 3.6 for a more detailed description).

Figure 3.5.: Model system consisting of two M3 models for the evaluation of the magnetic
behavior of adjacent SBUs with a removed dabco unit.

HS(local)
HS(global)
HS(local)
LS(global)

LS(local)

Ni 1 Ni 2 Ni 3 Ni 4

d = [2.3 Å, 9.3 Å]
Figure 3.6.: Visualization of the di�erent possible magnetic orientations for a system con-

sisting of two M3 models. Here, Ni atoms 2 and 3 are the sites where the
dabco unit has been removed.
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For each of those magnetizations, the distance between the two M3 models was succes-
sively increased between 2.3 Å and 9.3 Å. This ensures to start from a binding situation
and to end at two isolated M3 models. The analysis of the total energies as a function of
increasing distance will indicate which of the orderings is most favourable.

As can be seen from �gure 3.7, the local HS character is always favourable, as expected
from the calculations on the isolated M3 systems. Furthermore, the global magnetic
interaction between the SBUs has no e�ect on the total energy. Thus, the local ordering
is signi�cantly stronger than the global interaction13. This gives further evidence that
the magnetism in the MOFs is completely localized, even in the limiting case of a missing
dabco unit.

(a) DUT-8(Ni)closed,vc

Figure 3.7.: Total energy di�erence of di�erent magnetic orderings as a function of the
Ni-Ni distance. The global energy minimum is always obtained for a local
HS coupling, independent of the coupling between the SBUs. The black line
denotes the minimum distance.

13 Corresponding investigations were performed for DUT-8(Ni)open,vc and DUT-8(Ni)open,init. The results
of these investigations are equivalent to the ones reported here (see Appendix 8 for further details).
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3.5.3. INFLUENCE OF LONG-RANGE MAGNETIC INTERACTIONS ON Ji j
As discussed in the previous sections, the magnetism within the SBU is localized. The
investigation of Schwalbe et al. [13] were concerned with the metal exchange in the
magnetic dimer unit. An entire family of HS-SBUs was obtained (Fe-Fe, Fe-Co, Fe-Ni
and Fe-Cu). Furthermore, as discussed in section 3.5.1, the Ni-Cu dimer coupled in a
HS manner for the model system derived from DUT-8(Ni)closed,vc. With that, further
investigations were carried out for these HS-SBUs.
The question about the stability of the local magnetic ordering regarding long-range
magnetic interactions along the dabco unit arises (as already mentioned in section 3.4).
To analyze this stability, another model system has been generated (see �gure 3.8). Within
this model, two SBUs are connected with a dabco unit. For the discussions in this section,
only the model as derived from DUT-8(Ni)closed,vc is used. This was done because the
calculations are computationally demanding and the results should be similar for model
systems derived from other crystal structures14. Additionally, the Ni-Cu system as a
HS-SBU can be studied.
Considering that there is a maximum amount of two di�erent magnetic centers per SBU
(e.g. X = Fe and Y = Ni) and two SBUs in the model system, three di�erent geometries
have to be distinguish, namely XY-D-XY, XY-D-YX and YX-D-XY (the dabco unit will
be abbreviated with D). For each of these geometries, two di�erent magnetic orderings can
be implied while keeping the HS character per SBU (↑↑-D-↑↑ and ↑↑-D-↓↓). A geometry
in addition to a magnetic ordering will be referred to as a con�guration (for clari�cation,
see �gure 3.9 and table 3.8).

1 2 3 4

SBU 1 dabco unit = D SBU 2

Figure 3.8.: Model system including the dabco unit and two SBUs. The metal centers are
enumerated.

X Y - D - X Ygeometry

↑ ↓ ↑ ↓ordering
con�guration

Figure 3.9.: Explanation of the terms geometry (arrangment of atoms), ordering (spin
orientation at the metal centers) and con�guration (geometry + ordering).
The labels X and Y denote di�erent magnetic centers.

14 Similar results were obtained for a model system derived from DUT-8(Ni)open,init, see Appendix 9.
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Table 3.8.: Geometries with associated labels of the investigated con�gurations.
Geometry Label Con�guration

XX-D-XX

C1 Ni1 ↑ Ni2 ↓ - D - Ni3 ↑ Ni4 ↓
C2 Ni1 ↑ Ni2 ↓ - D - Ni3 ↓ Ni4 ↑
C3 Fe1 ↑ Fe2 ↑ - D - Fe3 ↑ Fe4 ↑
C4 Fe1 ↑ Fe2 ↑ - D - Fe3 ↓ Fe4 ↓

XY-D-XY
C5 X1 ↑ Y2 ↑ - D - X3 ↑ Y4 ↑
C6 X1 ↑ Y2 ↑ - D - X3 ↓ Y4 ↓

XY-D-YX
C7 X1 ↑ Y2 ↑ - D - Y3 ↑ X4 ↑
C8 X1 ↑ Y2 ↑ - D - Y3 ↓ X4 ↓

YX-D-XY
C9 Y1 ↑ X2 ↑ - D - X3 ↑ Y4 ↑
C10 Y1 ↑ X2 ↑ - D - X3 ↓ Y4 ↓

As a starting point, the original Ni dimer SBUs with two di�erent magnetic orderings were
calculated (con�gurations C1 and C2), see table 3.8. The magnetic interaction between
the two SBUs for this local LS coupling is negligible (see table 3.9).
To analyze the long-range magnetic behavior further, di�erent con�gurations for all HS-
SBUs (i.e. C4−C3, C6−C5, C8−C7, C10−C9) were compared, see tables 3.8 and 3.9.
For con�gurations C5 to C10, an odd number (C5, C7 and C9) refers to a global high-
spin coupling while an even number (C6, C8 and C10) denotes a global low-spin coupling.
Additionally, the coupling constant between the SBUs can be calculated. For that purpose,
each SBU can be assumed to serve as one magnetic center. Consequently, Jij can be
evaluated like JC5,C6 = (EC6−EC5)/(〈S2

tot,C5〉) 15. The energy di�erences and the resulting
coupling constants are very small (see table 3.9). Regarding these values, no signi�cant
global magnetic interaction along the dabco unit occurs.
To further verify the results, optimizations for con�gurations C1, C2, C3 and C4 were
carried out. There are no major di�erences in neither energy nor the resulting geometry
(∆EC1−C2,opt = −5.07 meV, ∆EC4−C3,opt = −2.91 meV). Thus, the local character of the
magnetism is stable for a local LS and a local HS coupling.

Table 3.9.: Energy di�erences and coupling constants for speci�c con�gurations.
System ∆EQE [meV] ∆EFPLO [meV] JQE [cm−1] JFPLO [cm−1]

NiNi EC1 − EC2 −6.81 −7.02 � �
FeFe EC4 − EC3 −2.87 � −0.32 �
FeCo EC6 − EC5 −3.16 � −0.46 �
FeCo EC8 − EC7 −4.45 −4.27 −0.64 −0.62
FeCo EC10 − EC9 −2.43 −1.85 −0.35 −0.27
FeNi EC6 − EC5 −3.33 −2.50 −0.64 −0.48
FeNi EC8 − EC7 −4.13 −3.18 −0.79 −0.61
FeNi EC10 − EC9 −2.52 −1.79 −0.48 −0.34
FeCu EC6 − EC5 +0.87 −1.96 +0.23 −0.53
FeCu EC8 − EC7 −2.11 −1.61 −0.57 −0.52
FeCu EC10 − EC9 � � � �
NiCu EC6 − EC5 −3.19 −4.19 −2.15 −2.82
NiCu EC8 − EC7 −1.06 −1.36 −0.73 −0.91
NiCu EC10 − EC9 −7.93 −8.54 −5.33 −5.74

15 This is in analogy to equation (2.58), regarding two equal centers for the calculation of Jij .
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Considering the results in table 3.9, the total energy per geometry is una�ected regarding
di�erent magnetic orderings. In the following, results of investigations regarding the most
favourable geometry will be reported. Only one energy for any geometry needs to be
considered. This energy is given as e.g. EXY-D-XY = (EC5 + EC6)/2.
For any combination of elements, certain geometries are energetically more favourable
than others. Given the case that e.g. XY-D-YX is the most favourable geometry, the
periodicity of the crystal structure needs to be considered. Starting with this geometry,
the next SBU is going to have a XY characteristics (XY-D-YX-D- XY ). Thus, the next
SBU-D-SBU geometry is YX-D-XY, which might be the least favourable geometry. Con-
sidering a periodic structure, an alternating sequence of YX-D-XY and XY-D-YX occurs
(see �gure 3.10 for clari�cation).

XY - D - XY

· · · − X Y −D− X Y −D− X Y −D− X Y −D− X Y −D− X Y− · · ·

XY - D - YX

· · · − X Y −D− Y X −D− X Y −D− Y X −D− X Y −D− Y X− · · ·

YX - D - XY

· · · − Y X −D− X Y −D− Y X −D− X Y −D− Y X −D− X Y− · · ·

Figure 3.10.: Visualization of the di�erent possible geometries along the dabco unit con-
sidering two SBUs. The green rectangle emphasizes the XY-D-YX geometry
while the orange one highlights the YX-D-XY geometry. The periodic rep-
etition is shown, indicating that the last two con�gurations are identical.

Consequently for these two geometries, the average of their energies has to be considered.
This average might be energetically less favourable than the XY-D-XY geometry. With
that, the energies EXY-D-XY, EXY-D-YX and EYX-D-XY have to be calculated and compared.
Accordingly, the energy di�erence ∆Egeo needs to be evaluated like

∆Egeo = EXY-D-XY −
EXY-D-YX + EYX-D-XY

2
. (3.3)

A negative value of ∆Egeo indicates XY-D-XY to be the most favourable geometry. On
the other hand, a positive value occurs if the average of XY-D-YX and YX-D-XY is more
stable. The results are summarized in tables 3.10 and 3.11. All energy values are given
in Appendix 10.
From tables 3.10 and 3.11 it can be seen that the FeNi system has a lower energy for the
XY-D-XY geometry. Thus, this alternating sequence of FeNi between SBUs is favourable.
Whether such an ordering can be stablized in a crystalline structure and if a realization
of the HS-SBUs in spintronic devices is possible should be investigated in future works.
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Table 3.10.: Calculated energy di�erences (with QE) for speci�c geometries within the
model displayed in �gure 3.8.

System
EXY-D-XY EXY-D-YX EYX-D-XY ∆Egeo

[Ry] [Ry] [Ry] [meV]

FeCo −2051.109365 −2051.111032 −2051.108662 +6.56
FeNi −2098.457712 −2098.457113 −2098.454815 −23.78
FeCu −2153.143962 −2153.140394 −2153.145650 −12.78
NiCu −1865.954956 −1865.947261 −1865.962280 −2.52

Table 3.11.: Calculated energy di�erences (with FPLO) for speci�c geometries within the
model displayed in �gure 3.8.

System
EXY-D-XY EXY-D-YX EYX-D-XY ∆Egeo

[Ha] [Ha] [Ha] [meV]

FeCo −7304.255696 −7304.256367 −7304.255675 +8.83

FeNi −7558.997465 −7558.996760 −7558.996481 −22.98

FeCu −7827.353495 −7827.351332 −7827.354320 −9.09

NiCu −8323.390924 −8323.387363 −8323.394306 −2.44

In summary, the performed calculations show that the local character of the magnetism is
unchanged considering long-range interaction along the dabco units. This stability should
be further examined to study the potential applicability of the given HS-SBUs. Regarding
spintronic applications, a stabilization of such HS-SBUs within a crystal structure could
be used for the design of either memories on very small scales or logic devices.
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4.1. STRUCTURAL CONSIDERATIONS
In analogy to the investigations of the MOF DUT-8(Ni), the atomic positions as well as
the unit cells for the Zr-MOFs UiO-66 and UiO-67 have been fully optimized. This en-
sures a consistent analysis of the structures in the employed theoretical framework. The
resulting cell vectors are given as follows ('prim' stand for the primitive and 'conv' for the
conventional unit cell):

Opt UiO-66:

aprim =

 −10.45935

0.00000

10.45935

Å, bprim =

 0.00000

10.45935

10.45935

Å, cprim =

 −10.45935

10.45935

0.00000

Å

aconv =

 20.91871

0.00000

0.00000

Å, bconv =

 0.00000

20.91871

0.00000

Å, cconv =

 0.00000

0.00000

20.91871

Å

Opt UiO-67:

aprim =

 −13.50731

0.00000

13.50731

Å, bprim =

 0.00000

13.50731

13.50731

Å, cprim =

 −13.50731

13.50731

0.00000

Å

aconv =

 27.01461

0.00000

0.00000

Å, bconv =

 0.00000

27.01461

0.00000

Å, cconv =

 0.00000

0.00000

27.01461

Å

Table 4.1.: Cell parameters for the conventional unit cell obtained from geometry opti-
mization of the two MOFs UiO-66 and UiO-67.

a [Å] b [Å] c [Å] α [◦] β [◦] γ [◦]

UiO-66
Opt 20.9187 20.9187 20.9187 90 90 90
Literature [28] 20.9784 20.9784 20.9784 90 90 90

UiO-67
Opt 27.0146 27.0146 27.0146 90 90 90
Literature [30] 27.0942 27.0942 27.0942 90 90 90

The optimized structures agree well with the structures from the literature [28, 30]. The
deviation is approximately 0.3 %. Further details are given in Appendix 1. For all fur-
ther investigations, the fully optimized structures are used. Furthermore, the primitive
unit cells for both MOFs are considered. From a computational perspective this is neces-
sary, because the conventional unit cells contain a large number of atoms (456 atoms for
UiO-66 and 696 atoms for UiO-67). Thus, a feasible treatment within DFT can only
be carried out for the primitive unit cells (114 atoms for UiO-66 and 174 atoms for
UiO-67). Additionally, taking into account the adsorption of Xe atoms into the struc-
tures, the computational time for molecular dynamics (MD) can be signi�cantly reduced
by employing the primitive cells, as only a fraction of Xe atoms needs to be added to �ll
the pores of the MOFs.
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4.2. 1H AND 13C NMR INVESTIGATIONS
To validate the GIPAW method implemented in Quantum ESPRESSO (QE), the 13C and
1H chemical shifts for both MOFs (UiO-66 and UiO-67) were calculated and compared
with experimental values [64, 65]16. The reference shielding values for the QE results
are taken from calculations of tetramethylsilane (TMS), with σref,C = 176.64 ppm and
σref,H = 30.67 ppm. In tables 4.2 and 4.3, the results are summarized. As seen in these
tables, the calculated results agree well with the literature values. All values are slightly
larger than the experimental chemical shifts, but the relative di�erences for di�erent
atoms can be reproduced. As this behavior occurs consistently for all analyzed species,
it could be expected that in general the calculated chemical shifts will be larger than the
experimental values.

C3

C2

C1

H1
C5

C4

C3

C2

C1

H1 H2

Figure 4.1.: Assignment of the carbon and hydrogen atoms in the linkers of UiO-66 and
UiO-67 as used in table 4.2 and 4.3.

Table 4.2.: Comparison between literature values and QE results for the 13C chemical shift
of UiO-66 and UiO-67. All values are given in ppm.

C atom
UiO-66 UiO-67

reference [64] QE reference [65] QE
C1 171 185 174 184
C2 137 149 134 145
C3 131 143 130 143
C4 � � 124 137
C5 � � 143 158

Table 4.3.: Comparison between literature values and QE results for the 1H chemical shift
of UiO-66 and UiO-67. The hydrogen atoms of the SBU are labelled HSBU.
All values are given in ppm.

C atom
UiO-66 UiO-67

reference [64] QE reference [65] QE
HSBU 2.6 4.0 2.5 3.4
H1 8.0 11.5 7.8 9.7
H2 � � 8.3 10.5

16 The experimental values for UiO-67 are taken from Figures 2-4 in the supplementary material of [65].
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4.3. MODEL SYSTEMS
High-pressure NMR measurements of the 129Xe chemical shift in the MOFs UiO-66 and
UiO-67 show a decrease of the chemical shift comparing the smaller (UiO-66) with the
larger (UiO-67) structure. To assist with an explanation of this behavior from the theoret-
ical side, the chemical shift of Xe within the MOFs has to be analyzed. For a systematic
investigation of the chemical shift, a Xe atom could be placed at several positions inside
the crystal structure to calculate the corresponding magnetic shielding. Additionally, the
in�uence on the chemical shift by adjacent Xe atoms might be analyzed by placing several
Xe atoms at di�erent positions.
However, such calculations would be computationally very demanding. Considering this
approach, a large number of di�erent Xe positions within the porous networks would have
to be analyzed. This procedure is not e�cient and would require an enormous amount of
computational time. Thus, the investigation has not been carried out as described above.

Another approach is based on the individual characterization of several in�uences on the
chemical shift. This approach is in close analogy to the work of Ito and Fraissard [59] (see
section 2.6.2), who proposed that the 129Xe chemical shift can be described by the sum
of several contributions (see equation (2.73)).
These contributions include the in�uence of Xe-Xe interactions (δXe-Xe) as well as Xe-
surface interactions (δS) on the chemical shift. Furthermore, a reference (δ0) is needed
to calculate the chemical shift for a given value of the magnetic shielding. Based on this
approach, model systems have been constructed to evaluate the di�erent contributions
individually. This does not only allow an individual analysis of di�erent in�uences on
the chemical shift, but reduces the computational e�ort drastically. Furthermore, this
individual analysis provides information about the chemical shift in each of the di�erent
pores of the MOFs. With that, the evaluation of the chemical shift at an atomistic
level can be carried out. In the following sections, the model systems for the di�erent
contributions are introduced. At the end, the chemical shift within the MOFs UiO-66 and
UiO-67 in the high-pressure limit will be evaluated. This enables an explanation of the
observed behavior of the chemical shift when comparing the two MOFs, i.e. the decrease
of the chemical shift from UiO-66 to UiO-67.
In all further discussions, the total chemical shift is calculated as
δtot = σref − 1/3(σ11 + σ22 + σ33)17. Accordingly, the scalar and isotropic chemical shift
is evaluated to be comparable with experiments. The σij are the entries of the shielding
tensor corresponding to the investigated Xe atom. These entries will be di�erent in com-
parison to an isolated Xe atom, leading to δtot 6= 0. For an anisotropic shift in a certain
direction, the relation δi = σref− σii can be used instead (where i = 1, 2, 3 corresponds to
the cartesian coordinates x, y, z).

4.3.1. 129XE REFERENCE δ0
Following the approach of Ito and Fraissard (see equation (2.73)) [59], the reference shield-
ing δ0 for Xe is needed. This reference value is the magnetic shielding of an isolated Xe
atom. For calculations with QE, a reference value of σref = 6192.47 ppm is obtained,
which will be used for the evaluation of the chemical shift.

17 All entries in σref are identical (σref,11 = σref,22 = σref,33 = σref), because the reference system is
isotropic (Xe atom).
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To verify this value, additional steps were carried out. In literature, a shielding value
from a fully relativistic calculation using the ADF code is obtained with a value of
σref,lit = 6409 ppm [66]. Our own ADF calculation gives a value of σref,ADF = 6597 ppm
(PBE exchange-correlation functional, QZ4P basis set, using the zeroth order regular ap-
proximation (ZORA) to the Dirac equation [67, 68, 69, 70] to treat relativistic e�ects).
Thus, the QE values deviates from a fully relativistic treatment by 3 - 6 %, which is a
known trend when comparing scalar relativistic with fully relativistic calculations of the
magnetic shielding [71]18.

From the experimental side, the reference is obtained by measuring the resonance fre-
quency of Xe gas at di�erent pressures and extrapolate those values to zero pressure.
This can be referred to a single Xe atom in vacuum. To verify this approach theoretically,
a Xe reference system has been created. For this purpose, a cell of (20 × 20 × 20) Å3 is
�lled with NXe Xe atoms placed randomly inside this box (NXe ∈ N, 1 ≤ NXe ≤ 30). This
approach simulates di�erent Xe pressure (higher number of Xe atoms → higher pressure
at constant volume). The minimum distance between the Xe atoms has been chosen to
be 4 Å due to the Xe vdW radius of 2.16 Å [73]. This avoids that the atoms come too
close to each other, considering that Xe is a noble gas and thus mononuclear.

After placing the Xe atoms in the cell, the magnetic shielding of all Xe atoms was calcu-
lated. By averaging all magnetic shieldings in each system separately, an average value of
the chemical shift δ̄ per discrete number of Xe atoms NXe is obtained. These values corre-
pond to the experimental approach. To achieve reliable statistics, the presented approach
was carried out four times for each number of atoms NXe. The results are summarized in
�gure 4.2. A linear behavior in correspondence to experiments has been found.

Figure 4.2.: Average chemical shift δ̄ for systems with a di�erent amount of Xe atoms
NXe = [1, 30].

18 Another approach to calculate the shielding can be based on the work of Lamb (see equation (2.24)).
The corresponding 1/r values were taken from fully relativistic Hartree-Fock-Slater calculations [72]
(the values are given in Appendix 11). The resulting shielding is σdia = 6012.5 ppm.
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4.3.2. INFLUENCE OF XE-XE INTERACTIONS δXe-Xe
To describe the in�uence of Xe-Xe interactions on the chemical shift, another model
system has been prepared. Within this system, two Xe atoms are placed at distances of
dXe-Xe = [4.00,7.00] Å while the distance was increased by ∆d = 0.01 Å. For each distance,
the shielding of the Xe atoms was calculated. The resulting chemical shift as a function
of distance is displayed in �gure 4.3. An exponential behavior is found. This behavior is
used for further evaluations.

Figure 4.3.: Total chemical shift δtotal,Xe = σref−1/3Tr(σ(dXe-Xe)) as a function of distance
between two Xe atoms dXe-Xe.

Figure 4.4.: Chemical shift component along the Xe-Xe axis δx and perpendicular to this
axis δy,z as a function of distance of two Xe atoms dXe-Xe. The gray line
separates shielding (δ > 0) and deshielding (δ < 0) regions for δx.
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The components to the chemical shift in each direction (x, y, z) are plotted in 4.4.
Along the Xe-Xe axis (x in this case), the component of the chemical shift is small and
slightly increases from a negative value at small distances to a positive value at larger
distances. On the contrary, the components in the other two directions are signi�cantly
larger and contribute stronger to the total chemical shift. Such a behavior for a Xe pair
model is known from literature as well [71].
Because so far only two Xe atoms were taken into account, the validity of the Xe pair
model needs to be veri�ed for larger numbers of Xe atoms. For this purpose, the systems
with NXe Xe atoms (NXe = 1, ..., 30) were further investigated. The chemical shift of each
Xe atom was calculated using the shielding values obtained with QE. Additionally, values
using the Xe pair model have been evaluated. This was done to determine whether the
in�uences on δXe-Xe are additive, thus if δXe-Xe =

∑
δ(dXe-Xe). The results are displayed

in �gure 4.5.

Figure 4.5.: Chemical shifts for all systems with NXe Xe atoms obtained from the Xe pair
model

∑
δXe,model in comparison to the ones obtained from QE calculations

(denoted as δXe,QE).

The diagram shows a nearly perfect correlation, as the linear regression has a slope of
0.95 and only slightly deviates from the origin (+0.28 ppm). Additionally, the standard
deviation amounts to ± 4.17 ppm. The deviation might stem from higher order e�ects,
which are not covered in the pair model. However, the deviation is small, indicating that
such kind of e�ects play a minor role in the description of δXe-Xe. With that, this model
system can be used to describe the chemical shift as introduced by Xe-Xe interactions for
any number of Xe atoms.

In experiments, a value for the chemical shift of Xe in the liquid phase of δexp = 203
ppm at T = 237 K and p = 1.73 MPa was observed. To further verify the Xe pair
model, this chemical shift was analyzed theoretically. For this purpose, a Monte-Carlo
(MC) simulation employing a Metropolis algorithm [74, 75, 76] with a NPT ensemble for
100 Xe atoms, which interact via a Lennard-Jones potential, was used. The temperature
and pressure of the simulation were chosen according to the experimental situation.
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Initially, the literature values for the Lennard-Jones parameters (ε = 0.01904 eV,
σ = 3.962 Å → r0 = 6

√
2 · σ = 4.447 Å [77]) were taken. The resulting chemical shift be-

comes δlit ≈ 125 ppm, which is much smaller than the experimentally determined chemical
shift. However, the literature values were derived for solids at 145 K. Thus, they are not
suitable for simulating the desired temperature and pressure conditions. Consequently, a
new set of Lennard-Jones parameters had to be established.
Therefore, a geometry optimization of two Xe atoms including vdW corrections [2] was
performed (where forces were reduced below 10−10 Ry/a0 = 2.57 · 10−9 eV/Å). This
allows the extraction of the equilibrium distance as well as the potential minimum. The
Lennard-Jones potential curves are displayed in �gure 4.6.
The minimum distance was found to be r0 = 4.189 Å, showing a rather large deviation to
the literature values. This is not surprising, because the vdW radius of Xe used within
the correction of Grimme is smaller (rvdW,Xe,Grimme = 1.88 Å) [2] than its actual value
(rvdW,Xe = 2.16 Å) [73]. With that, the minimum distance becomes smaller in comparison
to the literature values.
The potential minimum was evaluated by comparing the total energy of two isolated Xe
atoms (2 · Etot,Xe) with the energy obtained with the optimization (Etot,opt). An energy
minimum of 2 · Etot,Xe − Etot,opt = ε = 0.01972 eV has been found, which is close to the
literature values. Thus, the main di�erence in the resulting chemical shift will come from
a smaller distance between the Xe atoms, leading to stronger interactions between them.

Figure 4.6.: Lennard-Jones potentials for Xe. The potential curves derived from the liter-
ature values (ε = 0.01904 eV, σ = 3.962 Å→ r0 = 4.447 Å [77]) and from the
modi�ed values (ε = 0.01972 eV, σ = 3.732 Å → r0 = 4.189 Å) are shown.

Given the new parametrization of the Lennard-Jones potential, further Monte-Carlo sim-
ulations were performed. Each MC simulation was carried out for 5 · 105 steps, of which
3 · 105 steps were taken for equilibration and 2 · 105 steps were used for the evaluation of
the average chemical shift δ. To obtain reasonable statistics, the MC has been performed
twenty times (see table 4.4). Finally, with the new set of parameters a chemical shift of
δmodi�ed ≈ 197±9 ppm is found, which is in much better agreement with the experimental
value (δexp = 203 ppm).
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Table 4.4.: Chemical shift for liquid Xe as a result of several MC runs at T = 237 K and
p = 1.73 MPa. The average over all runs is named δmodi�ed and given together
with its standard deviation.

run δ [ppm] run δ [ppm]
1 195.31 11 191.39
2 221.71 12 205.84
3 195.08 13 187.61
4 197.82 14 193.85
5 203.53 15 208.95
6 182.93 16 190.28
7 200.19 17 189.32
8 189.42 18 192.52
9 185.01 19 191.81
10 200.33 20 209.15
δmodi�ed = 196.60 ± 9.29 ppm

4.3.3. INFLUENCE OF XE-SURFACE INTERACTIONS δS
The last contribution to the chemical shift of Xe is the in�uence of the surface of the
system. In this context, surface refers to the walls inside a pore. This contribution
becomes especially important in MOFs due to their high porosity and resulting high
surface area19. To investigate δS, two further model systems were used20.

(a) UiO-66 linker (b) SBU + CO2

Figure 4.7.: Model systems for the evaluation of δS. The linker in UiO-66 as well as the
SBU with coordinated CO2 groups are highlighted.

19 A thorough analysis of the porosity and the void/accessible volumes of all MOFs has been performed,
see Appendix 14. Good agreement with literature values has been obtained.

20 An initial investigation of benzene was carried out, as the chemical shift around this molecule is known
[78]. This was done to verify the employed procedure, see Appendix 12.
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On the one hand there is the linker in UiO-66 (see �gure 4.9), which can be employed to
describe all linker related in�uences on the shift. This is due to the fact that the di�erence
in the linkers of the two MOFs is an additional connection between two carbon rings in
UiO-67 (see �gure 4.1 in section 4.2). However, all investigations show that this additional
connection is negligible for the description of the chemical shift. Adsorbed Xe atoms tend
to go into the corners of a pore due to attractive Xe-surface interactions (see Appendix
13). Thus, this additional C-C bond in UiO-67 is not contributing to the chemical shift
and can therefore be neglected.
Furthermore, the linker model provides information about the shift in the tetrahedral
(Tp) as well as the octahedral (Op) pores. This can be seen from the orientation of such
linkers in the di�erent pores (see �gure 4.8 (a)).

Tp

Op

(a) Directions to pores (b) Sampling path 1 and 3

Figure 4.8.: In (a), directions to the pores (out-of-plane: Tp pore, in-plane: Op pore) are
shown. In (b), a visualization of the sampling points for path 1 and 3 is given.
The blue dot indicates the point directly above center of the carbon ring.

In the Tp pores, the molecular plane of the linker faces towards the inside of the pore,
'covering' it from all sides. In the Op pores, the linker lies in-plane, thus sticking into the
pores with its outermost hydrogen atoms. In comparison to the Tp pores, the linker can
be imagined as being rotated by 90◦ within the Op pores.

To analyze the chemical shift, the space around the linker needs to be analyzed in-plane
and out-of-plane to cover all e�ects in each of the pores. To systematically evaluate the
chemical shift around this model system, a single Xe atom has been placed at di�erent
positions along the linker while the shielding has been computed (see �gure 4.8 and 4.9
[21] for clari�cation).

The out-of-plane contributions have been analyzed by placing a Xe atom above the molec-
ular plane. As a starting point, the position directly above the middle of the carbon ring
was chosen. Afterwards, the Xe atom has been moved towards the oxygen atoms in 0.1 Å
steps (path 1 and path 3 in �gure 4.8 and 4.9).
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Additionally, starting from the same initial position the Xe atom has been moved by 0.1 Å
steps towards a position in between the O atoms (path 2). For each movement, the height
to the molecular plane has been increased systematically by 0.1 Å.

The in�uence of the carbon ring on the chemical shift was analyzed similarly by moving
a Xe atom either towards a C-H bond or in between two carbon atoms (path 7 and
path 8). This was done for a benzene molecule, because the in�uence on the chemical
shift is expected to be the same for both molecules. However, the computational time for
benzene is lower. Given this analysis, all possible relative positions to the model system
for the Tp pores are covered.

For the relative positions in the Op pore, the initial starting point was chosen to be along a
C-H bond lying in-plane of the molecule. Afterwards, the Xe atom has been moved within
the molecular plane by 0.1 Å steps further along the C-H vector as well as perpendicular
to this vector (path 4, path 5, path 6). As before, the height to the molecular plane has
been increased by 0.1 Å steps to include all relative positions for the Op pore.

p1

p2

p3

p4
p5

p6

p7
p8

Figure 4.9.: The linker in UiO-66 as a model system to derive δS according to the in�uence
of this molecule on the chemical shift of Xe.
On the left side, the distances within this model are shown. On the right side, the
directions of the sampling paths (abbreviated with p) are illustrated. Path 1 (p1)
and path 3 (p3) have been distinguished to average contributions which occur if Xe
is close to the oxygen atoms within the MOFs. In between p4 and p5, several more
values have been sampled, denoted as p6. The positions above the H atoms were
analyzed with a benzene model, as the in�uences do not change (denoted as p7 and
p8). Additionally for all paths, the height per path has been increased by several
steps to include several distances to this structure unit.

The presented approach allows a tabulation of shielding values at any position around
the linker model (see �gure 4.9 for further details). To apply the tabulated values, the Xe
position within a MOFs can be related to the respective relative position of the model.
Correspondingly, the value of the shielding at this position can be used. This allows a fast
evaluation of the chemical shift introduced by Xe-surface interactions for any Xe position,
as e.g. obtained from MD simulations.
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The second model system is a Zr cluster, combining the SBU of the two MOFs and its
adjacent CO2 groups (see �gure 4.7 (b)). This model incorporates the cornerns of the
respective pores (see �gure 4.10). With that, the in�uence of the SBU on the chemical
shift of nearby Xe atoms can be studied.

Op

Tp,1
Tp,2

Figure 4.10.: The Zr cluster, a SBU with coordinated CO2 groups. The directions to the
pores are illustrated.

In the Tp,1 pore, the corner is a µ3-O while in the Tp,2 pore, all corners are made up by a
µ3-OH. This di�erence seems small, which is the reason why the tetrahedral pores are
usually not distinguished. However, for the description of the chemical shift such di�er-
ences may have a signi�cant e�ect. Thus, both pores have been analyzed individually.

In contrast to the Tp pores, the corner of the Op pore is a blank Zr atom pointing into
the pore. Consequently, those three sides need to be analyzed regarding their in�uence
on the chemical shift of Xe.

Again, this was done by placing a single Xe atom at several positions around the model
system and calculating the resulting shielding with QE. This allows further tabulation of
these shielding values.

Considering the previous investigations, all required model systems have been generated to
evaluate the chemical shift of Xe anywhere within the pores of the MOFs. The tabulation
includes 300 values for the Xe pair model, about 5500 values for the linker model and
roughly 170 values for the Zr cluster.

The signi�cant advantage of those model systems is not just their computational e�ort,
but rather the possibility to treat di�erent in�uences on the chemical shift individually.
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4.4. CHEMICAL SHIFT OF XE IN UIO-66 AND UIO-67
To apply the tabulated values to the MOFs, a consideration of the maximum number of Xe
atoms for the pores has to be carried out. For this purpose, the pores can be characterized
by their size. The volume of a regular tetrahedron VT and a regular octahedron VO with
respect to the edge length a are given by

VT =
a3

6
√

2
(4.1)

VO =

√
2a3

3
= 4 · VT. (4.2)

As a �rst approximation for the �lling of the MOFs, a simpli�ed picture can be considered.
Each pore can be treated as an idealized tetrahedron or octahedron with a certain edge
length. An initial edge length can be de�ned as the distance between oxygen atoms
of adjacent CO2 groups. This corresponds to the O-O distance within the linker, see
e.g. �gure 4.9. With that, values of aUiO-66 = 6.96 Å and aUiO-67 = 11.29 Å are obtained.
These values can be used to estimate the accessible volume per pore (see table 4.5) and
to approximate a maximum amount of Xe atoms which can be placed inside this volume.

Table 4.5.: Volumes of the pores (T and O) for UiO-66 and UiO-67 for a speci�c edge
length. In this estimation, there is no di�erentiation between the two tetrahe-
dral pores.

UiO-66 UiO-67
VT [Å3] VO [Å3] VT [Å3] VO [Å3]

39.79 159.15 169.57 678.29

For this approximation, the vdW radius of a Xe atom has to be considered (rvdW,Xe =
2.16 Å [73]). Thus, a Xe atom occupies a volume of VXe = 4

3
πr3

vdW,Xe ≈ 42.21 Å3.
Accordingly, there can only be one Xe atom in the Tp pore and four in the Op pore in
UiO-66. On the other hand, four Xe per Tp pore and 16 per Op pore can occupy the pore
volume in UiO-67.

However, geometrical constraints need to be considered. The argumentation for the Tp

pores in this respect does not change and the number of Xe atoms is the same as before.
In contrast, the linker in the Op is sticking into the pore, reducing the accessible volume.
Further analysis shows that those restrictions lead to only two Xe atoms within the Op

pore in UiO-66 and seven Xe atoms in the respective pore of UiO-67.

These values were used for a �rst veri�cation of the introduced model systems. For this
purpose, the pores have been �lled with the amount of Xe atoms as explained above.
Afterwards, the magnetic shielding of each Xe atom has been calculated with QE. With
that, the chemical shift δQE was obtained. Additionally, the summed up values of the
model systems were used to evaluate δmodels.
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The results can be found in table 4.6. It should be noted that these values do not represent
the experimental situation. The Xe atoms were placed into the pores by hand. With that,
the only purpose of this table is to evaluate the model systems.
As can be seen from table 4.6, the values for the chemical shift comparing δQE and δmodels
agree well. With this veri�cation of the tabulated values, the model systems were further
applied to the completely �lled pores as will be discussed next.

Table 4.6.: Comparison of the chemical shift of Xe atoms inside the pores of UiO-66 and
UiO-67. Derived from the model systems (δmodels) and from calculations with
QE (δQE). All values are given in ppm.

UiO-66 UiO-67
δmodels δQE δmodels δQE

δTp,1 −5.46 −7.95 +49.79 +67.82
δTp,2 −5.22 −4.95 +25.45 +31.85
δOp +93.31 +86.97 +59.81 +54.91

δaverage +43.33 +40.25 +47.98 +52.90
di�erence [%] 7 9

Within the initial consideration the orientations of the linkers, the twist of the linkers in
UiO-67 and the fact that atoms are not hard spheres were neglected. Thus, it is probable
that a di�erent amount of Xe atoms can be placed inside the di�erent pores.
To analyze this behavior further, several MDs were performed on the UiOs. For each
MD, a di�erent amount of Xe atoms was placed in the pores of the MOFs. The stability
of the resulting systems was analyzed. Once a system cannot equilibrate anymore, the
maximum amount of atoms is exceeded. With this ansatz, a new distribution of Xe atoms
is found.
For the Tp pores, the same argumentation as before holds. The tetrahedral environment
does not allow more Xe atoms to enter this pore. Thus, for UiO-66 there is one Xe atom
while in UiO-67 there are 4 Xe atoms in such pores. However, for the Op pores a di�erent
behavior is observed. In UiO-66, six Xe atoms can �t inside this pore, occupying each of
the six corners. For UiO-67, the number increases to 12 atoms. In detail, six Xe atoms are
at the corners of the pore and six are further inside the pore. All results are summarized
in table 4.7.

Table 4.7.: The maximum number of Xe atoms inside the pores of UiO-66 and UiO-67.
Ninit is derived from a comparison between the volume of the pore and the Xe atom
(see table 4.5). ForNXe,geo, geometrical constraints are considered. The �nal amount
of Xe atoms, as derived from molecular dynamics, is denoted as NXe,MD.

pore
UiO-66 UiO-67

Ninit NXe,geo NXe,MD Ninit NXe,geo NXe,MD

Tp,1 1 1 1 4 4 4

Tp,2 1 1 1 4 4 4

Op 4 2 6 16 7 12
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Considering the two MOFs UiO-66 and UiO-67, experiments �nd a decrease of the chem-
ical shift from δUiO-66 = 280 ppm to δUiO-67 = 245 ppm. However, experiments are limited
to the measurement of the average chemical shift. Thus, the model systems can provide
an atomistic description of the chemical shift as introduced by several sources (Xe-Xe and
Xe-surface interactions).
The maximum number of Xe atoms (see table 4.7) was taken for further investigations.
This number represent the high-pressure limit. Molecular dynamics (MDs) simulations
were used to determine the distribution of Xe atoms within each pore under experimental
conditions (T = 237 K, p = 1.73 MPa). An equilibration time of 20 ps was employed for
all MD simulations. The obtained distribution of Xe atoms was used to analyze the chem-
ical shift. This was done considering di�erent contributions (δXe-Xe, δS) in the di�erent
pores of the MOFs, explaining the experimental behavior. The results are summarized in
table 4.8 and visualized in �gure 4.11.

Table 4.8.: Chemical shifts within the pores of UiO-66 and UiO-67 as evaluated with the
model systems. All values are given in ppm.
The maximum amount of Xe atoms was used, representing the high-pressure limit.
An individual analysis of the di�erent contributions to the chemical shift is car-
ried out. Accordingly, δXe-Xe denotes the shift as introduced by Xe-Xe interactions,
δS,linker is the shift which originates from Xe-linker interactions and δS,SBU is the cor-
responding shift from Xe-SBU interactions. The presented values for δXe-Xe, δS,linker
and δS,SBU are the average over all Xe atoms per pore (in Op for UiO-67 this is
carried out more explicit, as di�erent shifts occur for the outer (�rst value) and
inner (second value) Xe atoms). All values contribute to a chemical shift per pore
(highlighted in blue). The total chemical shift (highlighted bold) can be obtained
by averaging the chemical shifts per pore over the number of atoms per pore. The
di�erences between UiO-67 and UiO-66 are given as ∆δ.

pore contribution UiO-66 UiO-67 ∆δ

Tp,1

δXe-Xe � 0 �
δS,linker 3 × 49 = 147 3 × 46 = 138 −9
δS,SBU 100 156 +56
δtotal,Tp,1 247 294 +47

Tp,2

δXe-Xe � 0 �
δS,linker 3 × 41 = 123 3 × 35 = 105 −18
δS,SBU 62 106 +44
δtotal,Tp,2 185 211 +26

Op

δXe-Xe 72 6×143+6×190
12

= 166 +94
δS,linker 4 × 56 = 224 6×(4×53)+6×0

12
= 106 −118

δS,SBU 69 6×90+6×0
12

= 45 −24
δtotal,Op 365 317 −48

δtotal,theo 328 291 −37
δtotal,exp 280 245 −35
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Chemical shift in the tetrahedral pores Starting with the analysis of the tetrahedral
pores, an increase in the chemical shift for Tp,1 (∆δ ≈ +47 ppm) and Tp,2 (∆δ ≈ +26 ppm)
comparing UiO-67 with UiO-66 has been found. The model systems allow to evaluate this
behavior by analyzing the distribution of the Xe atoms within these pores. Firstly, there
is no di�erence of the Xe-Xe contributions between UiO-66 and UiO-67. This is due to the
fact that there is only one Xe atom present inside the Tp of UiO-66, i.e. there is no Xe-Xe
interaction. On the other hand for UiO-67, the equilibrated averaged distances between
the four Xe atoms within such pores are large (circa 8 Å). Accordingly, the contributions
to the chemical shift negligible.

Analyzing the contributions to the chemical shift from Xe-surface interactions, quite
strong di�erences between the MOFs were found. Because there is only one Xe atom
per Tp pore in UiO-66, this atom tends to go towards any corner of the pores. Such po-
sitions are energetically more favourable due to Xe-MOF interactions than the middle of
the pore (see Appendix 13). However, the geometry of the pore does not imply any strict
localization of the atom. Due to the temperature the atom can move rather freely, leading
on average to an increased distance to the corners and thus to the SBU in comparison to
UiO-67. Correspondingly, the contributions to the shift from this source is smaller, with
values of δS,SBU,UiO-66(Tp,1) ≈ 100 ppm and δS,SBU,UiO-66(Tp,2) ≈ 62 ppm.
For UiO-67, a di�erent distribution of Xe atoms occurs in comparison to UiO-66. Due to
the larger available space, each of the four corners in the Tp pore is occupied by one Xe
atom. With that, there is a strict localization for all Xe atoms. This leads to a smaller
average distance to the SBU in comparison to UiO-66. Thus, the contribution from this
source is larger with δS,SBU,UiO-67(Tp,1) ≈ 156 ppm and δS,SBU,UiO-67(Tp,2) ≈ 106 ppm.

Considering the in�uence of the linkers on the shift, the average position of the Xe atom
in UiO-66 leads to a slightly larger shift from the linkers. The respective values are
δS,linker,UiO-66(Tp,1) ≈ 147 ppm and δS,linker,UiO-66(Tp,2) ≈ 123 ppm. The contributions
from the linkers in UiO-67 are similar to UiO-66. However, they becomes slightly smaller,
resulting in δS,linker,UiO-67(Tp,1) ≈ 138 ppm and δS,linker,UiO-67(Tp,2) ≈ 105 ppm.

The di�erence of the shift between the two tetrahedral pores has two main reasons. Firstly,
Tp,2 is slightly larger than Tp,1, thus the Xe atom has more space to move. Secondly, the
corners are di�erent, as mentioned before. In Tp,1, there is a µ3-O allowing the Xe atom
to come rather close to the SBU. On the other hand, the corner in Tp,2 is a µ3-OH. The
hydrogen atom sticks into the pore, hindering the Xe atom to come as close to the SBU.
Additionally, the in�uence of the hydrogen atom on the chemical shift is smaller compared
to the µ3-O. With that, an overall decrease of the chemical shift in Tp,2 occurs.
This point shall be discussed in more detail. As mentioned before, the two pores are
slightly di�erent considering their geometries. However, the e�ect of those geometries on
the chemical shift is signi�cant. Therefore, each pore had to be analyzed individually.

In summary, the investigations show that the Xe-Xe contribution is negligible in both
MOFs considering the Tp pores. The Xe-linker e�ect is similar, even though it becomes
slightly larger in UiO-66, especially in Tp,2. The opposite is observed for the Xe-SBU
in�uence, which becomes signi�cantly larger in UiO-67 due to the strict localization of
the Xe atoms in all corners of these pores. This leads to an increase of the chemical shift
in UiO-67.
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Chemical shift in the octahedral pores The investigations of the chemical shift in
the octahedral pores show a di�erent behavior in comparison to the tetrahedral pores. A
decrease of the chemical shift (∆δ ≈ −48 ppm) comparing UiO-67 and UiO-66 has been
found. The discussion will again be based on the distribution of the Xe atoms within
the pores. First of all, the Xe-Xe interactions are signi�cant. In UiO-66, there are six
Xe atoms within the Op. All six corners of this pore are occupied by one Xe atom (in
analogy to the Tp in UiO-67). Due to larger Xe-Xe distances in comparison to UiO-
67, a smaller in�uence from the Xe-Xe interactions was obtained, resulting in a value of
δXe-Xe,UiO-66(Op) ≈ 72 ppm.
The distribution of the Xe atoms in UiO-67 considering the Op is di�erent. There are
twelve Xe atoms in this pore, where six are at the corners (outer atoms) while six are
further inside the pore (inner atoms). This distribution of Xe atoms leads to a strong
increase of the Xe-Xe in�uence in contrast to UiO-66. The contribution to the outer
atoms is smaller due to the smaller amount of neighboring Xe atoms, resulting in a shift
of approximately 143 ppm. In contrast, the inner atoms have more neighbors, which
increases the average chemical shift of them to ca. 190 ppm. Thus, averaging these values
over the number of contributing atoms gives a value of δXe-Xe,UiO-67(Op) ≈ 166 ppm, which
is signi�cantly larger than the respective contribution in UiO-66.

For the consideration of the Xe-surface interactions, an in�uence of the SBU on the shift
in UiO-66 is given by δS,SBU,UiO-66(Op) ≈ 69 ppm.
In UiO-67, the average distance of the outer atoms to the SBU becomes smaller due to the
additional interaction with the inner atoms. This results in a larger contribution to the
chemical shift with a value of approximately 90 ppm. However, the inner atoms do not
experience any in�uence of the surface. Consequently, their contribution to the chemical
shift is zero. Thus, on average the chemical shift as introduced by the SBU reduces in
UiO-67 to δS,SBU,UiO-67(Op) ≈ 45 ppm.

This e�ect can be seen more severly for the in�uence of the linkers. In UiO-66, this
in�uence leads to a large chemical shift of δS,linker,UiO-66(Op) ≈ 224 ppm. The in�uence
on the outer atoms in UiO-67 is very similar with a value of ca. 212 ppm. But again
the contribution on the inner atoms is negligible, resulting in an average chemical shift of
δS,linker,UiO-67(Op) ≈ 106 ppm. Thus, the chemical shift in UiO-67 becomes signi�cantly
smaller than the corresponding value in UiO-66. Remarkably, this decrease only happens
due to the averaging over all Xe atoms and cannot be contributed to a decrease of the
chemical shift of all atoms.

In summary, the Xe-Xe interactions in UiO-67 are much more pronounced in comparison
to UiO-66, leading to a signi�cantly larger contribution of δXe-Xe. However, even though
there are more Xe atoms within the Op in UiO-67, the chemical shift within this pore
is reduced. This is due to the fact that the global average over all Xe atoms has to
be considered to be comparable to the experiments. Although the contributions to the
chemical shift considering the outer atoms in UiO-67 are equal or even larger compared
to UiO-66, the averaging over all Xe atoms leads to a smaller chemical shift for the entire
pore.
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Averaging all contributions - comparison to experiment For comparison with the
experimental data, the average of the chemical shift per pore with respect to the corre-
sponding number of Xe atoms per pore has to be evaluated. This results in

δtotal,UiO-66 = (1× δtotal,Tp,1 + 1× δtotal,Tp,2 + 6× δtotal,Op)/8

= (1× 247 ppm + 1× 185 ppm + 6× 365 ppm)/8 = 328 ppm

δtotal,UiO-67 = (4× δtotal,Tp,1 + 4× δtotal,Tp,2 + 6× δouter,Op + 6× δinner,Op)/20

= (4× 294 ppm + 4× 211 ppm + 6× 445 ppm + 6× 190 ppm)/20

= (4× 294 ppm + 4× 211 ppm + 12× 317 ppm)/20 = 291 ppm.

The chemical shift becomes smaller in UiO-67 compared to UiO-66, in correspondence to
the experimental results. However, the analysis of the model systems provides individual
contributions to the chemical shift. This allows a thorough analysis of all contributions
and an explanation of the experimental observation. The absolute values between the
theoretical predictions and the experimental data di�er, i.e. the theoretical values are too
large. However, comparing the di�erence of the shift between UiO-67 and UiO-66, an
experimental value of ∆δtot,exp = −35 ppm is found. From the theoretical approach, a
value of ∆δtot,theo = −37 ppm is obtained (see inset in �gure 4.11). Thus, the relative
di�erence agrees well between both theory and experiment.
In the inset of �gure 4.11, the theoretical values were subtracted by 47 ppm. This cor-
responds to the di�erence between the theoretical and the experimental values, which
occurs consistently for both MOFs (see table 4.8).

Xe liquid shift

Figure 4.11.: Comparison of the theoretically predicted (theo) and the measured (exp)
NMR spectra. The inset shows the relative chemical shift, visualizing the
di�erence between the chemical shift of UiO-66 and UiO-67 from theory
and experiment. A good agreement has been found, while the theoretical
investigations can explain the di�erence at an atomistic level.
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There are 8 Xe atoms per primitive unit cell in UiO-66 and 20 Xe atoms per primitive
unit cell in UiO-67. With that, the ratio of Xe atoms comparing UiO-67 and UiO-66 is
2.5. The resulting intensity of the NMR signal for UiO-67 should be 2.5 times larger in
comparison to UiO-66. In the measurements, a ratio IUiO-67 ≈ 8IUiO-66 is found. However,
the intensities depend on numerous factors and are di�cult to correct. As the experiments
were not intended to improve the intensities, but to measure the chemical shift, it shall
only be noted here that a ratio of 2.5 would match the theoretical prediction.

Considering the absolute values of the chemical shift, numerous reasons for the di�erence
between theoretical and experimental values occur. All theoretical investigations were
based on the idealized crystalline structures. From these structures, the model systems
were derived. With that, all considered systems were either entirely periodic or completely
isolated. Structural deviations from the idealized structure, such as defects, were not
implemented in the theoretical investigations. As experiments used the MOFs as powders,
the crystallinity is reduced. This might cause surface e�ects which have not been analyzed
with the model systems to play a role. Such e�ects will in�uence the chemical shift in
ways which were not covered with the theoretical ansatz.

Additionally, as seen from the investigations of the Xe liquid shift (which agrees well
between theory and experiment) it seems that the model systems for δS systematically give
a too large value of the chemical shift. Further, chemical shifts obtained from calculations
with QE are in general too large (see initial NMR investigation, section 4.2). In addition,
the CO2 groups are part of the linker as well as of the Zr cluster model (see �gure 5.2).
Thus, the in�uence of this structural unit might be counted twice. This further leads to
consistently too large chemical shifts. However, the di�erence between the two MOFs is
entirely recovered as mentioned before, which was the main purpose of the investigation.

Taking all those considerations into account, the model systems allow a full analysis of
the chemical shift of Xe within the metal-organic frameworks UiO-66 and UiO-67. An
explanation of the experimental behavior was found at an atomistic level. The theoretical
approach allows an insight which is not accessible by experimental methods. Furthermore,
this approach should be transferable to other MOFs, like UiO-68.
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Within this thesis, several theoretical investigations regarding di�erent magnetic prop-
erties in metal-organic frameworks (MOFs) were carried out. Most calculations were
performed in the framework of density functional theory (DFT) (see section 2.1).

The magnetism in MOFs can be classi�ed based on its origin. Some structures have
an intrinsic, electronic magnetism due to spin-spin coupling of their metal centers. Once
unpaired electrons on di�erent metal centers occur, they will interact magnetically. To de-
scribe such magnetism, spin-polarized DFT calculations have been employed to compare
ground state energies of a system with a low-spin (antiferromagnetic) and a high-spin (fer-
romagnetic) magnetic ordering. This identi�es which magnetic ordering is energetically
more favourable. Based on these calculations, the magnetic coupling can be further ana-
lyzed by the formalism of a Heisenberg-Dirac-Van Vleck Hamiltonian (see section 2.5.1).

Another property is introduced by the electronic cloud around an atom, which in�uences
an external magnetic �eld due to induced orbital currents. This concept is called magnetic
shielding and is the basis of NMR investigations (see section 2.2). Changes in the magnetic
shielding due to the interactions with a chemical environment are referred to as chemical
shift (see section 2.6.2). This property can be measured to a high degree of accuracy and
can be calculated using theoretical methods (see section 2.4). This enables the possibility
to approach a certain problem from both theoretical and experimental sides.

DUT-8(Ni) In the �rst part of this thesis, the electronic and magnetic structure of the
MOF DUT-8(Ni) (DUT - Dresden University of Technology) was analyzed. This MOF is
�exible and consequently exists in two stable con�gurations, namely DUT-8(Ni)open and
DUT-8(Ni)closed.
Initial considerations were concerned with the analysis of the magnetic ground state of
each con�guration, i.e. the magnetic coupling between the two Ni atoms which form the
secondary building unit (SBU) (see section 3.3). As this ground state remained unclear
from the experimental side, calculations considering di�erent magnetic orderings were
carried out to determine the energetically most favourable one. The investigations were
based on initial as well as fully optimized structures (see section 3.1). This ensured a
full overview of the magnetic interactions in similar chemical environments with di�erent
distances between the magnetic centers.
Furthermore, the well known concept of the Heisenberg-Dirac-Van Vleck Hamiltonian as
a model Hamiltonian has been employed to analyze the strength of the coupling (the
coupling constant Jij). The coupling was found to be antiferromagnetic/ low-spin in both
con�gurations of DUT-8(Ni), such that the spins at the two Ni atoms align antiparallel.
The strength of the coupling is in the order of several hundred cm−1 (see section 3.3).
In a next step, model systems have been derived from the crystal structures (see sec-
tion 3.5). The model systems were contructed considering only the constituents which
contribute to the magnetism, i.e. the metal centers and their chemical environment.
Based on these model systems, changes were implied to the chemical environment to
study the e�ects on the magnetic coupling (see sections 3.5.1 and 3.5.2) while reducing
computational time. The entire approach is visualized in �gure 5.1.
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J � 0

J ≈ 0
along linker

J ≈ 0
along dabco

Figure 5.1.: Comparison between the coupling constant along the linkers, along the dabco
unit and between the Ni atoms of one SBU within the crystal structure of
DUT-8(Ni). This �gure shows that the separation of the model systems to
describe the intrinsic magnetism is justi�ed, as there are negligible in�uences
on the local magnetism by adjacent SBUs.

The molecular models represent the electronic and especially the magnetic structure of the
respective crystalline structures, while containing only a fraction of the amount of atoms
(132 atoms per unit cell for DUT-8(Ni)open, 66 atoms per unit cell for DUT-8(Ni)closed and
26 atoms for the model systems). Additionally, such models can be modi�ed to determine
how alterations of the chemical environment change the magnetic coupling of the two Ni
centers.
As seen in sections 3.5.1 and 3.5.2, such changes have a major e�ect on the coupling,
modifying it from the low-spin to a high-spin state by implying several alterations. Some
of the modi�cations could be introduced in experimental setups, like defects.
Further analysis included a replacement of the transition metal atoms, giving rise to a
HS coupling between the magnetic centers. The SBUs within the MOF and with that
the magnetism therein are well localized. Considerations concerning long-range magnetic
interactions of HS-SBUs were performed at the end of the �rst part of this thesis (see
section 3.5.3). These investigations show that the magnetism per SBU is stable and no
long-range ordering occurs. This might allow to build a HS-MOF with highly localized
spin sites, which could be used e.g. in memory storage devices. Thus, if the mentioned
HS-MOFs could be created, the HS-SBUs would generate stable local spin sites.
Further investigations should include a study on the stability of the HS-SBUs in the exisit-
ing geometry of DUT-8(Ni) or even �nd a new geometry (di�erent chemical environment)
which stabilizes the magnetic properties. Furthermore, it could be analyzed experimen-
tally whether the implementation of the proposed alterations lead to the theoretically
predicted HS coupling.
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UiO-66 and UiO-67 The second part of this thesis was concerned with the magnetic
shielding and consequently the chemical shift of 129Xe inside the MOFs UiO-66 and UiO-
67. High-pressure NMR experiments observed a decrease of the chemical shift comparing
UiO-67 to UiO-66. To analyze this behavior theoretically, model systems have been
employed. These models included a simple Xe pair model, which is able to accurately
predict the chemical shift as introduced by adjacent Xe atoms. This has been veri�ed by
analyzing the chemical shift of Xe in its liquid phase, which is found in experiment (at
T = 237 K and p = 1.73 MPa) to be δexp = 203 ppm. With Monte-Carlo simulations
employing a NPT ensemble, a value of δtheo ≈ 200 ppm has been obtained. Thus, the Xe
pair model was validated.
Further model systems were employed to simulate the surface inside the pores of the
MOFs, as seen in �gure 5.2. These models were used to analyze the chemical shift of Xe
at several positions relative to each model. With that, a tabulation of the chemical shift
in relative positions to structural elements within the pores of the MOFs was performed.
By adding the di�erent contributions together, the chemical shift inside the MOFs for
each Xe at any position was investigated (this approach is based on the investigations by
Ito and Fraissard [59]). With that, not just the total average chemical shift per MOF was
analyzed (as in experiments) but several di�erent contributions within the di�erent pores
were evaluated individually.
Finally, a thorough investigation at the atomistic level has been carried out. The di�erence
between the chemical shift of UiO-66 and UiO-67 coincides with the experimental one.
However, with the generated model systems it is possible to describe di�erent in�uences in
the di�erent pores of the MOFs. This allows a fundamental understanding of all in�uences
on the chemical shift. With that, complete explanation of the observed behavior was
provided, which would not be possible in experiments due to the limitations to measure
only the total (average) chemical shift.

Xe liquid shift

Figure 5.2.: Highlight of the linker (blue) as well as the Zr cluster (green) in UiO-66.
Together with the Xe pair model, the NMR spectra of 129Xe in UiO-66 and
UiO-67 was calculated at an atomistic level.

For future investigations, the model systems could be used together with GCMC (grand
canonical Monte-Carlo) simulations to analyze the adsorption isotherms for the chemical
shift within UiO-66 and UiO-67. These isotherms can be compared with experiments.
On the one hand this would provide further insights into the behavior of the Xe chemical
shift at lower pressure. On the other hand the models systems could be further veri�ed.
Additionally, the model systems could be transfered to similar systems (such as UiO-68)
to analyze the chemical shift in an isostructural system and further verify their accuracy.
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APPENDIX 1

(a) UiO-67 along xz

Figure 6.1.: UiO-67 shown along the xz direction to visualize the octahedral and tetrahe-
dral pores. Only one pore each is highlighted. The overlap of the spheres is
attributed to the fact that spheres are used to �ll tetrahedral and octahedral
environments.

Table 6.1.: Comparison of distances [Å], angles [◦] and cell volume [Å3] for the initial
structures of UiO-66 [28] and UiO-67 [30] as well as the full variable cell relax-
ation in QE. No signi�cant di�erences are found. The deviation is calculated
like deviation =

(
1− relaxed

initial

)
× 100%.

UiO-66 UiO-67
initial relaxed deviation [%] initial relaxed deviation [%]

dZr,Zr short 3.572 3.539 0.924 3.571 3.540 0.868
dZr,Zr long 5.052 5.006 0.911 5.050 5.006 0.871
dZr,O cluster 2.089 2.075 0.670 2.089 2.075 0.670
dZr,OH cluster 2.286 2.273 0.569 2.285 2.273 0.525
dZr,O linker 2.248 2.242 0.267 2.252 2.246 0.266
dC,O 1.273 1.275 −0.157 1.272 1.274 −0.157
dC,H 1.084 1.089 −0.461 1.085 1.090 −0.461
^O,C,O 125.249 125.567 −0.254 125.255 125.648 −0.314

^C,C,C,C middle � � � 31.470 29.303 6.886
Vcell 2308.113 2288.469 0.851 4972.434 4928.750 0.879
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APPENDIX 2

COMPARISON BETWEEN HEISENBERG AND ISING MODEL
In the following section, a comparison between the Ising and the Heisenberg model will be
carried out to highlight the di�erences of those models even for simple cases. The easiest
possible system, which consists of two interacting spins with S1 = S2 = 1

2
, will be taken

to evaluate those di�erences. The Hilbert space basis of such a system is |↑↑〉, |↑↓〉, |↓↑〉,
|↓↓〉 resulting in a four-dimensional Hamiltonian. For the Ising model (taking only z into
account, γ = 0, see equation (2.47)) the following Hamiltonian occurs

ĤIsing = −2J12(S1,zS2,z). (6.1)

As the eigenvalues of Sz are known to be Sz |±〉 = mS |±〉 (using atomic units with h̄ = 1),
where mS is the spin quantum number with mS = ±1

2
and the ± indicates either spin

up (↑) or spin down (↓), the already mentioned basis can be used to gain the interaction
matrix for the Ising model

S1,zS2,z ↑↑ ↑↓ ↓↑ ↓↓
↑↑ 1

4
0 0 0

↑↓ 0 −1
4

0 0
↓↑ 0 0 −1

4
0

↓↓ 0 0 0 1
4

This gives the Ising Hamiltonian like

ĤIsing = −J
2


1 0 0 0

0 −1 0 0

0 0 −1 0

0 0 0 1

 .

Calculating the energy eigenvalues for this matrix yields E1,2 = ±J
2
, leading to an energy

di�erence between the FM and the AFM state of ∆E = J .
With γ = 1, the Heisenberg model is obtained. The corresponding Hamiltonian is

ĤHeisenberg = −2J12 (S1,xS2,x + S1,yS2,y + S1,zS2,z) . (6.2)

As Sz commutes with S2 but not with S1,xS2,x +S1,yS2,y, the latter formulation has to be
expressed in a di�erent way. For that purpose, the generation and annihilation operators
Ŝ+ and Ŝ− are introduced

Ŝ+ = Sx + iSy (6.3)

Ŝ− = Sx − iSy, (6.4)

acting on a state like [79]

Ŝ± |S, Sz〉 =
√
S(S + 1)− Sz(Sz ± 1) |S, Sz ± 1〉 . (6.5)
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It can be shown that the wanted expression can be derived from those operators

1

2

(
Ŝ1,+Ŝ2,− + Ŝ1,−Ŝ2,+

)
= S1,xS2,x + S1,yS2,y. (6.6)

From this, an interaction matrix can be de�ned taking only x and y into account

1
2
(Ŝ1,+Ŝ2,− + Ŝ1,−Ŝ2,+) ↑↑ ↑↓ ↓↑ ↓↓

↑↑ 0 0 0 0
↑↓ 0 0 1

2
0

↓↑ 0 1
2

0 0
↓↓ 0 0 0 0

which creates a Hamiltonian with non-diagonal elements

Ĥx,y = −J
2


0 0 0 0

0 0 2 0

0 2 0 0

0 0 0 0

 .

Using equation (6.6) to replace the expression in equation (6.2) gives

ĤHeisenberg = −2J12

(
1

2

(
Ŝ1,+Ŝ2,− + Ŝ1,−Ŝ2,+

)
+ S1,zS2,z

)
. (6.7)

Taking into account that

Ŝ+ |mS〉 = |mS + 1〉 ,

Ŝ− |mS〉 = |mS − 1〉 ,

Ŝ+ |↑〉 = 0,

Ŝ+ |↓〉 = |↑〉 ,

Ŝ− |↑〉 = |↓〉 ,

Ŝ− |↓〉 = 0

leads to an expression of the Hamiltonian like (an explicit calculation of the entries of this
Hamiltonian is given in the next section)

ĤHeisenberg = −J
2


1 0 0 0

0 −1 2 0

0 2 −1 0

0 0 0 1

 .

Calculating the eigenvalues shows a singlet state (S = 0, AFM) with E1 = 3
2
J and a

triplet state (S = 1, FM) with E2,3,4 = −1
2
J leading to an energy di�erence of ∆E = 2J .
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The corresponding eigenstates follow as

|↑↑〉 → S = 1,mS = 1,

|↓↓〉 → S = 1,mS = −1,

|↑↓〉+ |↓↑〉√
2

→ S = 1,mS = 0,

|↑↓〉 − |↓↑〉√
2

→ S = 0,mS = 0.

In conclusion, this comparison shows that even for this very simple case the results of the
two models di�er. The Ising model certainly has the advantage of its simplicity, but the
Heisenberg model describes the splitting of the levels correctly.

CALCULATION OF THE ENTRIES OF THE HEISEBERG HAMILTONIAN
The calculation of the entries of the Heisenberg spin Hamiltonian shall be carried out
here. The discussion is reduced to two particles with S1 = S2 = 1

2
. In this case the

Hamiltonian is given by

ĤHeisenberg = −2JS1 · S2 = −2J
(
S1
xS

2
x + S1

yS
2
y + S1

zS
2
z

)
. (6.8)

As already mentioned in section 2.5.1 the generation and annihilation operators are used

Ŝ+ = Sx + iSy (6.9)

Ŝ− = Sx − iSy. (6.10)

Calculating the products Ŝ+ · Ŝ− and Ŝ− · Ŝ+ gives

Ŝ+ · Ŝ− = (Sx)
2 + iSySx − SxiSy + (Sy)

2 (6.11)

Ŝ− · Ŝ+ = (Sx)
2 + SxiSy − iSySx + (Sy)

2 , (6.12)

which can be summed up to obtain(
Ŝ+ · Ŝ−

)
+
(
Ŝ− · Ŝ+

)
= 2 (Sx)

2 + 2 (Sy)
2 (6.13)(

Ŝ1
+ · Ŝ2

−

)
+
(
Ŝ1
− · Ŝ2

+

)
= 2

(
S1
xS

2
x

)
+ 2

(
S1
yS

2
y

)
, (6.14)

leading to the Hamiltonian in the form

ĤHeisenberg = −2J


(
Ŝ1

+ · Ŝ2
−

)
+
(
Ŝ1
− · Ŝ2

+

)
2

+ S1
zS

2
z

 . (6.15)
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It is known that

Ŝ± |S, Sz〉 =
√
S(S + 1)− Sz(Sz ± 1) |S, Sz ± 1〉

Sz |±〉 = mS |±〉 (h̄ = 1),

with mS = ±1
2
being the spin quantum number, leading to

Ŝ+ |mS〉 = |mS + 1〉

Ŝ− |mS〉 = |mS − 1〉

Ŝ+ |↑〉 = 0

Ŝ+ |↓〉 = |↑〉

Ŝ− |↑〉 = |↓〉

Ŝ− |↓〉 = 0

Sz |↑〉 = +
1

2
|↑〉

Sz |↓〉 = −1

2
|↓〉

〈↑ | ↑〉 = 1

〈↑ | ↓〉 = 0.

For the considered case, the relations for Ŝ+ and Ŝ− can be written out like

Ŝ+ |↑〉 =

√
1

2

(
3

2

)
− 1

2

(
3

2

)
|1
2
,
3

2
〉 = 0 (6.16)

Ŝ+ |↓〉 =

√
1

2

(
3

2

)
−
(
−1

2

)(
1

2

)
|1
2
,
1

2
〉 = 1 |↑〉 (6.17)

Ŝ− |↑〉 =

√
1

2

(
3

2

)
− 1

2

(
−1

2

)
|1
2
,−1

2
〉 = 1 |↓〉 (6.18)

Ŝ− |↓〉 =

√
1

2

(
3

2

)
−
(
−1

2

)(
−3

2

)
|1
2
,−3

2
〉 = 0. (6.19)

As in this case Sz can only have values of ±1
2
, the values Sz = ±3

2
are forbidden. The

basis for the Hamiltonian is given by |↑↑〉, |↑↓〉, |↓↑〉, |↓↓〉 and thus the interaction matrix
can be expressed like

↑↑ ↑↓ ↓↑ ↓↓
↑↑
↑↓
↓↑
↓↓
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Considering the element between ↑↑ and ↑↑ gives

〈↑↑|ĤHeisenberg|↑↑〉 = 〈↑↑| − 2J


(
Ŝ1

+ · Ŝ2
−

)
+
(
Ŝ1
− · Ŝ2

+

)
2

+ S1
zS

2
z

 |↑↑〉
= 〈↑↑| − JŜ1

+ · Ŝ2
− − JŜ1

− · Ŝ2
+ − 2JS1

zS
2
z |↑↑〉

= −J 〈↑↑|Ŝ1
+ · Ŝ2

−|↑↑〉 − J 〈↑↑|Ŝ1
− · Ŝ2

+|↑↑〉 − 2J 〈↑↑|S1
zS

2
z |↑↑〉 .

Treating the terms separately shows

−J 〈↑↑|Ŝ1
+ · Ŝ2

−|↑↑〉 = −J 〈↑↑|0 · 1|↑↓〉 = 0

−J 〈↑↑|Ŝ1
− · Ŝ2

+|↑↑〉 = −J 〈↑↑|1 · 0|↑↑〉 = 0

−2J 〈↑↑|S1
zS

2
z |↑↑〉 = −2J 〈↑↑|1

2

1

2
|↑↑〉 = −J

2
.

Thus the matrix element is 〈↑↑|ĤHeisenberg|↑↑〉 = −J
2
. Accordingly, all other elements can

be calculated leading to the Hamiltonian given in previous section.

87



APPENDIX 3

(a) DUT-8(Ni)closed,vc full (b) DUT-8(Ni)closed,vc reduced

(c) M1closed,vc full (d) M1closed,vc reduced

(e) DUT-8(Ni)closed,vc LS−HS (f) M1closed,vc LS−HS

Figure 6.2.: Energies for high-spin and low-spin magnetic orders for DUT-8(Ni)closed,vc
and the corresponding M1 models for di�erent kinetic energy cuto�s. Two
di�erent HS states are presented. The two last pictures show the energy
di�erence ELS − EHS.
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(a) DUT-8(Ni)closed,vc full (b) DUT-8(Ni)closed,vc LS−HS

Figure 6.3.: Energies and ELS − EHS for DUT-8(Ni)closed,vc for di�erent k-grids.

(a) DUT-8(Ni)open,vc full (b) DUT-8(Ni)open,vc reduced

(c) M1open,vc full (d) M1open,vc reduced

(e) DUT-8(Ni)open,vc LS−HS (f) M1open,vc LS−HS

Figure 6.4.: Energies for high-spin and low-spin magnetic orders for DUT-8(Ni)open,vc and
the corresponding M1 models for di�erent kinetic energy cuto�s. Two di�er-
ent HS states are presented. The two last pictures show the energy di�erence
ELS − EHS.
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APPENDIX 4

Table 6.2.: Ground state atomic energies and magnetizations as benchmarked with QE
(Ecuto� = 300 Ry, 15 × 15 × 15 Å cell). The pseudopotential for Ru did not
describe the atomic energy at all, thus no convergence has been achieved.

Element E(Element) [Ry] M [µB] Element E(Element) [Ry] M [µB]
H −0.999981 1.00 Ni −185.351926 2.00
He −5.786087 0.00 Cu −212.836844 1.00
Li −14.929801 1.00 Zn −243.753599 0.00
Be −6.543937 0.00 Ga −277.733052 1.00
B −11.001874 1.00 Ge −315.269244 2.00
C −17.868525 2.00 As −175.773163 3.00
N −27.836842 3.00 Se −189.132540 2.00
O −41.295723 2.00 Br −204.271642 1.00
F −59.127830 1.00 Kr −221.402799 0.00
Ne −82.025630 0.00 Rb −239.864241 1.00
Na −109.172888 1.00 Sr −260.130151 0.00
Mg −33.506324 0.00 Y −282.294747 1.00
Al −39.250366 1.00 Zr −306.758109 4.00
Si −46.391802 2.00 Nb −333.755509 5.00
P −55.279324 3.00 Mo −363.455156 6.00
S −66.069166 2.00 Tc −395.798755 5.00
Cl −79.224102 1.00 Ru � �
Ar −95.082428 0.00 Rh −469.752025 3.00
K −112.948573 1.00 Pd −330.837746 0.00
Ca −133.380692 0.00 Ag −355.121477 1.00
Sc −156.652229 1.00 Cd −381.761911 0.00
Ti −183.314893 4.00 In −410.602387 1.00
V −213.640042 5.00 Sn −441.829919 2.00
Cr −247.929876 6.00 Sb −347.464633 3.00
Mn −286.241561 5.00 Te −512.032305 2.00
Fe −328.912845 4.00 I −378.815290 1.00
Co −161.682460 3.00 Xe −593.376828 0.00
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Table 6.3.: Binding energies Ebind for several systems including all considered MOFs. Cal-
culated with Ebind = Esystem−

∑
i niEi, where Esystem is the total energy of the

complete system and ni is the number of atoms of species i with the energy
Ei. The reduced binding energy Ebind,red is the binding energy per atom, thus
Ebind,red = Ebind/N , with N as the total number of atoms per system/cell.

System sum formula N Ebind [Ry] Ebind,red [Ry]
DUT-8(Ni)open,init Ni4N4O16C60H48 132 −51.652001 −0.391309
DUT-8(Ni)closed,init Ni2N2O8C30H24 66 −25.265441 −0.382809
DUT-8(Ni)open,vc Ni4N4O16C60H48 132 −52.184054 −0.395334
DUT-8(Ni)open,vc,�x angles Ni4N4O16C60H48 132 −52.184059 −0.395334
DUT-8(Ni)closed,vc Ni2N2O8C30H24 66 −26.128431 −0.395885
M1open,init Ni2N2O8C4H10 26 −8.612039 −0.331232
M1closed,init Ni2N2O8C4H10 26 −8.184674 −0.314795
M1open,vc Ni2N2O8C4H10 26 −8.686612 −0.334100
M1closed,vc Ni2N2O8C4H10 26 −8.617741 −0.331456
UiO-66 Zr6O32C48H28 114 −50.309947 −0.441315
UiO-67 Zr6O32C84H52 174 −75.158274 −0.431944
Linker UiO-66 C8O4H6 18 −7.122742 −0.395708
Zr cluster Zr6O32C12H16 66 −27.102384 −0.410642

For the initial structures, DUT-8(Ni)open,init is more stable than the respective DUT-
8(Ni)closed,init structure. However, as DUT-8(Ni)closed is the one 'as made' and the one
which stabilizes when no absorption occurs, one would expect an lower binding energy
for DUT-8(Ni)closed. Indeed, in our optimizations we �nd that DUT-8(Ni)closed,vc is ener-
getically more favourable by about 7.5 meV/atom.
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APPENDIX 5

Table 6.4.: Results for supercell calculations for the DUT-8(Ni)open,init and the DUT-
8(Ni)closed,init structure featuring di�erent magnetic orderings. The magnetic
dimer units I, II, III and IV are indicated in �gure 3.2. ↑ and ↓ count for the
Ni at the magnetic dimer unit. Furthermore, Mtot is the total magnetization,
Mabs the absolute magnetization, low stand for a low-spin ordering and high
for a high-spin ordering. The energy di�erence ∆ELS(local) = Etot − ELS(local)

is used to compare di�erent magnetic ordering.

global type I II III IV
Mtot Mabs ∆ELS(local)

[µB/cell] [µB/cell] [meV/dimer]
DUT-8(Ni)open,init

low

I,II,III,IVlow ↑↓ ↑↓ ↑↓ ↑↓ 0.00 14.93 0.00
I-IVhigh ↑↑ ↓↓ ↓↓ ↑↑ 0.00 16.38 190.349
II-IIIhigh
I-IIhigh ↑↑ ↑↑ ↓↓ ↓↓ 0.00 16.35 190.369

III-IVhigh

high, S = 4 I,II,III,IVhigh ↑↑ ↑↑ ↑↑ ↑↑ n/a n/a n/a
high, S = 8 I,II,III,IVhigh ↑↑ ↑↑ ↑↑ ↑↑ 16.00 16.52 198.927

DUT-8(Ni)closed

low

I,II,III,IVlow ↑↓ ↑↓ ↑↓ ↑↓ 0.00 14.80 0.00
I-IVhigh ↑↑ ↓↓ ↓↓ ↑↑ 0.00 16.63 80.747
II-IIIhigh
I-IIhigh ↑↑ ↑↑ ↓↓ ↓↓ 0.00 16.36 58.086

III-IVhigh

I-IIIhigh ↑↑ ↓↓ ↑↑ ↓↓ 0.00 16.34 58.058
II-IVhigh

high, S = 4

I,II,IVhigh ↓↓ ↓↓ ↑↑ ↓↓ 8.00 16.49 69.411
III-alllow

II,III,IVhigh ↑↑ ↓↓ ↓↓ ↓↓ 8.00 16.49 69.411
I-alllow

I,II,III,IVhigh ↑↑ ↑↑ ↑↑ ↑↑ 8.00 11.71 307.799
high, S = 8 I,II,III,IVhigh ↑↑ ↑↑ ↑↑ ↑↑ 16.00 16.62 80.709

APPENDIX 6
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Table 6.5.: Results of spin polarized calculations, leading to high-spin and low-spin order-
ing energies, for the DUT-8(Ni)open,init models with calculated coupling con-
stant J (QE).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ry] −846.754375 −846.769263 −1308.080997 −1308.094936
Mtot [µB/cell] 4.00 0.00 4.00 0.00
Mabs [µB/cell] 4.12 3.75 4.13 3.78
J [cm−1] −272.2 (low-spin) −254.8 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ry] −814.889521 −814.873781 −814.889708 −814.873781
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.24 3.78 2.24 3.79
J [cm−1] 383.6 (high-spin (S=1)) 388.2 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ry] −783.002321 −782.972697 −874.137174 −874.143955
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 2.28 3.96 3.16 2.66
J [cm−1] 722.1 (high-spin (S=1)) −247.9 (low-spin)

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ry] −874.137337 −874.143971 −901.496196 −901.505635
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.16 2.67 2.17 1.84
J [cm−1] −242.5 (low-spin) −517.6 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ry] −871.157189 −871.152198 −986.589603 −986.567429
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.32 3.74 2.32 3.73
J [cm−1] 121.7 (high-spin (S=1)) 540.5 (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ry] −878.129988 −878.104523 −785.183492 −785.171607
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.16 4.06 2.19 1.91
J [cm−1] 620.7 (high-spin (S=1)) 651.8 (high-spin (S=1))
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Table 6.6.: Results of spin polarized calculations, leading to high-spin and low-spin order-
ing energies, for the DUT-8(Ni)open,init models with calculated coupling con-
stant J (FPLO).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ha] −3911.497240 −3911.504756 −4835.233889 −4835.240945
Mtot [µB] 4.00 0.00 4.00 0.00
Mabs [µB] 4.00 3.65 4.01 3.68
J [cm−1] −274.8 (low-spin) −257.9 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ha] −3854.921547 −3854.911562 −3854.921631 −3854.911328
Mtot [µB] 2.00 0.00 2.00 0.00
Mabs [µB] 2.17 3.54 2.16 3.55
J [cm−1] 486.7 (high-spin (S=1)) 502.2 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ha] −3798.334966 −3798.313407 −4045.694721 −4045.698052
Mtot [µB] 2.00 0.00 3.00 1.00
Mabs [µB] 2.12 3.80 3.00 2.59
J [cm−1] 1050.9 (high-spin (S=1)) −243.6 (low-spin)

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ha] −4045.694775 −4045.698026 −4179.880396 −4179.884922
Mtot [µB] 3.00 1.00 2.00 0.00
Mabs [µB] 3.00 2.59 2.05 1.70
J [cm−1] -237.7 (low-spin) -496.4 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ha] −3951.245838 −3951.242622 −4175.555403 −4175.542651
Mtot [µB] 2.00 0.00 2.00 0.00
Mabs [µB] 2.17 3.64 2.15 3.61
J [cm−1] 156.8 (high-spin (S=1)) 621.6 (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ha] −3984.948996 −3984.934758 −.... −....
Mtot [µB] 2.00 0.00
Mabs [µB] 2.40 3.93
J [cm−1] 694.1 (high-spin (S=1)) ...
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Table 6.7.: Results of spin polarized calculations, leading to high-spin and low-spin or-
dering energies, for the DUT-8(Ni)closed,init models with calculated coupling
constant J (QE).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ry] −846.338057 −846.341899 −1307.584689 −1307.587911
Mtot [µB/cell] 4.00 0.00 4.00 0.00
Mabs [µB/cell] 4.17 3.64 4.20 3.71
J [cm−1] −70.2 (low-spin) −58.9 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ry] −814.497587 −814.486547 −814.488818 −814.489133
Mtot [µB/cell] 2.00 0.00 4.00 0.00
Mabs [µB/cell] 2.84 3.65 4.18 3.58
J [cm−1] 269.1 (high-spin (S=1)) −5.7 (low-spin)

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ry] −782.637608 −782.623384 −873.705448 −873.705398
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 3.06 3.71 3.17 2.66
J [cm−1] 346.7 (high-spin (S=1)) 1.8 (high-spin (S=1.5))

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ry] −873.719088 −873.721949 −901.072541 −901.073809
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.17 2.54 2.16 1.64
J [cm−1] −104.6 (low-spin) −69.5 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ry] −870.747059 −870.745486 −986.178308 −986.162758
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.93 3.49 3.06 3.38
J [cm−1] 38.3 (high-spin (S=1)) 379.0 (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ry] −877.734942 −877.717131 −784.827747 −784.827098
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 3.42 3.59 2.44 2.19
J [cm−1] 434.1 (high-spin (S=1)) 35.6 (high-spin (S=1))

95



Table 6.8.: Results of spin polarized calculations, leading to high-spin and low-spin or-
dering energies, for the DUT-8(Ni)closed,init models with calculated coupling
constant J (FPLO).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ha] −3911.280552 −3911.282156 −4834.975649 −4834.976900
Mtot [µB] 4.00 0.00 4.00 0.00
Mabs [µB] 4.05 3.43 4.07 3.53
J [cm−1] −58.6 (low-spin) −45.7 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ha] −3854.718415 −3854.712473 −3854.714055 −3854.713763
Mtot [µB] 2.00 0.00 4.00 0.00
Mabs [µB] 2.59 3.47 4.04 3.45
J [cm−1] 289.7 (high-spin (S=1)) 10.7 (high-spin (S=2))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ha] −3798.146386 −3798.138824 −4045.472902 −4045.472974
Mtot [µB] 2.00 0.00 3.00 1.00
Mabs [µB] 2.99 3.57 3.08 2.49
J [cm−1] 368.6 (high-spin (S=1)) −5.3 (low-spin)

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ha] −4045.479955 −4045.481348 −4179.665269 −4179.666028
Mtot [µB] 3.00 1.00 2.00 0.00
Mabs [µB] 3.06 2.41 2.09 1.57
J [cm−1] −101.9 (low-spin) −37.5 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ha] −3951.032552 −3951.030612 −4175.343129 −4175.333708
Mtot [µB] 2.00 0.00 2.00 0.00
Mabs [µB] 2.85 3.35 2.97 3.01
J [cm−1] 94.6 (high-spin (S=1)) 459.3 (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ha] −3984.744804 −3984.735262 −3799.239752 −3799.239346
Mtot [µB] 2.00 0.00 2.00 0.00
Mabs [µB] 3.32 3.39 2.37 2.08
J [cm−1] 465.2 (high-spin (S=1)) 44.7 (high-spin (S=1))

96



Table 6.9.: Results of spin polarized calculations, leading to high-spin and low-spin order-
ing energies, for the DUT-8(Ni)open,vc models with calculated coupling constant
J (QE).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ry] −846.841011 −846.843836 −1308.253423 −1308.258418
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.28 3.21 2.24 3.23
J [cm−1] −68.8 (low-spin) −121.7 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ry] −814.996581 −814.957662 −814.997193 −814.958017
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.23 3.04 2.22 3.06
J [cm−1] 948.6 (high-spin (S=1)) 954.9 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ry] −783.129353 −783.104115 −874.132832 −874.139524
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 2.23 1.19 3.19 2.35
J [cm−1] 1384.1 (high-spin (S=1)) −244.7 (low-spin)

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ry] −874.132780 −874.139331 −901.477265 −901.485022
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.19 2.36 2.18 1.92
J [cm−1] −239.5 (low-spin) −425.4 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ry] −871.275958 −871.248381 −986.711098 −.
Mtot [µB/cell] 2.00 0.00 2.00
Mabs [µB/cell] 2.26 3.18 2.26
J [cm−1] 672.2 (high-spin (S=1)) (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ry] −878.237231 −878.217699 -.� -.�
Mtot [µB/cell] 2.00 0.00 � �
Mabs [µB/cell] 2.49 1.36 � �
J [cm−1] 1071.2 (high-spin (S=1)) �
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Table 6.10.: Results of spin polarized calculations, leading to high-spin and low-spin or-
dering energies, for the DUT-8(Ni)open,vc models with calculated coupling
constant J (FPLO).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ry] −3911.507314 −3911.508554 −4835.248980 −4835.251896
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.06 3.11 2.05 3.13
J [cm−1] −60.5 (low-spin) -142.2 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ry] −3854.946938 −3854.927745 −3854.947252 −3854.928339
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.06 2.48 2.06 2.65
J [cm−1] 936.0 (high-spin (S=1)) 922.3 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ry] −3798.375608 −3798.369013 −4045.691194 −4045.694477
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 2.07 0.24 3.00 2.28
J [cm−1] 723.6 (high-spin (S=1)) −240.1 (low-spin)

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ha] −4045.691197 −4045.694441 −4179.869896 −4179.867505
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.00 2.28 2.04 0.00
J [cm−1] −235.0 (low-spin) � (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ha] −3951.275102 −3951.260966 −4175.587403 −.
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.06 3.07 2.07 3.73
J [cm−1] 689.4 (high-spin (S=1)) (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ha] −. −. −. −.
Mtot [µB/cell] � �
Mabs [µB/cell] � �
J [cm−1] (high-spin (S=1)) �
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Table 6.11.: Results of spin polarized calculations, leading to high-spin and low-spin or-
dering energies, for the DUT-8(Ni)closed,vc models with calculated coupling
constant J (QE).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ry] −846.759283 −846.774966 −1308.170367 −1308.187779
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.18 3.36 2.17 3.37
J [cm−1] −382.3 (low-spin) −424.4 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ry] −814.909156 −814.883658 −814.909931 −814.884868
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.27 3.18 2.28 3.22
J [cm−1] 621.5 (high-spin (S=1)) 610.9 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ry] −783.036494 −783.025939 −874.067430 −874.065699
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 2.29 1.24 3.18 2.58
J [cm−1] 578.9 (high-spin (S=1)) 63.3 (high-spin (S=1.5))

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ry] −874.067319 −874.065637 −901.410898 −901.412677
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.18 2.55 2.16 1.97
J [cm−1] 61.5 (high-spin (S=1.5)) −97.6 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ry] −871.195973 −871.189322 −986.619073 −986.590590
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.31 3.35 2.32 3.06
J [cm−1] 162.1 (high-spin (S=1)) 694.2 (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ry] −.... −.... -�. -�.
Mtot [µB/cell] � �
Mabs [µB/cell] � �
J [cm−1] (high-spin (S=1)) �
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Table 6.12.: Results of spin polarized calculations, leading to high-spin and low-spin or-
dering energies, for the DUT-8(Ni)closed,vc models with calculated coupling
constant J (FPLO).

Parameter
M1 M2

high-spin low-spin high-spin low-spin
Etot [Ha] −3911.464998 −3911.472467 −4835.182259 −4835.190753
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.08 3.24 2.01 3.24
J [cm−1] −364.1 (low-spin) −414.2 (low-spin)

M3 M4
high-spin low-spin high-spin low-spin

Etot [Ha] −3854.901865 −3854.888882 −3854.902218 −3854.889478
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.07 2.99 2.09 3.03
J [cm−1] 632.9 (high-spin (S=1)) 621.3 (high-spin (S=1))

M5 M6
high-spin low-spin high-spin low-spin

Etot [Ha] −3798.327675 −3798.322455 −4045.656827 −4045.656006
Mtot [µB/cell] 2.00 0.00 3.00 1.00
Mabs [µB/cell] 2.08 0.24 3.00 2.44
J [cm−1] 572.5 (high-spin (S=1)) 60.0 (high-spin (S=1.5))

M7 M8
high-spin low-spin high-spin low-spin

Etot [Ha] −4045.656874 −4045.656031 −4179.834879 −4179.835696
Mtot [µB/cell] 3.00 1.00 2.00 0.00
Mabs [µB/cell] 3.00 2.46 2.04 1.81
J [cm−1] 61.6 (high-spin (S=1.5)) −89.6 (low-spin)

M9 M10
high-spin low-spin high-spin low-spin

Etot [Ha] −3951.234022 −3951.230025 −4175.539816 −.
Mtot [µB/cell] 2.00 0.00 2.00 0.00
Mabs [µB/cell] 2.07 3.22 2.08 3.06
J [cm−1] 194.8 (high-spin (S=1)) (high-spin (S=1))

M11 M12
high-spin low-spin high-spin low-spin

Etot [Ha] −3984.927232 −. -�. -�.
Mtot [µB/cell] 2.00 � �
Mabs [µB/cell] 2.32 � �
J [cm−1] (high-spin (S=1)) �
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APPENDIX 7
Following the argumentation of M1 in section 3.5.1, a comparison between the resulting
coupling constants Jij for M1, M2 and the two SBU model as seen in section 3.5.3 has
been carried out. This was done to determine the importance of the adjacent linkers.
It seems that this is especially important for DUT-8(Ni)open,vc, where the spin densities
strongly interact with each other due to the very small Ni-Ni distance.
Thus, one can compare the coupling constants as obtained in the crystal structure (as
a reference) with the Jij for M1, M2 (adjacent carbon rings) and the two SBU model
(adjacent dabco unit). By comparing the absolute di�erences in Jij as well as the ratio of
the Jijs, a deeper insight into the distribution of the spin densities can be obtained. For
this purpose, the following quantities are de�ned

∆J = |Jcrystal − JM1|

ξM1-crystal =
JM1

Jcrystal

ξM1-M2 =
JM1

JM2

ξM1-twoSBU =
JM1

Jtwo SBU
,

where the �rst one determines the absolute di�erence between the M1 model and the
crystalline calculation considering Jij (should preferably be close to zero cm−1), the second
gives an insight into the relative di�erence between M1 and crystal value (preferably close
to 1) and the other two give an insight into how much the spin densities spread to the
di�erent linkers (preferably close to 1 as well).
These quantities have been determined for all considered systems (DUT-8(Ni)open,init,
DUT-8(Ni)closed,init, DUT-8(Ni)open,vc, DUT-8(Ni)closed,vc) to fully understand where the
model ansatz works well and where it starts to be not accurate anymore. More impor-
tantly, one can �gure out why the ansatz might fail considering the distribution of the
spin densities.
To determine the Jij within a single SBU from the two SBU system (section 3.5.3), one
needs two magnetic con�gurations, namely ↑↑ −dabco− ↑↑ and ↑↓ −dabco− ↑↓ (in
accordance to the crystalline arrangement). Thus, the Jij per SBU can be de�ned in
analogy to equation (2.56), considering that ∆E ′ = (E↑↓−dabco−↑↓ − E↑↑−dabco−↑↑) · 1

2
and

the total spins for HS and LS have to be divided by two to get the single SBU values,
thus SHS/LS = 1

2
SHS/LS,full. The results are summarized in tables 6.13 and 6.14.

Table 6.13.: All coupling constant values for the evaluation of the given ratios.

System Jcrystal [cm−1] JM1 [cm−1] JM2 [cm−1] Jtwo SBU [cm−1]

DUT-8(Ni)open,init −267.4 −272.2 −254.8 −278.1

DUT-8(Ni)closed,init −108.4 −70.2 −58.9 −111.5

DUT-8(Ni)open,vc −316.1 −68.8 −121.7 −238.6

DUT-8(Ni)closed,vc −411.6 −382.3 −424.4 −423.7
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Table 6.14.: Deeper analysis of the coupling constant in DUT-8(Ni). Di�erent contribu-
tions show how much the magnetism is localized. If this is not the case and
the J of M1 and the crystalline calculation di�er, this investigation gives
insight into where the spin densities will distribute.

System ∆J [cm−1] ξM1-crystal ξM1-M2 ξM1-twoSBU

DUT-8(Ni)open,init 4.8 1.018 1.068 0.979
DUT-8(Ni)closed,init 38.2 0.648 1.192 0.972

DUT-8(Ni)open,vc 247.3 0.218 0.565 0.288
DUT-8(Ni)closed,vc 29.3 0.929 0.901 0.902

For DUT-8(Ni)open,init, the magnetism is highly localized on the SBU and the spin densities
do not distribute towards neither the carbon linker nor the dabco unit. This is clearly
represented by ∆J ≈ 0 cm−1 and by all ξ ≈ 1.
As mentioned in section 3.5.1, for DUT-8(Ni)closed,init the trend looks a little di�erent.
There, the absolute value changes, giving rise to a signi�cantly di�erent ratio ξM1-crystal.
This can be attributed to the lack of symmetry in the system, leading to a redistribution
of the spin densities. The ratio is large due to the small value of Jij in the �rst place.
In comparison to the fully relaxed structure of DUT-8(Ni)closed, a very similar absolute
value in the change of Jij has been found. Furthermore, the spin densities seem to have
only spread onto the carbon linkers and not along the dabco unit (a comparison between
ξM1-twoSBU to DUT-8(Ni)open,init shows that this quantity is essentially the same for both
structures). Considering the length of the carbon linkers in the crystalline structure, there
is a small coupling along such linkers. Therefore, even for this structure the magnetism
is fairly localized. This investigation additionally shows that for DUT-8(Ni)closed,init, even
though it lacks symmetry and the Jij for the crystal calculation and M1 di�er quite
strongly, further model calculation do not show any urgent necessity of the inclusion of
the linkers in the description of Jij.
Continuing with DUT-8(Ni)closed,vc, one observes similar trends as for DUT-8(Ni)open,init.
The absolute change is larger, but due to the signi�cantly larger Jij in comparison to
DUT-8(Ni)closed,init, the initial ratio is still close to 1. Furthermore, the e�ect of the
carbon linkers is negligible. Additionally, the in�uence of the dabco unit is the same as
the one for the carbon linkers and thus negligible as well. With that, the M1 for this
structure satisfactorily represents the magnetic properties of the crystalline structure.
At last, DUT-8(Ni)open,vc shall be analyzed. Here, a signi�cant absolute change in Jij oc-
curs. This is clearly re�ected in the ratio between the Jij of M1 and the crystalline value
(about 5 times smaller). In contrast to DUT-8(Ni)closed,init, the in�uences arise from the
carbon linkers and even more from the dabco units. Thus, the spin densities are strongly
distributed over the carbon linkers and the dabco unit, giving rise to strong e�ects on the
coupling constant within the crystalline structure. This can be related to the very small
Ni-Ni distance in the system, dNi-Ni = 2.378 Å. With that, this structure seems to be a
limit for the applicability of the model system ansatz. Clearly, if the spin densities are
strongly distributed on all sets of linkers, a model system where the linkers are cut o�
cannot accurately represent the magnetic properties of the crystalline structure. However,
it should be note that for all other systems, the ansatz works very well and is suitable for
the description of the magnetic interaction between the Ni centers.
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With that, the model system ansatz is veri�ed and the strictly di�erent values for DUT-
8(Ni)open,vc have been explained. This shall be discussed one step further. Combining the
coupling constants for M2 and the two SBU model such as Jall linkers = JM2 + JtwoSBU and
comparing the resulting value with the crystalline one, a ratio of

ξopen,vc =
Jall linkers
Jcrystal

= 1.139.

is obtained. This value certainly represents the crystalline structure much better than
the models systems individually. The �nal analysis is supposed to show that the model
systems can reproduce the crystalline features. For too small Ni-Ni distances, more than
one model is needed to investigate these features accurately. However, this extended
model system ansatz gives reliable results and can be used as an veri�cation of any model
system.
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APPENDIX 8

(a) DUT-8(Ni)open,vc

Figure 6.5.: Total energy di�erence of di�erent magnetic ordering as a function of the Ni-
Ni distance. For the model system derived from DUT-8(Ni)open,vc. The global
energy minimum is always obtained for a local HS coupling, independent
of the coupling between the SBUs. The black line denotes the minimum
distance.

Figure 6.6.: Total energy di�erence of di�erent magnetic ordering as a function of the
Ni-Ni distance. For the model system derived from DUT-8(Ni)open,init. To
distinguish between the two local HS orderings, one line is solid while the
other is displayed with dots. The black line denotes the minimum distance.
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APPENDIX 9

Table 6.15.: Calculated energy di�erences and coupling constants for speci�c magnetic or-
ders. In this case, Jij can be evaluated e.g. like J5.,6. = (E6.−E5.)/(〈S2

tot,5.〉),
in analogy to equation (2.58). Models derived from DUT-8(Ni)open,init. The
system with FeCo shows a very di�erent behavior. However, the calculations
for the given model systems regarding the combination FeCo are computa-
tionally not very stable and should be viewed with caution.

System ∆EQE [meV] ∆EFPLO [meV] JQE [cm−1] JFPLO [cm−1]
NiNi E1. − E2. −6.61 −6.75 � �
FeFe E4. − E3. −2.84 −3.54 −0.32 −0.39
FeCo E6. − E5. −38.45 +25.60 −5.54 +3.69
FeCo E8. − E7. � � � �
FeCo E10. − E9. +36.61 +6.91 +5.27 +0.99
FeNi E6. − E5. −1.96 −0.49 −0.38 −0.09
FeNi E8. − E7. −3.18 −1.69 −0.61 −0.32
FeNi E10. − E9. −1.74 −0.38 −0.33 −0.07
FeCu E6. − E5. +0.01 � +0.003 �
FeCu E8. − E7. −0.71 � −0.19 �
FeCu E10. − E9. −12.25 � −3.29 �

Table 6.16.: Calculated energy di�erences for speci�c magnetic orders at certain arrange-
ments of the magnetic atoms within the model (see section 3.5.3). Calculated
with QE. Models derived from DUT-8(Ni)open,init.

System EXY-dabco-XY [Ry] EXY-dabco-YX [Ry] EYX-dabco-XY [Ry] ∆Egeometries [meV]

FeCo −2051.009159 −2051.011083 −2051.009096 +0.93

FeNi −2098.333146 −2098.334922 −2098.329639 −0.87

FeCu −2153.063004 −2153.055199 −2153.065612 −2.59
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APPENDIX 10
For some geometries, the calculation of a speci�c magnetic ordering did not converged.
In these cases, only the available value has been used. As already shown in table 3.9 in
section 3.5.3, the energy di�erences between magnetic orderings of the same geometry are
small. Thus, the displayed values should be valid.

Table 6.17.: All energies calculated with QE for the model system calculations as depicted
in section 3.5.3. For model systems derived from DUT-8(Ni)closed,vc.

System
Etot Eaverage Mtot Mabs

[Ry] [Ry] [µB] [µB]

Ni↑Ni↓ - Ni↓Ni↑ −1811.258288 −1811.258538 0.00 6.64
Ni↑Ni↓ - Ni↑Ni↓ −1811.258788 0.00 6.62

Fe↑Fe↑ - Fe↓Fe↓ −2385.578743 −2385.578637 0.00 16.64
Fe↑Fe↑ - Fe↑Fe↑ −2385.578532 16.00 16.69

Fe↑Co↑ - Fe↓Co↓ −2051.109481 −2051.109365 0.00 14.43
Fe↑Co↑ - Fe↑Co↑ −2051.109249 14.00 14.45
Fe↑Co↑ - Co↓Fe↓ −2051.111195 −2051.111032 0.00 14.42
Fe↑Co↑ - Co↑Fe↑ −2051.110868 14.00 14.45
Co↑Fe↑ - Fe↓Co↓ −2051.108752 −2051.108662 0.00 14.42
Co↑Fe↑ - Fe↑Co↑ −2051.108572 14.00 14.42

Fe↑Ni↑ - Fe↓Ni↓ −2098.457834 −2098.457712 0.00 12.45
Fe↑Ni↑ - Fe↑Ni↑ −2098.457589 12.00 12.47
Fe↑Ni↑ - Ni↓Fe↓ −2098.457265 −2098.457113 0.00 12.46
Fe↑Ni↑ - Ni↑Fe↑ −2098.456962 12.00 12.48
Ni↑Fe↑ - Fe↓Ni↓ −2098.454908 −2098.454815 0.00 12.45
Ni↑Fe↑ - Fe↑Ni↑ −2098.454723 12.00 12.47

Fe↑Cu↑ - Fe↓Cu↓ −2153.143931 −2153.143962 0.00 10.35
Fe↑Cu↑ - Fe↑Cu↑ −2153.143995 10.00 10.35
Fe↑Cu↑ - Cu↓Fe↓ −2153.140471 −2153.140394 0.00 10.36
Fe↑Cu↑ - Cu↑Fe↑ −2153.140317 10.00 10.38
Cu↑Fe↑ - Fe↓Cu↓ �

�
� �

Cu↑Fe↑ - Fe↑Cu↑ −2153.145650 10.00 10.36

Ni↑Cu↑ - Ni↓Cu↓ −1865.955074 −1865.954956 0.00 6.33
Ni↑Cu↑ - Ni↑Cu↑ −1865.954839 6.00 6.36
Ni↑Cu↑ - Cu↓Ni↓ −1865.947300 −1865.947261 0.00 6.36
Ni↑Cu↑ - Cu↑Ni↑ −1865.947222 6.00 6.37
Cu↑Ni↑ - Ni↓Cu↓ −1865.962572 −1865.962280 0.00 6.30
Cu↑Ni↑ - Ni↑Cu↑ −1865.961988 6.00 6.34
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Table 6.18.: All energies calculated with FPLO for the model system calculations as de-
picted in section 3.5.3. For model systems derived from DUT-8(Ni)closed,vc.

System
Etot Eaverage Mtot Mabs

[Ha] [Ha] [µB] [µB]

Ni↑Ni↓ - Ni↓Ni↑ −8055.030188 −8055.030317 0.00 6.39
Ni↑Ni↓ - Ni↑Ni↓ −8055.030447 0.00 6.41

Fe↑Fe↑ - Fe↓Fe↓ −7062.925357
�

0.00 15.98
Fe↑Fe↑ - Fe↑Fe↑ � � �

Fe↑Co↑ - Fe↓Co↓ −7304.255696
�

0.00 13.98
Fe↑Co↑ - Fe↑Co↑ � � �
Fe↑Co↑ - Co↓Fe↓ −7304.256445 −7304.256367 0.00 13.97
Fe↑Co↑ - Co↑Fe↑ −7304.256288 14.00 14.00
Co↑Fe↑ - Fe↓Co↓ −7304.255709 −7304.255675 0.00 14.00
Co↑Fe↑ - Fe↑Co↑ −7304.255641 14.00 14.00

Fe↑Ni↑ - Fe↓Ni↓ −7558.997512 −7558.997465 0.00 11.99
Fe↑Ni↑ - Fe↑Ni↑ −7558.997419 12.00 12.00
Fe↑Ni↑ - Ni↓Fe↓ −7558.996819 −7558.996760 0.00 11.99
Fe↑Ni↑ - Ni↑Fe↑ −7558.996702 12.00 12.00
Ni↑Fe↑ - Fe↓Ni↓ −7558.996515 −7558.996481 0.00 11.98
Ni↑Fe↑ - Fe↑Ni↑ −7558.996448 12.00 12.00

Fe↑Cu↑ - Fe↓Cu↓ −7827.353531 −7827.353495 0.09 9.99
Fe↑Cu↑ - Fe↑Cu↑ −7827.353459 10.00 10.01
Fe↑Cu↑ - Cu↓Fe↓ −7827.351362 −7827.351332 0.01 9.99
Fe↑Cu↑ - Cu↑Fe↑ −7827.351303 10.00 10.01
Cu↑Fe↑ - Fe↓Cu↓ −7827.354320

�
0.00 9.98

Cu↑Fe↑ - Fe↑Cu↑ � � �

Ni↑Cu↑ - Ni↓Cu↓ −8323.391002 −8323.390924 0.00 5.98
Ni↑Cu↑ - Ni↑Cu↑ −8323.390847 6.00 6.01
Ni↑Cu↑ - Cu↓Ni↓ −8323.387389 −8323.387363 0.00 5.98
Ni↑Cu↑ - Cu↑Ni↑ −8323.387339 6.00 6.01
Cu↑Ni↑ - Ni↓Cu↓ −8323.394463 −8323.394306 0.00 6.00
Cu↑Ni↑ - Ni↑Cu↑ −8323.394149 6.00 6.01
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APPENDIX 11

Table 6.19.: Results of relativistic Hartree-Fock-Slater calculations [72] for the determina-
tion of the 1/r behavior of σ for the respective orbitals of Xe. The occupation
per orbital is additionally given.

Orbital occupation 1/r
1s 2 58.18950
2s 2 13.64296

2p1/2 2 13.64047
2p3/2 4 12.53121
3s 2 4.89696

3p1/2 2 4.81512
3p3/2 4 4.54013
3d3/2 4 4.40406
3d5/2 6 4.33320
4s 2 1.99342

4p1/2 2 1.88912
4p3/2 4 1.79951
4d3/2 4 1.56644
4d5/2 6 1.54392
5s 2 0.73283

5p1/2 2 0.61465
5p3/2 4 0.57987

APPENDIX 12
As a �rst model system to gain an insight into the Xe-surface in�uence on the chemical
shift, benzene was used, as it is the main component of the linkers in UiO-66 and UiO-
67. Furthermore, the chemical shift behavior around benzene is well known [78]. For
this purpose, the chemical shift in the volume around the molecule has been analyzed.
This was done by placing one Xe atom at speci�c positions and evaluate its chemical
shift. To do so, the Xe was moved along two paths. The �rst one starts above the
middle of the molecule, at a Xe-C distance of 3.5 Å (according to the respective vdW
radii (rvdW(Xe) = 2.16 Å, rvdW(C) = 1.70 Å). The minimum distance takes into account
regions where the atoms get very close. The path ends above one of the H atoms (see
�gure 6.7). The Xe was moved in 0.1 Å steps along this path, while its height was shifted
in 0.1 Å steps out of plane (z axis in �gure 6.7) until dXe-C = 5.5 Å. The second path
started again above the middle of the molecule, but ended in between two H atoms. The
height was varied like in the �rst path. The total shift is given by δtotal = σref− 1

3
Tr(σij).
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Figure 6.7.: The benzene model system to derive δS according to the in�uence of the
molecule on the chemical shift of the Xe. On the left side, the distances
within this model are drawn. On the right side, the initial and �nal position
of the Xe atom (green) for the �rst path are given. The last �gure shows the
shift in the z direction, where colors indicate a deshielding region, while grey
to black indicate a shielding region. A clear cone above the carbon ring can
be seen, as known from the literature [78].
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APPENDIX 13

Table 6.20.: Total energy di�erences for di�erent positions of Xe in the pores (Tp,1, Tp,2

and Op) for UiO-66 and UiO-67. The total energy at a speci�c position EXe-site

was subtracted by the global minimum for the respective MOF Emin, which
refers to the energy of the MOF with Xe at its most favourable position. With
that, the energy di�erence is given as ∆E = EXe-site − Emin. The reference
energies are EUiO-66 ≈ −4691.487979 Ry and EUiO-67 = −5383.602073 Ry.
The position 'to linker' describes a movement from the middle of the pore
directly towards the linker while 'to pore' speci�es a movement along the
space diagonal, thus in between the SBU and the linker.

System position ∆ETp,1 [meV] ∆ETp,2 [meV] ∆EOp [meV]

UiO-66

middle +73.19 +149.49 +205.07
+1 Å to SBU � � +180.46
+2 Å to SBU � � +83.56

+2.5 Å to SBU � � ±0.00
+1 Å to linker � � +181.51
+2 Å to linker � � +88.16
+1 Å to pore � � +183.04
+2 Å to pore � � +99.59

UiO-67

middle +352.96 +404.11 +442.58
+1 Å to SBU +341.62 +396.75 +435.83
+2 Å to SBU +284.21 +352.34 +420.17
+3 Å to SBU +174.61 +273.47 +381.69
+4 Å to SBU ± 0.0 +121.83 +317.41
+5 Å to SBU � � +194.79
+1 Å to linker +338.16 +392.85 +435.17
+2 Å to linker +266.25 +344.43 +416.85
+3 Å to linker � +211.98 +382.27
+4 Å to linker � � +294.43
+1 Å to pore +343.64 +397.16 +433.31
+2 Å to pore +301.54 +366.11 +421.29
+3 Å to pore +244.84 +324.29 +392.99
+4 Å to pore � � +348.31
+5 Å to pore � � +303.02
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APPENDIX 14
To evaluate the porosity within MOFs, one can use a hard sphere model, where the overlap
of spheres has to be evaluated and consequently subtracted from the total volume of all
spheres (atoms). The volume which is left can then be compared to the total volume of
a unit cell, providing the porosity Φ as

Φ =
Vvoid
Vtotal

, (6.20)

with Vvoid = Vtotal − Voccupied is the empty volume in the unit cell with a volume of
Vtotal. Thus, one needs to evaluate the occupied volume, which is, as mentioned before,
the sum of the volumes of all atoms

∑
Vatoms (approximated as hard spheres with their

respective vdW radii) minus the overlap Voverlap, which can be calculated analytically
following the derivation below. This simple approach gives very good results at essentially
no computational cost (see table 6.21).

Table 6.21.: All relevant informations for the determination of the porosities of all consid-
ered MOFs based on the simple hard sphere approach. All volumes are given
in Å3 and all porosities in % . The literature values for DUT-8(Ni) are taken
from [26] and the ones for UiO-66/67 are taken from [80].
MOF Vtotal

∑
Vatoms Voverlap Voccupied Vvoid Φ Φlit

DUT-8(Ni)open,vc,orthogonal 3149 1953 606 1347 1802 57 67
DUT-8(Ni)open,vc 3151 1953 606 1346 1805 57 67
DUT-8(Ni)open,exp 3190 1953 709 1244 1946 61 67
DUT-8(Ni)closed,vc 604 976 303 673 −69 −11 0
DUT-8(Ni)closed,exp 648 976 324 652 −4 −1 0

UiO-66 2308 1992 823 1169 1139 49 53
UiO-67 4972 2906 1308 1599 3374 68 68

Additionally, one can determine the inverse pore volume density with ρpore =
Vvoid/acc
mtotal

,
where the mass of the unit cell is mtotal and the void or accessible volume is calculated
for one unit cell (as was done in table 6.21 and 6.22). The results for this ansatz in
comparison to the one in the end of this section can be found in table 6.24.
Furthermore, the pore dimensions can be evaluated from the given volumes. Considering
that VOp ≈ 4VTp , that the pore size can be approximated by a sphere which has the same
volume as the respective pore and that there is one of each Tp and one Op per primitive

unit cell, the pore dimensions can be characterized as d = 2r and r = 3

√
3Vpore

4π
. This

leads to pore dimensions of dT,UiO-66 = 7.13 Å, dO,UiO-66 = 11.32 Å, dT,UiO-67 = 10.24 Å
and dO,UiO-67 = 16.26 Å, which is in good agreement with literature [29]. With that, the
volumes of the pores are described accurately.
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r1
r2

d12

h

b1b2

Figure 6.8.: Visualization of the overlap between two spheres. In the �gure, r1,2 are the
vdW radii of the atoms, d12 is the distance between them, h is the radius of
the spherical caps (counts for boths spheres), b1 and b2 are the heights of
the sperical caps for sphere 1 and sphere 2, respectively.

To calculate h, b1 and b2 (see �gure 6.8) the following equations are de�ned

I: b1 + b2 = r1 + r2 − d12

derived from d12 = (d12 − r2 + b2) + (d12 − r1 + b1)

II: h2 = r2
2 − (d12 − r1 + b1)2

III: h2 = r2
1 − (d12 − r2 + b2)2

Putting I into II gives

h2 = r2
2 − (d12 − r1 + b1)2

h2 = r2
2 − (d12 − r1 + r1 + r2 − d12 − b2)2

h2 = r2
2 − r2

2 + 2r2b2 − b2
2

h =
√

2r2b2 − b2
2, (6.21)
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while rearranging III leads to

h2 = r2
1 − (d12 − r2 + b2)2

h2 = r2
1 − (d12 − r2)2 − 2(d12 − r2)b2 − b2

2

h =
√
r2

1 − (d12 − r2)2 − 2(d12 − r2)b2 − b2
2. (6.22)

Now b2 can be obtained by (6.21) = (6.22)√
2r2b2 − b2

2 =
√
r2

1 − (d12 − r2)2 − 2(d12 − r2)b2 − b2
2

2r2b2 − b2
2 = r2

1 − (d12 − r2)2 − 2(d12 − r2)b2 − b2
2

2d12b2 = r2
1 − (d12 − r2)2 = r2

1 − d2
12 + 2d12r2 − r2

2

b2 =
r2

1 − r2
2 − d2

12 + 2d12r2

2d12

=
r2

1 − (r2 − d12)2

2d12

. (6.23)

This leads to b1 by using I

b1 = r1 + r2 − d12 − b2

b1 = r1 + r2 − d12 −
r2

1 − r2
2 − d2

12 + 2d12r2

2d12

b1 =
2d12(r1 + r2 − d12)− r2

1 + r2
2 + d2

12 − 2d12r2

2d12

b1 =
2d12r1 + 2d12r2 − 2d2

12 − r2
1 + r2

2 + d2
12 − 2d12r2

2d12

b1 =
r2

2 − (r1 − d12)2

2d12

. (6.24)

113



As a last step, h can be gained by applying equation (6.23) to equation (6.21)

h =
√

2r2b2 − b2
2

h =

√
2r2

r2
1 − (r2 − d12)2

2d12

−
(
r2

1 − (r2 − d12)2

2d12

)2

h =

√√√√√√√√2r2
r2

1 − r2
2 − d2

12 + 2r2d12

2d12

−

r4
1 − 2r2

1(r2 − d12)2 + (r2 − d12)4

4d2
12︸ ︷︷ ︸

A/(4d212)


h =

√
4r2

1r2d12 − 4r3
2d12 − 4r2d3

12 + 8r2
2d

2
12

4d2
12

−
(

A
4d2

12

)
A = r4

1 − 2r2
1r

2
2 + 4r2

1r2d12 − 2r2
1d

2
12 + r4

2 − 4r3
2d12 + 6r2

2d
2
12 − 4r2d

3
12 + d4

12

h =

√
−r4

1 − r4
2 − d4

12 + r2
1(2r2

2 + 2d2
12) + 2d2

12r
2
2

4d2
12

h =

√
r2

2(2r2
1 + 2d2

12 − r2
2)− (r2

1 − d2
12)2

4d2
12

. (6.25)
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The volume of a sperical cap needs to be derived. With �gure 6.8, one can de�ne

h2 = r2 − (r − b)2 = r2 − r2 + 2rb− b2

= 2rb− b2

→ r =
1

2

(
h2 + b2

b

)
.

This leads to the volume of the spherical cap Vcap such as

Vcap =

∫ b

0

πh2db′

=

∫ b

0

π(2rb′ − b′2)db′

= π[rb′2 − 1

3
b3]b0

= π(rb2 − 1

3
b3)

Vcap =
1

3
π(3rb2 − b3). (6.26)

Alternatively, one can use the de�nition of r as given above to get

Vcap =
1

3
π

(
3

1

2

(
h2 + b2

b

)
b2 − b3

)
=

1

3
π

(
3

2
h2b+

3

2
b3 − b3

)
=

1

3
π

(
3

2
h2b+

1

2
b3

)
Vcap =

1

6
bπ(3h2 + b2). (6.27)
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The volume of the cap of sphere 1 is

V1,cap =
b1π

6

(
3h2 + b2

1

)

=

r22−(r1−d12)2

2d12
π

6

(
3
r2

2(2r2
1 + 2d2

12 − r2
2)− (r2

1 − d2
12)2

4d2
12

+

(
r2

2 − (r1 − d12)2

2d12

)2
)

=

r22−(r1−d12)2

2d12
π

6

(
3

2r2
1r

2
2 + 2r2

2d
2
12 − r4

2 − r4
1 + 2r2

1d
2
12 − d4

12

4d2
12

+
r4

2 − 2r2
2(r1 − d12)2 + (r1 − d12)4

4d2
12

)
=

(r2
2 − (r1 − d12)2)π

48d3
12

(4r2
1r

2
2 + 4r2

2d
2
12 − 2r4

2 − 2r4
1 + 12r2

1d
2
12 + 4r1(r2

2d12 − r2
1d12 − d3

12))

=
(r2

2 − (r1 − d12)2)π

24d3
12

(−r4
1 − r4

2 − d4
12 + 6r2

1d
2
12 + r2

2(2d2
12 + 2r1d12 + 2r2

1)− 2r3
1d12 − 2r1d

3
12)

=
π

24d3
12

×(
−r4

1r
2
2 − r6

2 − r2
2d

4
12 + 2r4

2d
2
12 + 2r4

2r1d12 + 2r2
1r

2
2 + 6r2

1r
2
2d

2
12 − 2r3

1r
2
2d12 − 2r1r

2
2d

3
12

+r6
1 + r2

1r
4
2 + r2

1d
4
12 − 2r2

1r
2
2d

2
12 − 2r3

1r
2
2d12 − 2r4

1r
2
2 − 6r4

1d
2
12 + 2r5

1d12 + 2r3
1d

3
12

−2r5
1d12 − 2r1r

4
2d12 − 2r1d

5
12 + 4r1r

2
2d

3
12 + 4r2

1r
2
2d

2
12 + 4r3

1r
2
2d12 + 12r3

1d
3
12 − 4r4

1d
2
12 − 4r2

1d
4
12

+r4
1d

2
12 + r4

2d
2
12 + d6

12 − 2r2
2d

4
12 − 2r1r

2
2d

3
12 − 2r2

1r
2
2d

2
12 − 6r2

1d
4
12 + 2r3

1d
3
12 + 2r1d

5
12

)
=
π × (r6

1 − r6
2 + d6

12 + r4
1(−3r2

2 − 9d2
12) + 16r3

1d
3
12 + r2

1(3r4
2 + 6r2

2d
2
12 − 9d4

12) + 3r4
2d

2
12 − 3r2

2d
4
12)

24d3
12

,

while the one for sphere 2 can be calculated with

V2,cap =
b2π

6

(
3h2 + b2

2

)
,

revealing the same results as for V1,cap, just with interchanged indices 1 and 2

=
π × (r6

2 − r6
1 + d6

12 + r4
2(−3r2

1 − 9d2
12) + 16r3

2d
3
12 + r2

2(3r4
1 + 6r2

1d
2
12 − 9d4

12) + 3r4
1d

2
12 − 3r2

1d
4
12)

24d3
12

.

The total overlapping volume is the sum of those two volumes

Vtotal overlap =
π × (2d6

12 − 6r4
1d

2
12 − 6r4

2d
2
12 + 16d3

12(r3
1 + r3

2) + 12r2
1r

2
2d

2
12 − 12r2

1d
4
12 − 12r4

2d
4
12)

24d3
12

=
π × (d4

12 − 3r4
1 − 3r4

2 + 8d12(r3
1 + r3

2) + 6r2
1r

2
2 − 6r2

1d
2
12 − 6r2

2d
2
12)

12d12

=
π × (d4

12 − 6d2
12(r2

1 + r2
2) + 8d12(r3

1 + r3
2)− 3(r2

1 − r2
2)2)

12d12

. (6.28)
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Another approach is based on a grid which is placed inside the unit cell/ primitve cell.
An evaluation for each grid point is carried out. Any grid point is either close to an atom
(inside its vdW sphere) and can be considered as occupied. If no such occupation is found,
the grid point is considered unoccupied. In analogy to equation (6.20), the porosity can
be evaluated by the number of unoccupied points over the total number of grid points
like

Φ =
Nunoccupied

Ntotal
. (6.29)

Using a su�cient amount of grid points should provide very accurate results using this
ansatz. The results are summarized in table 6.22. Furthermore, by using this ansatz one
gains insight into the actual void volume and thus the void porosity. This is not equivalent
to the accessible volume and porosity, which is however given in the literature. Thus, one
needs to be careful when comparing e.g. the values for DUT-8(Ni)closed. However, one
can derive the accessible volume. For this purpose, the grid points are evaluated such
that around each grid point a sphere with a 'probe' radius is assumed 21. If this sphere is
in no contact with the vdW surface of the MOF, the point itself is unoccupied or rather
accessible. This method gives rise to another quantity, the accessible porosity Φacc.

Table 6.22.: All relevant informations for the determination of the porosities of all consid-
ered MOFs based on a grid (grid). The approximate number of grid points
per Å are given as well (gridred). All porosities are given in %. The accessible
values are based on a probe radius (rprobe, in Å). The accessible porosity Φacc

together with the number of accessible grid points Nacc is given as well. The
literature values for the porosities are 67 % for DUT-8(Ni)open [26], 0 % for
DUT-8(Ni)closed [26], 53 % for UiO-66 [80] and 68 % for UiO-67 [80].

MOF grid gridred Ntotal Nocc Nunocc Nacc Φ rprobe Φacc

DUT-8(Ni)open,vc ...×...×. ... ... ... ... ... ... ... ...
DUT-8(Ni)open,exp 55×55×28 3×3×3 84700 25013 59687 53458 70 1.20 63
DUT-8(Ni)closed,vc 70×82×128 10×10×10 734720 574095 160625 0 22 1.20 0
DUT-8(Ni)closed,exp 70×82×128 10×10×10 734720 533025 201695 0 27 1.20 0

UiO-66
60×60×60 4×4×4 216000 88278 127722 110421 59 1.20 51
60×60×60 4×4×4 216000 88278 127722 86471 59 2.16 40

UiO-67
71×71×71 4×4×4 357911 98948 258963 243141 72 1.20 68
71×71×71 4×4×4 357911 98948 258963 225092 72 2.16 63

This ansatz has one major disadvantage. It requires much more time than the approach
based on overlapping spheres, as can be seen in table 6.23.
It does however provide an accurate ansatz to evaluate the properties and distinguishes
between void and accessible porosities. Thus, the derived values give a very good estimate
about the porosities and related properties. For example, using the presented ansatz to
evaluate the pore volumes, one �nds the results as presented in table 6.24.

21 In table 6.22, rprobe = 1.20 Å corresponds to the vdW radius of H while rprobe = 2.16 Å referes to
the vdW radius of Xe. The latter has been used for UiO-66 and UiO-67 to gain an insight into the
accessible porosity of Xe. This could be important for future studies.
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Table 6.23.: Time requirement for the evaluation of the porosity for all considered systems.
With the overlapping sphere approach and the grid points ansatz.

MOF toverlap [s] rprobe [Å] tgrid [s]

DUT-8(Ni)open,vc,�x angles 0.68 ...
DUT-8(Ni)open,vc 0.66 ... ...
DUT-8(Ni)open,exp 0.65 1.20 617020

DUT-8(Ni)closed,vc 0.17 1.20 3458
DUT-8(Ni)closed,exp 0.17 1.20 3256

UiO-66 0.51
1.20 58329
2.16 115226

UiO-67 1.22
1.20 151277
2.16 838555

Table 6.24.: Evaluated pore volumes for the di�erent ansatzes. A di�erentiation between
void and accessible volume has been carried out for the grid point approach.
A comparison to literature values (lit) is given as well.

MOF
ρpore,overlap void/acc

rprobe ρpore,grid ρpore,lit
[cm3/g] [Å] [cm3/g] [cm3/g]

DUT-8(Ni)open,vc 0.8258 .... ...
1.00 [26]

DUT-8(Ni)open,exp 0.8907
void 1.20 1.0289

accessible 1.20 0.9215

DUT-8(Ni)closed,vc �
void 1.20 0.1209

0.00 [26]
accessible 1.20 0.0000

DUT-8(Ni)closed,exp �
void 1.20 0.1627

accessible 1.20 0.0000

UiO-66 0.4123

void 1.20 0.4939

0.52 [29]
accessible 1.20 0.4270

void 2.16 0.4939
accessible 2.16 0.3344

UiO-67 0.9581

void 1.20 1.0217

0.95 [29]
accessible 1.20 0.9593

void 2.16 1.0217
accessible 2.16 0.8880
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